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Abstract. Data mining and processing of Big Data is key problem in developing
intelligent Internet of Things (IoT) applications. In this article, the multidimen‐
sional wavelet neuron for pattern recognition tasks is proposed. Also, the learning
algorithm based on the quadratic error criterion is synthesized. This approach
combines the benefits of the neural networks, the neuro-fuzzy system, and the
wavelet functions approximation. The proposed multidimensional wavelet
neuron can be used to solve a very large class of information processing problems
for the Internet of Things applications when signals are fed in online mode from
many sensors. The proposed approach is uncomplicated for computational real‐
ization and can be implemented in hardware for IoT systems. The proposed
learning algorithm is characterized by a high rate of convergence and high
approximation properties.
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1 Introduction

IoT produces and accumulates a lot of data of arbitrary natural, which are fed from
Internet-connected sensory devices. Therefore, the development of IoT technologies
requires new unique solutions for the accumulated data processing in real time, where
the method of computational intelligence and machine learning have a lot of advantages
as compared to conventional approaches [1–9].

The exponential growth of the stored and processed data caused a rapid transforma‐
tion of the computational intelligence from a disparate set of heuristic methods into one
of the most demanded applied disciplines, transforming all kinds of human activity.
While using the intelligent systems becomes universal, there are growing demands for
their universality, which means, in particular, stability on any type of data, adaptability
to changing conditions, transparency of results interpretation [10–19].

© Springer International Publishing AG, part of Springer Nature 2019
Z. Hu et al. (Eds.): ICCSEEA 2018, AISC 754, pp. 64–73, 2019.
https://doi.org/10.1007/978-3-319-91008-6_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91008-6_7&domain=pdf


As the use of intelligent systems becomes widespread, the requirements for their
universality grow higher and higher, which means, in particular, a stability over any type
of data, an adaptivity to changing conditions, a transparency of the results interpretation
[12–23]. Strictly guarantee these properties we can only do by using rigorous mathe‐
matical methods based on the computational intelligence theory.

Nowadays, intensive researches are being carried out for the integration of IoT tech‐
nologies and computational intelligence methods, among them: in [24] authors proposed
4 data mining models for processing IoT data, in [25] authors introduced a systematic
manner for reviewing data mining knowledge and techniques in most common appli‐
cations (classification, clustering, association analysis, time series analysis, and outline
detection в IoT applications); in [26] authors ran a survey to respond to some of the
challenges in preparing and processing data on the IoT through data mining techniques,
in [27] authors attempted to explain the Smart City infrastructure in IoT and discussed
the advanced communication to support added-value services for the administration of
the city and citizens thereof.

As the analysis shows, in most cases, the existing methods are either not capable of
processing the data stream in real time or cannot be implemented based on simple IoT
controllers that could allow the development of the cheap IoT applications. Thus, it is
important to create new high-speed methods that would have a simplicity of implemen‐
tation and allow data processing in online mode.

In the paper, the architecture of multidimensional wavelet neuron and its learning
algorithm are proposed. The proposed approach is characterized by simplicity of compu‐
tational implementation and high speed of tuning parameters. Such systems can be used
for solving tasks of the classification data, the patterns recognition, the prediction of
multidimensional time series, which are generated by Internet-connected sensory
devices in IoT applications.

2 The Architecture of Wavelet Neuron and Its Learning Algorithm

The architecture of the wavelet neuron [28] is shown in Fig. 1.
This architecture can be used for prediction or can be modified for binary classifi‐

cation of data in online mode, which are fed from the sensors of smart systems. The
architecture of wavelet neuron is simple for implementation in hardware and can be used
in IoT controllers and allows processing information in such systems directly.

As it can be seen, the wavelet neuron has similar architecture as neo-fuzzy neuron
architecture [29, 30], but it consists of the wavelet synapses WSi with the wavelet acti‐
vation functions (i = 1, 2,… , n), where the synaptic weights wji(k) are the adjustable
parameters.

When the input of the wavelet neuron gets vector signal

x(k) = (x1(k), x2(k),… , xn(k))
T ,

its output produces a scalar in the form
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ŷ(k) =

n∑

i=1

fi(x(k)) =

n∑

i=1

hi∑

j=1

wji(k − 1)𝜑ji(xi(k))

that is defined both by adjustable weights wji(k), and by the wavelet functions being used.

Fig. 1. Wavelet neuron

Here, we will use the one-dimensional wavelet activation function:

𝜑ji(xi(k)) = (1 − t2
ji
(k)) exp

(
−

t2
ji
(k)

2

)

where tji(k) =
(
xi(k) − cji(k)

)
𝜎−1

ji
(k); cji(k) is the parameter that defines a location of the

function center; 𝜎ji(k) is the parameter that defines the function width.
An additional point to emphasize here is that wavelet function oscillativity does not

contradict to a membership function unipolarity since negative values can be treated as
low membership levels or non-membership [31].

66 O. Vynokurova et al.



Learning task is to choose synaptic weights wji(k) on each iteration k that will opti‐
mize the considered quality criterion.

As a learning criterion of the wavelet neuron, a quadratic error function is used that
is expressed in wavelet neuron notation as follows:

E(k) =
1
2
(d(k) − ŷ(k))2 =

1
2

e2(k) =
1
2
(d(k) −

n∑

i=1

hi∑

j=1

wji(k − 1)𝜑ji(xi(k)))
2 (1)

(here d(k) is the external learning signal), and its derivatives subject to adjustable
parameters have the form

𝜕E(k)

𝜕wji(k)
= −e(k)𝜑ji(xi(k)) = −e(k)(1 − t2

ji
(k)) exp

(
−

t2
ji
(k)

2

)
= −e(k)Jw

ji
(k).

Then, by applying gradient procedure to minimize the expression (1), we can express
learning method of the wavelet neuron as follows:

wji(k + 1) = wji(k) + 𝜂we(k + 1)Jw

ji
(k + 1)

where scalar 𝜂w defines the learning step in adjustable parameters space.
By introducing (hi × 1) dimension vectors of variables 𝜑i(xi(k)) =

(𝜑1i(xi(k)),… ,𝜑hii
(xi(k)))

T , wi(k) = (w1i(k),… , whii
(k))T , Jw

i
(k) = (Jw

1i
(k),… , Jw

hii
(k))T ,

we can state gradient procedure of the i-th wavelet synapse learning method:

wi(k + 1) = wi(k) + 𝜂we(k + 1)Jw

i
(k + 1).

It is possible to improve a convergence of the learning processes by switching from
gradient procedures to the Levenberg-Marquardt algorithm for adjusting of neural
networks [32].

Using inverse of the sum of matrices lemma and performing obvious transformation
[33], we can write the learning algorithms for real time case:

⎧
⎪
⎨
⎪⎩

wi(k + 1) = wi(k) +
e(k + 1)Jw

i
(k + 1)

rw
i
(k + 1)

,

rw
i
(k + 1) = 𝛽rw

i
(k) + PJw

i
(k + 1)P2

(2)

where 𝛽 is the forgetting parameter.
It is clear that given 𝛽 = 1, expression (2) acquires stochastic approximation qualities

of adaptive Goodwin-Ramadge-Caines algorithm [34], and given 𝛽 = 0, it becomes
Widrow-Hoff algorithm that is widely used in artificial neural networks theory. Thus,
modified learning methods usage does not complicate numerical implementation of the
wavelet synapses adjusting procedures virtually and increases the speed of their conver‐
gence.
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3 The Architecture of Multidimensional Wavelet Neuron
and Its Learning Algorithm

In many cases solving the real problems in Internet of Things application is needed the
prediction or the classification of multidimensional data, which are fed from some
sensors at one time. For this case, we can introduce multidimensional wavelet neuron,
which has n inputs, m outputs and h wavelet activation function for each input. For the
task of classification and pattern recognition, the sigmoidal functions have to be added
to the output layer. The architecture of the multidimensional wavelet neuron for the
classification or pattern recognition tasks is shown in Fig. 2.

The input observation vector is fed to the input layer of multidimensional
wavelet neuron in the form

x(k) = (x1(k), x2(k),… , xn(k))
T ,

than the output of neuron can be written in the from

yj(k) =
1

1 + exp(−𝛾uj)
,

uj(k) =

h∑

l=1

n∑

i=1

𝜑li(xi(k))wlij(k)

where k is a number of observation, yj is j-th output of multidimensional wavelet
neuron, 𝛾 is a rate of rise of sigmoidal activation function, 𝜑li(xi(k)) - l-th wavelet
activation function of i-th input of neuron, wlij(k) is j-th synaptic weight of l-th
wavelet activation function of i-th input of neuron, i = 1… n, j = 1…m, l = 1… h⋅

The nodes of the multidimensional wavelet neuron are wavelet neurons, which can
be described above.

For the optimization of computational implementation let’s rewrite the input of
multidimensional wavelet neuron in the form

y(k) = W(k)𝜑(x(k))

where 𝜑(x(k)) = (𝜑11(x1),𝜑12(x2),… , 𝜑1n(xn),𝜑21(x1),𝜑22(x2),… , 𝜑2n(xn),… ,
𝜑h1(x1),… ,𝜑hn(xn))

T is (hn × 1) dimension vector wavelet activation functions,

W(k) =

⎛
⎜
⎜
⎜⎝

w111 w121 ⋯ w1n1 w211 w221 ⋯ w2n1 ⋯ ⋯ whn1
w112 w112 ⋯ w1n2 w212 w222 ⋯ w2n2 ⋯ ⋯ whn2
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋱ ⋮

w11m w12m ⋯ w1nm w21m w22m ⋯ w2nm ⋯ ⋯ whnm

⎞
⎟
⎟
⎟⎠

is (m × hn) matrix of synaptic weights.
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Fig. 2. The architecture of multidimensional wavelet neuron

Due to the synaptic weights of multidimensional wavelet neuron depend on the
output systems linearly, we can use the stochastic approximation algorithms, which
minimize criterion in the form
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Ej(k) =
1
2

e2
j
(k) =

1
2
(dj(k) − yj(k))

2. (3)

Minimizing the criterion (3) by synaptic weights wlij(k)

𝜕Ej

𝜕wlij

= −ejyj(1 − yj)𝛾𝜑li(xi),

we can write learning algorithm in the form

wlij(k + 1) = wlij(k) − 𝜂
𝜕Ej

𝜕wlij

= wlij(k) + 𝜂ej(k)yj(k)(1 − yj(k))𝛾𝜑li(xi(k)) (4)

where 𝜂 is learning rate parameter (0 < 𝜂 ≤ 1).
For optimizing the learning process, we can rewrite learning algorithm (4) in matrix

form

W(k + 1) = W(k) + 𝜂𝛾(e(k)ey(k)e1 − y(k))) ⋅ 𝜑T (x(k))

where e(k) = (e1(k), e2(k),… , em(k))
T is the errors vector, y(k) = (y1(k),

y2(k),… , ym(k))
T is the outputs vector, ⊙ is dot product.

4 Experiments

The effectiveness of proposed recognition system is examined based on both benchmark
data and real data. The recognition task of handwritten digits was solved based on
MNIST database [35].

The MNIST is handwritten digits database, which was taken from [35]. A training
set consists of the 60.000 images, and a test set consists of the 10.000 images. The initial
bi-level images from NIST database were normalized (each image was resized to a 20
× 20 pixel box. After that, the all images were centered in a 28 × 28 pixel image using
the pixels’ mass center.

The multidimensional wavelet neuron has 784 inputs, 10 outputs, and 10 wavelet
function for each input. The initial synaptic weights values were taken zeros and learning
rate parameter was taken 𝜂 = 0.99⋅

The classifiers based on neural networks were taken for the results comparison.
Table 1 shows the results of the comparison. As the quality criterion was taken the
percentage of the false classified objects based on the testing data image set.

As it may be inferred from the obtained results, the multidimensional wavelet neuron
has the best quality of classification among 1-layer neural network classifiers. The 2-
layer perceptron has a better quality of classification but has 3.5 times more adjustable
parameters than the multidimensional wavelet neuron. This fact influences on the
training time of such system and as result – the impossibility of using such system in
IoT controllers. The proposed multidimensional wavelet neuron has simple architecture
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and can be implemented based on Arduino-like controllers for many pattern recognition
tasks in IoT application.

Table 1. The classification results of MNIST dataset

Neural network classifier Preprocessing data Test error (%)
Multidimensional wavelet neuron (1-layer NN, 10
wavelet activation function for each input)

none 6.5%

Linear 1-layer NN classifier none 12.0%
Linear 1-layer NN classifier deskewing 8.4%
Pairwise linear classifier deskewing 7.6%
2-layer perceptron (300 sigmoidal activation functions
in the hidden layer and 10 ones in the output layer)

none 4.7%

5 Conclusion

In this article, the architecture of multidimensional wavelet neuron is proposed. Such
system can be used both a classifier and predictor of the multidimensional data sets. The
main advantage of the multidimensional wavelet neuron is a simplicity of implementa‐
tion in the hardware of IoT applications. Also, the learning algorithm of multidimen‐
sional wavelet neuron for solving pattern recognition task is proposed. This learning
algorithm is the modification of the gradient algorithm and is characterized by high speed
of information processing.

The systems based on the proposed multidimensional wavelet neuron can be imple‐
mented for solving the problems in IoT applications, Data Stream Mining, Big Data
Processing.

The computational experiments are performed based on benchmark and real data
sets. The obtained results have confirmed the advantages of the proposed approach in
comparison with the existed methods.
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