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Welcome Letter 

 

Dear Colleagues, 

We would like to personally encourage each of you to join us at IEEE Second International 
Scientific Conference Data Stream Mining and Processing (DSMP’2020), which is held in 
Lviv, UKRAINE, 21-25 August, 2020. Our main goal is not only to provide an opportunity 
for networking and learning recent scientific achievements but also a chance to be involved 
in real time panel discussions with IT representatives to review and discuss their practical 
outcomes on real projects. 

The DSMP is organized by IEEE Ukraine Section, IEEE Ukraine Section (Kharkiv) 
SP/AP/C/EMC/COM Societies Joint Chapter, IEEE Ukraine Section (West) 
AP/ED/MTT/CPMT/SSC Societies Joint Chapter, IEEE Ukraine Section IM/CIS Societies 
Joint Chapter, Ukrainian Catholic University, Manhattan College and Kharkiv National 
University of Radio Electronics.  

Agenda of the DSMP’2020 is very rich. This year we have nominated a 88 number of 
accepted papers coming from about 12 countries which makes DSMP a truly international 
high impact conference. Major highlights of DSMP’2020 are its keynotes speakers. This 
conference proved to be extremely important given the fruitful dialog and a chance to 
exchange ideas and sharing valuable hands-on experience.  

This year program is based on the following topics: Hybrid Systems of Computational 
Intelligence, Machine Vision and Pattern Recognition, Dynamic Data Mining & Data Stream 
Mining, Big Data & Data Science Using Intelligent Approaches and also panel with 
participation of IT Companies.   

We are proud of the fact that DSMP proceedings have been included into the IEEE Xplore 
Digital Library as well as other Abstracting and Indexing (A&I) databases (Scopus, Web of 
Science and etc.). High quality of the DSMP program would not be possible without the 
contribution of authors, keynote speakers, organizers, students, 53 reviewers who devoted 
a lot of enthusiasm and hard work to prepare papers, presentations, organization 
infrastructure and carefully review all submissions. We are very grateful for their efforts.  

We would like to thank each of your for attending our conference and bringing your expertise 
to our gathering.  

We would like to express our gratitude to our partners and sponsors for being so generous 
and sponsoring our conference.  

We wish all participants an excellent conference, fruitful discussions and pleasant 
stay in Lviv and Conference venue.  

 
 

Sincerely 

 
Yuriy Rashkevych  Yevgeniy Bodyanskiy        Igor Aizenberg 
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Abstract — In parallel with technological development the 
problem of fraud detection is becoming more and more 
important. Increasing number of electronic transactions in 
various business environments, on the one hand, and software 
and technology development, on the other hand, lead to an 
active increase in electronic crime. In the paper the hybrid 
system of machine learning for solving tasks of anomalies 
detection has been proposed. This hybrid system consists of two 
subsystems – anomalies detection subsystem (based on 
unsupervised learning) and the interpretation subsystem of 
anomaly type (based on supervised system). The advantage of 
proposed hybrid system is the high-speed data processing when 
the data are fed in real time. The effectiveness of the proposed 
approach was confirmed during the solution of the detecting 
anomalies problem based on real data streams. 

Keywords— fraud detection, anomaly detection, hybrid 
system, isolation forest, random forest, transactions, machine 
learning 

I. INTRODUCTION 
In parallel with technological development the problem of 

fraud detection is becoming more and more important. 
Increasing number of electronic transactions in various 
business environments, on the one hand, and software and 
technology development, on the other hand, lead to an active 
increase in electronic crime. Authentication methods are no 
longer the only way to protect against fraud. Early detection 
of fraud is one of the main ways to prevent fraud. Blocking 
anomalous electronic transactions in some cases is almost the 
main way to avoid fraud. However, the development of 
mathematical methods for detecting fraud stimulates the 
skilled development of ways for concealing fraud. This leads 
to the fact that the practical algorithms of fraud detection are 
no longer universal. 

In many cases, in order to increase the accuracy of early 
identification of anomalous electronic transactions, it is 
necessary to develop specialized software solutions. The 
essence of specialization is to use models that are adapted to 
the specifics of the company's business activities. For 
example, most of the available scientific papers on detecting 
fraud-related anomalies are related to credit cards. 

This means that fraud detection methods that focus on the 
specific nature of input data that contain information from 
electronic transactions related to credit cards. And the 
resulting classification models are tightly tied to this business 
domain. This specialization is not quite a disadvantage, as it 
allows easy enough scaling of systems or expansion of types 
of detection when new types of fraud appear. 

II. RELATED WORK 
Using set of rules is one of first approach for developing 

fraud detection systems. This approach has been developed in 
the form of knowledge base system. The most well-known 
mechanisms for their implementation are expert systems [1]. 

Using a predefined set of rules simplifies the software 
development of fraud detection systems, but in general such 
systems have a number of disadvantages: 

• the development of rules depends on the quality of 
the examination of the business environment. This determines 
the direct dependence of the effectiveness of the set of rules 
on the qualifications of expert analysts who create these rules 
[2].  

• expanding the system of rules is costly. New experts 
are needed to expand the set of rules. Therefore, the 
appearance of new types of fraud leads to increased costs for 
modification of software systems. 

• with a significant increase in the set of rules, the 
speed of the system can significantly decrease. This problem 
is getting more intense when large feature vectors are used.  

• in the case, when the rules use a threshold, it is very 
difficult to achieve the adaptability of these values to 
environmental conditions.  

Another defining characteristic of rule-based systems is 
the size of the rule base [1]. Small size databases occur 
primarily in cases where the input data vectors have a small 
dimension. Therefore, software solutions based on such 
databases are characterized by high speed. But the accuracy of 
these systems will again depend on experts. 

In terms of support, small databases are much easier to 
administer. This is another advantage of small databases. 
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However, modern operational processes manipulate large-
scale vectors. And this fact leads to a significant increase in 
the database and reduce the advantages of using rules for fraud 
detection tasks. 

Other methods for solving a fraud detection tasks are 
statistical methods. The group of statistical methods includes 
methods that are based on elements of probability theory, 
mathematical statistics and data collected over a period of 
time. 

Using statistical methods is one of the modern main 
directions of development of fraud detection methods. On the 
one hand, high accuracy of anomaly detection is obtained. On 
the other hand, the use of various inaccurate estimation 
parameters greatly reduces the flexibility of these methods and 
adaptability to changes in input data. For example, many 
methods require setting thresholds. Other methods require 
information on the statistical distribution of input data, etc. [3]. 

Today, all static methods of fraud detection can be divided 
into two categories: supervised and unsupervised methods. 
Both categories of these methods are united by the use of 
historical data (record of observations from the past) for 
effective fraud detection. The depth of this story for each 
method of different categories may be different. One of the 
main problems of supervised methods is the need to have sets 
of labeled features at the input. 

This is not always possible and therefore contributes to the 
development of unsupervised methods. In the [4] authors have 
used a combination of unsupervised and supervised methods 
based on a self-organizing map and a neural network. Another 
example of a combination is hybrid methods from [5]. In [6] 
the classification of various hybrid methods is presented. This 

classification describes a variety of combined uses of 
unsupervised and supervised methods. In addition, a 
significant number of comparative experiments were 
conducted to assess the effectiveness of their use. 

In point of view of the development and operation of 
software systems for fraud detection, machine learning 
methods have three main advantages: 

1. An increase of the electronic transactions number 
usually leads to an increase in the accuracy of fraud detection 
models. 

2. The dimensions of modern data sets make it 
impossible to analyze them without automation. Machine 
learning methods significantly simplify and increase the 
processing speed of large data sets. 

3. The use of machine learning methods makes it 
possible to detect hidden dependencies. This is important to 
improve the accuracy of the systems and to increase the 
resistance of the system to the emergence of new types of 
fraud. 

As the analysis of scientific results shows that among the 
most popular methods for Fraud Detection are Logistic 
regression, Random Forests and Support Vector Machines [7, 
8]. It should be noted that [7] shows the efficiency of 
classification of anomalies using SVM. And in [8] the 
effectiveness of anomaly detection using Random Forests. 

III. ANOMALY DETECTION HYBRID ARCHITECTURE 
 FOR FRAUD DETECTION PROBLEMS 

For solving task of fraud detection the pipline for real-time 
anomality detection is proposed. 

 

 
Fig. 1. Architecting an Anomaly Detection Pipeline 

 

This pipeline consists of two flows: training/testing flow, 
which trains and tests the developed model and retrains it, 
evaluation flow that processing data stream from server in real 
time. The data are collected using no-sql DB Elasticsearch and 
each transaction is stored in json file. Depending on the 
solution type of transaction (Android, IOS, gdk (Windows and 
MAC), Solus (html), Plugin (Windows and MAC)), the 
different type of information about transaction can be stored 
in json file.  

For training/testing flow we have collected the historical 
data for the dataset, which must be balanced for all type of 
transactions and their combining. After that, the data are fed 

to the stage of feature embedding, which is the most time-
consuming, at this stage is cleaning, normalizing and 
embedding data. At this stage, the final training and testing 
dataset for the developed model is formed.  

The next stage is the development of an anomaly detector 
model and a system for interpreting anomalies type. Then the 
model is trained and tested and after that we get a ready model 
for use on the evaluation flow. 

The evaluation flow consists of capturing the data stream 
from the server and forwarding it to the feature engineering 
stage. Based on the developed embedding methods on the 
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training / testing flow, a dataset is obtained which is fed to the 
deployed model. After that the calculation of transaction 
scoring and making decision are performed. 

Feature Engineering stage is the most time-consuming. It 
consists of the selecting field from database, the correlation 
analysis, the cleaning and preprocessing data and features 
embedding. Based on correlation analysis we select 64 fields 
for building dataset. Furthermore, we have to fill gaps in data. 
Since each transaction may have different filled fields in the 
connection with solution type. It is necessary to fill in all gaps 
based on machine learning methods or expert analysis of each 
field. It is important because quality of filling gaps affects 
accuracy of anomaly detection. And, also, we need to 
normalize and code numeric type data. The next stage of 
feature engineering is Categorical Data Embedding. Among 
the analyzed fields, 70% of fields are categorical variables. 
Different fields require different encoding, or the combination 
and encoding of several features together. We used: Label 
Encoding, One Hot Encoding, Embedding Vector, Binary 
Encoding, Hashing, Сrosstab, Frequency Encoding and some 
modified methods. 

The current version of the anomaly detector model is 
based on data from 64 fields of database. These fields describe 
the id of users and devices; the information about geolocation 
of the users and devices, which perform this transaction the 
history of transactions; the information about connection type 
(gsm, gps, wifi, ip); the information about running process and 

software on the devices that can be rooted; spoofed 
information about users and their location and etc. 

Based on these fields and its combination 41 features is 
developed 

 { }1 2( ) ( ), ( ), , ( )nx k x k x k x k=    (1) 

where ( )x k  is transaction, ( )ix k , 1i n=   are features (in 
our case n=41), k  is real time. 

This set of features forms the training and testing dataset. 

On the case study stage, it was determined that the solution 
of the problem of fraud detection involves the need not only 
to determine anomalous transactions, but also to interpret why 
the transaction was failed. All existing methods of detection 
anomalies solve only the first problem. Thus, it is necessary to 
develop a hybrid model that could solve the problem of fraud 
detection and interpretation of the transaction anomaly type. 

Proposed approach in the paper involves the use of two 
sequential models as entities to solve the problem of fraud 
detection. The first model is a binary classifier that solves the 
‘fraud’ or ‘non-fraud’ problem. The next model is a multi-
class classifier that defines the ‘fraud’ type. The general 
architecture is shown in fig. 2 and a more detailed architecture 
of the deployed model are shown in Fig. 3. 

 

 
Fig. 2.  General architecture of model 

 
Fig. 3. Detailed architecture of deployed model

Nowadays there are a lot of methods for anomaly 
detection, the Robust Covariance method [9], One-class SVM 

method [10], Local Outlier Factor method [11], KNN method 
[12] and Isolation Forest [13] have been investigated, and for 
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developing model of anomaly detector we have selected 
Isolation Forest. Among the different anomaly detection 
algorithms, Isolation Forest is one with unique capabilities. It 
is a model free algorithm that is computationally efficient, can 
easily be adapted for use with parallel computing paradigms, 
and has been proven to be highly effective in detecting 
anomalies. In our case, it gave best accuracy among others. 

Thus, the vector { }1 2( ) ( ), ( ), , ( )nx k x k x k x k=   from the 
constructed dataset is fed to generate an isolation tree. x  is 
recursively separated by randomly selecting a feature and a 
random value of this feature between min( qx ) and max( qx ) 
the values of the selected feature and so on until the tree is 
constructed. Thus, we get an isolation tree which is a proper 
binary tree, where each node in the tree has exactly zero or 
two daughter nodes. 

The task of detecting anomalies is to provide a rating of 
transactions that reflects the degree of their anomaly. Thus, 
one way to detect an anomalous transaction is to sort the 
transactions according to their length or anomaly scores; and 
anomalies are transactions that will be at the top of the list. 
The path length and anomaly estimate are determined by the 
algorithm proposed in [13]. 

In the case of Isolation Forest, anomaly score is defined 
as: 

 

( ( ))
( )( , ) 2

E p x

m ls x l
−

=   (2) 

where ( )p x  is the path length of observation x , ( )m l  is the 
average path length of unsuccessful search in a Binary Search 
Tree and l  is the number of external nodes. More on the 
anomaly score and its components can be read in [13]. 

Each observation is given an anomaly score and the 
following decision can be made on its basis: 

• a score close to 1 indicates anomalous 
transactions; 

• score much smaller than 0.5 indicates normal 
transactions; 

• if all scores are close to 0.5 then the entire sample 
does not seem to have clearly distinct anomalous 
transactions 

The random forest method [14] was chosen to develop an 
interpreter model of the fraud detection hybrid system. The 
interpreter model provides an explanation to the provider-
companies, why the transaction was determined as abnormal. 
Because the system under development may have situations 
where several types of anomalies can be present in a single 
transaction, the use of random forest-based methods is a 
priority. 

For each decision tree, Scikit-learn calculates a nodes 
importance using Gini Importance, assuming only two child 
nodes (binary tree): 

 
im r r l l
j j j j j j jn w U w U w U= − −   (3) 

where im
jn  is the importance of node j , jw  is weighted 

number of samples reaching node j , jU  is the impurity value 

of node j , r
j•  is child node from right split on node j , l

j•  is 
child node from left split on node j . 

The importance for each feature on a decision tree is 
obtained in the form: 

 

im
j

jim
i im

k
k all nodes

n

f
n

∈

=



  (4) 

where im
if  is the importance of feature i , im

jn  is the 
importance of node j . 

After that these features importance are normalized using 
expression 

 
im

im i
i im

j
j all features

f
f

f
∈

=


. (5) 

The final feature importance, at the Random Forest level, 
is its average over all the trees. The sum of the feature’s 
importance value on each tree is calculated and divided by the 
total number of trees: 

 

im
ij

j all treesim
i

f

RF
Tr

∈=


 (5) 

where im
iRF  is the importance of feature i  calculated from 

all trees in the Random Forest model, im
ijf  is the normalized 

feature importance for i  in tree j , Tr  is total number of 
trees. 

Anomalous transactions and borderline transactions that 
have been detected by the anomaly detector model are fed to 
the interpreter model. Cross validation has used for tuning 
hyperparameters of interpreter model. Therefore, we have a 
cascade of classifiers which in general presents the proposed 
anomaly detector model. 

IV. EXPERIMENTS 
The proposed hybrid system was developed to solve the 

problem of detecting anomalies in the geolocation of users 
during transactions (GPS spoofing, Wi-Fi spoofing, location 
jumping, etc.). Experimental studies were conducted on the 
DB of GeoGuard company.  

The specific feature of the system is that the decision 
cannot be made at the level of an anomaly, the type of 
anomaly must be explained to justify the decision. 

The input vector consisted of 41 features based on 
information collected in the no-sql Elasticsearch database in 
json form for each transaction. Transaction information 
depends on the type of user's operating system (Android, IOS, 
MacOs, Windows) and consists of fields describing user 
geolocation when executing transaction from gsm, gps, wi-fi 
sources types and fields describing user's device. Frequency 
of transaction appearance in the environment is 800 
transactions per 1 minute. 
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Training dataset consists of about 90 000 samples, 
number of trees was 300 trees for anomaly detection model 
and 500 trees for interpreter model. 

Table I shows the results of detection and accuracy of 
interpretation of proposed hybrid machine learning system. 

TABLE I.  THE RESULTS OF ANOMALIES DETECTION AND THEIR 
INTERPRETATION 

Solution 
Accuracy, % 

Training 
Detector 

Testing 
Detector 

Classification & 
Interpreter 

all solution 91 90 90 

ios 91 90 95 

android 92 90 95 
plugin 
(Windows+ 
MacOs) 

99 96 99 

gdk  
(Windows+ 
MacOs) 

97 96 98 

 
The results show that the anomaly detection on each 

individual solution is more accurate than when all solutions 
are combined into one dataset. The specificity of the system 
is the need to balance the dataset, in which all known 
anomalies on each operating system must be presented. It is 
also a feature of the system that multiple anomalies may be 
present in a transaction at the same time, which complicates 
the process of interpretation. 

V. CONCLUSION 
In the paper a hybrid system of machine learning for 

solving problems of anomaly detection is proposed. Such 
hybrid system consists of two subsystems - subsystem of 
anomaly detection and subsystem of anomaly type 
interpretation (classification), which are based on a cascade of 
decision trees with supervised and unsupervised learning. The 
advantage of the hybrid system is the speed of processing the 
data that are fed in real time. The effectiveness of the proposed 
approach has been confirmed in solving the practical problem 
of detecting anomalies in user geolocation during transactions 
execution (GPS spoofing, Wi-Fi spoofing, location jumping, 
etc.). 
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Abstract. This paper proposes a method for structuring a 

speech signal. For this, segmentation method, methods for 
determining the fundamental tone of the vocal segment and 
determining on its basis the boundaries of the quasiperiodic 
oscillations of the vocal segment, the geometric transformation of 
quasiperiodic oscillations of the vocal segment were suggested. 
The proposed segmentation of the speech signal uses statistical 
estimation of short-term energies, which allows the use of an 
adaptive threshold, thus increasing the vocal segments 
determination accuracy. The proposed definition of fundamental 
tone of the vocal segment uses bandpass filtering and statistical 
estimation of local extremum, which reduces computational 
complexity, and also reduces noise dependency and allows the use 
of an adaptive threshold, thus increasing the accuracy of 
determining the fundamental tone and the boundaries of 
quasiperiodic oscillations of the vocal segment. The proposed 
geometric transformation of quasiperiodic oscillations of the vocal 
segment allows you to transform quasiperiodic oscillations to a 
single amplitude-time window, which allows you to form frames of 
the vocal segment, taking into account its structure. 

Keywords: biometric identification of a person, speech signal, 
segmentation structuring, calculating the fundamental tone, 
dividing segments into quasiperiodic oscillations, geometric 
transformation of quasiperiodic oscillations. 

I. INTRODUCTION 
Automated biometric identification of a person implies 

making decisions based on acoustic and visual information, 
which improves the recognition quality of the studied person 
[1-3]. Unlike the traditional approach, computer-assisted 
biometric identification speeds up and improves the accuracy 
of the recognition process, which is especially crucial in a 
limited time conditions. 

Methods based on the analysis of acoustic information 
form a special class of biometric identification of a person 
[4-8]. 

Well-known methods of voice biometric identification of 
a person, such as dynamic programming [9, 10], vector 
quantization [11, 12], artificial neural networks [13, 14] and 
decision tree [15], Gaussian mixture models (GMM) [16-19], 
or their combination [20], when analyzing the signal, divide 
the signal into frames (sections of equal length) without 

taking into account its structure, which reduces the 
effectiveness of biometric identification. 

Speech signal structuring is based on the segmentation 
and partitioning of segments of vocal sounds into 
quasiperiodic oscillations based on the fundamental tone. 

The following features are usually used for 
segmentation [21]: 

• the number of transitions through zero; 

• energy. 

Said methods do not use an adaptive threshold, thus 
reducing the segmentation accuracy. 

Methods that are used to calculate the fundamental tone 
are based on the analysis of the following representations of 
the signal [21, 22]: 

• amplitude-time; 

• spectral (amplitude-frequency); 

• cepstral (amplitude-random); 

• wavelet spectral (amplitude-frequency-time). 

These methods have one or more of the following 
disadvantages: 

• have high computational complexity; 

• depend on the noise level, which reduces the accuracy 
of determining the fundamental tone; 

• do not use an adaptive threshold, which reduces the 
accuracy of determining the fundamental tone. 

Thereby, it is of current interest to create a method for 
speech signal structuring, which will eliminate these 
drawbacks. 

The aim of the work is to increase the efficiency of 
biometric identification of a person using preliminary signal 
structuring. 

To achieve this goal it is necessary to solve the following 
problems: 
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• vocal speech signal segments determination based on 
short-term statistical evaluation of energies; 

• fundamental tone of the vocal segment determination 
based on bandpass filtering and statistical estimation 
of local extremum; 

• determination of the boundaries of quasiperiodic 
oscillations of the vocal segment based on the 
fundamental tone; 

• geometric transformation of quasiperiodic 
oscillations of the vocal segment to a single 
amplitude-time window; 

• the speech signal structuring quality criteria 
determination. 

II. VOCAL SPEECH SIGNAL SEGMENTS 
DETERMINATION BASED ON SHORT-TERM 
STATISTICAL EVALUATION OF ENERGIES 

The paper proposes a method for determining vocal 
segments of a speech signal based on statistical estimation of 
short-term energies, which includes the following steps: 

1. Define the speech signal with one vocal sound ( )ny , 
fNn ,1∈ . Set the number of quantization levels of a speech 

signal L  (for an 8-bit sound sample 256=L ). Specify the 
length of the frame N , on which the momentary energy is 
calculated, 12 += bN , wherein an integer parameter b  is 

selected from the inequality b
f

f
logb

min

d <







<− 21 , 

df  – a speech signal sampling rate in Hz, 
220508000 ≤≤ df , minf  – the minimum frequency of the 

person’s fundamental tone in Hz, 50=minf . Set a parameter 
for the adaptive threshold β , 10 <β< . 

2. Calculate short-term energies 

( ) ( )
−=

+=
2

2

2
N

Nm

nmynE , 12,12 −−+∈ NNNn f . 

3. Calculate the mathematical expectation of short-term 
energies 

( )
−−

+=−−
=μ

12

121
1 NN

Nn
f

f

nE
NN

. 

4. Calculate the standard deviation of short-term energies 

( )
−−

+=
μ−

−−
=σ

12

12

22

1
1 NN

Nn
f

f

nE
NN

. 

5. Calculate the adaptive threshold 

βσ−μ=T . 

6. Determine the left and right boundaries of the vocal 
segment 

6.1. Set the reference number 1=n . 

6.2. If ( ) ( ) TnETnE ≥+∧< 1 , then 1+= nN l go to 
step 6.4. 

6.3. If ( ) ( ) TnETnE <+∧≥ 1 , then nN r = , complete. 

6.4. If 1−−< NNn f , then go to the next sample, i.e. 
1+= nn , go to step 6.2., otherwise nN r = , complete. 

As a result, the left and right boundaries of the vocal 
segment are determined. 

III. FUNDAMENTAL TONE OF THE VOCAL SEGMENT 
DETERMINATION BASED ON BANDPASS FILTERING AND 

STATISTICAL ESTIMATION OF LOCAL EXTREMUM 
The paper proposes a method for determining the 

fundamental tone of the vocal segment based on bandpass 
filtering and statistical estimation of local extremum, which 
includes the following steps: 

1. Define a speech signal with vocal sound ( )ny , 
fNn ,1∈ . Set filter parameter α , 10 <α< . Set the left and 

right boundaries lN , rN  of the vocal segment in the 
signal ( )ny . Set the minimum frequency of the person’s 
fundamental tone in Hz, 1f , 851 =f . Set the maximum 
frequency of the person’s fundamental tone in Hz, 2f , 

2552 =f . Set the number of frames [ ]NNI f=  of 

length N . bN 2= , wherein an integer parameter b  is 

selected from the inequality b
f

f
logb

min

d <







<− 21 , df  – a 

speech signal sampling rate in Hz, 220508000 ≤≤ df , 

minf  – the minimum frequency of the person’s fundamental 
tone in Hz, 50=minf , [ ]  – getting the integer part of the 
number. 

2. Break the speech signal into frames 

( ) ( )( )11 ++−= nN*iynsi , 1,0 −∈ Nn , Ii ,1∈ . 

3. Balance frames spectrums, that have a steep decline in 
the high frequency region, using LPF 

( ) ( ) ( )nsnsns iii α−+= 1 , 1,0 −∈ Nn , Ii ,1∈ . 

4. Calculate suspended frames spectrums, using a direct 
discrete Fourier transform and the Hamming window 

( ) ( ) ( )nwnsns ii
 = , ( )

N

n
cos..nw

π+= 2460540 ,  

1,0 −∈ Nn , Ii ,1∈ , 

 ( ) ( ) ( ) knN/j
N

n
ii enskS π−

−

=
= 2

1

0


, 10 −∈ N,k , I,i 1∈ , 
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where ( )nw  – Hamming window. 

( ) ( )






>∨>
≤≤=

f/N*fkkf/N*f

f/N*fkf/N*fkS
kS

~

d

di
i 21,0

21,


 

1,0 −∈ Nk , Ii ,1∈ . 

6. Calculate the inverse discrete Fourier transform of the 
filtered frames 

( ) ( ) ( )








= π

−

=
 knN/j
N

n
ii ekS

~

N
Rens~ 2

1

0

1 , 1,0 −∈ Nn , Ii ,1∈ . 

7. Combine the filtered frames into a speech signal 

( )( ) ( )ns~nN*iy~ i=++− 11 , 1,0 −∈ Nn , Ii ,1∈ . 

8. Calculate the position of local extremum in the filtered 
vocal segment. 

8.1. Set the reference number 1+= lNn . Set the number 
of local extremum 0=Q . 

8.2. If ( ) ( ) ( ) ( ) ( ) 011 >∧+>∧−> ny~ny~ny~ny~ny~ , then 
fixate the position of the local extrema, i.e. ne Q =+ 1 , 
increase the number of local extremum, i.e. 1+= QQ . 

8.3. If 1−< rNn , then go to the next sample, i.e. 
1+= nn , go to step 8.2. 

9. Calculate the distances between local extremum in the 
filtered vocal segment 

mmm ee −=Δ +1 , 1,1 −∈ Qm . 

10. Calculate the mathematical expectations of the 
distances 


−

=
Δ

−
=μ

1

11
1 Q

m
mQ

. 

11. Calculate the standard deviation of the distances 

( )
−

=
μ−Δ

−
=σ

1

1

22

1
1 Q

m
mQ

. 

12. Exclude random outliers from the distances 

12.1. Set distance number 1=m . Set the number of new 
distances 0=Q

~ . 

12.2. If σ+μ≤Δ≤σ−μ m , then fixate a new distance, 

i.e. mQ
~

~ Δ=Δ +1 , increase the number of new distances, i.e. 

1+= Q
~

Q
~ . 

12.3. If 1−< Qm , then go to the next distance, i.e. 
1+= mm , go to step 12.2. 

13. Calculate the length of the fundamental tone as the 
mathematical expectation of new distances 


=

Δ=
Q
~

m
m

FT ~

Q
~N

1

1
. 

As a result, the length of the fundamental tone of the 
vocal segment is determined. 

IV. DETERMINATION OF QUASIPERIODIC OSCILLATIONS 
OF THE VOCAL SEGMENT 

The author's method for determining the boundaries of 
quasiperiodic oscillations of the vocal segment include the 
following steps: 

1. Define the speech signal ( )ny , fNn ,1∈ . Set the left 

and right boundaries of the vocal segment lN , rN  in the 
signal ( )ny . Set the length of the fundamental tone of the 
vocal segment FTN . Set parameter γ  for determining the 
boundaries of quasiperiodic oscillations of the vocal 
segment, 10 <γ< . 

2. Initialize variables for determining the boundaries of 
quasiperiodic oscillations of the vocal segment as 

( )nymaxargN
n

max =0 ,  

{ }FTlFTl NN...NNn 00 ,, ⋅γ+⋅γ−∈ , FTFT NN =0 . 

3. Set the quasiperiodic vocal segment oscillations 
number 1=I . 

4. Determine the boundaries of quasiperiodic oscillation 
of a segment of vocal speech sound in the form of 

max
I

min
I NN 1−= , ( )nymaxargN

n

max
I = , 

( ) ( ){ }FT
I

min
I

FT
I

min
I NN...NNn 11 1,,1 −− ⋅α−+⋅α−+∈ , 

min
I

max
I

FT
I NNN −= . 

5. If ,rmax
I NN ≤ then increase the number of 

quasiperiodic oscillations, i.e. 1+= II , go to step 4. 

As a result, the set of boundaries of the quasiperiodic 
oscillations of the segment is formed. 

V. GEOMETRIC TRANSFORMATION OF 
QUASIPERIODIC OSCILLATIONS OF THE VOCAL SEGMENT 

TO A SINGLE AMPLITUDE-TIME WINDOW 
Method for geometric transformation of quasiperiodic 

oscillations of the vocal segment to a single amplitude-time 
window proposed in this work consists of the following 
steps: 
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1. Define the speech signal ( )ny , fNn ,1∈ . Set the 
number of quantization levels of a speech signal L  (for an 8-
bit sound sample 256=L ). Define the set of boundaries of 
the quasiperiodic oscillations of the vocal segment 

( ){ }max
i

min
i NN , . Set the length of the amplitude-time 

window N , bN 2= , where the integer parameter b  is 

selected from the inequality b
f

f
logb

min

d <







<− 21 , df  – a 

speech signal sampling frequency in Hz, 
220508000 ≤≤ df , minf  – the minimum frequency of the 

person’s fundamental tone in Hz, 50=minf . 

2. Determine the minimum and maximum values of the 
quasiperiodic oscillations of the vocal segment as 

( )nyminA
n

min
i = , { }max

i
min
i N...Nn ,,∈ ,  

( )nymaxA
n

max
i = , { }max

i
min
i N...Nn ,,∈ . 

3. Determine the finite set of discrete samples shifted in 
time and amplitude, described as finite family of integer 

bounded finite discrete functions { }{ }I...i|xX s
i

s ,,1∈= , 
as 

( ) ( ) { }
{ }





+∉
+∈−−+=

1,,10
1,11

i

i
min
i

min
is

i
N...n,

N...,n,ANny
nx , 

min
i

max
ii NNN −= , min

i
max
ii AAA −= . 

4. Determine a finite set of continuous samples obtained 
as a result of linear interpolation and described by a finite 
family of real-valued bounded finite continuous functions 

{ }{ }I...i|i ,,1∈ψ=Ψ , in the form of 

[ ]maxmin TTt


,∈∀  

( ) ( )( ) ( ) ( ) ( ) +









−

Δ
−+

+χ=ψ 
=

+

i

nn

N

n
n

s
i

s
is

it,ti tt
t

nxnx
)n(xtt

1

1
1

{ } ( )
+

=
χ+

1

1

i

n

N

n

s
it nx)t( ,  

[ ]maxmin TTt


 ,∉∀ ( ) 0=ψ ti , tT min Δ=


 , tT bmax Δ= 2


, 

tntn Δ=  , ( )




∉
∈

=χ
Bt

Bt
tB ,0

,1
, 

where tΔ  is the time quantization step of the speech signal, 
( )tBχ  is the indicator function. 

5. Define a finite set of shifted and time-scaled 
continuous samples described by a finite family of real-
valued bounded finite continuous functions 

{ }{ }I...i|s
i

s ,,1∈ψ=Ψ , in the form of 

[ ]maxmin TTt


,∈∀  ( ) 










−
−ψ=ψ

minmax

min

ii
s
i

TT

Tt
Tt 


, 

[ ]maxmin TTt


,∉∀  ( ) 0=ψ ts
i , tT min Δ=


, tT bmax Δ= 2


. 

6. Determine the finite set of shifted and amplitude-
scaled continuous samples described by a finite family of 
real-valued bounded finite continuous functions 

{ }{ }I...i|ss
i

ss ,,1∈ψ=Ψ , in the form of 

[ ]maxmin TTt


,∈∀  ( ) ( )t
A
~

A
~

AA
At s

imin
i

max
i

minmax
minss

i ψ
−
−+=ψ


, 

[ ]maxmin TTt


,∉∀  ( ) 0=ψ tss
i , 

( )tmaxA
~ s

i
t

max
i ψ= , [ ]maxmin TTt


,∈ , 

( )tminA
~ s

i
t

min
i ψ= , [ ]maxmin TTt


,∈ , 1=minA


, LAmax =


. 

7. Determine a finite set of discrete samples obtained 
from continuous ones using time discretization and described 
by a finite family of integer bounded finite discrete functions 

{ }{ }I...i|sS i ,,1∈=  as 

( ) ( )( )tnroundns ss
ii Δψ=  { }maxmin N...Nn


,,∈ , 

t/TN minmin Δ=


, t/TN maxmax Δ=


, 

where ()round  – function that rounds the number to the 
nearest integer. 

As a result, the set of samples is formed, all of which are 
in a single amplitude-time window. 

VI. THE SPEECH SIGNAL STRUCTURING 
QUALITY CRITERIA DETERMINATION 

This paper formulates the speech signal structuring 
quality criteria as selection of such parameters β  and γ , that 
deliver a minimum of standard error 

 ( ) ( )
γβ=

→−+−= 
,

I

i

max
i

max
i

min
i

min
i maxNN

~
NN

~

I
F

1

22

2
1 , (1) 

where max
i

min
i N

~
N
~ ,  – boundaries of quasiperiodic 

oscillations of the vocal segment, defined by an expert, 
max
i

min
i NN ,  – calculated boundaries of quasiperiodic 

oscillations of the vocal segment. 

VII. NUMERICAL STUDY OF THE SPEECH SIGNAL 
STRUCTURING METHOD 

For speech signals containing vocal sounds, the sampling 
frequency is established at 8=df  kHz and the number of 
quantization levels is 256=L . Frame length is 256=N . 

As a result of a numerical study of the speech signal 
structuring method with parameters 40.=β , 10.=γ  with 
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people's speech signals from the TIMIT database according 
to criteria (1), the standard error of 0.02 was obtained. 

Figure 1-4 shows an example of structuring the initial 
speech signal (Fig. 1) with the segmentation of the speech 

signal (Fig. 2), determining the boundaries of the 
quasiperiodic oscillations of the vocal segment (Fig. 3) and 
the geometric transformation of the quasiperiodic oscillations 
of the vocal segment to a single amplitude-time window 
(Fig. 4). 

 

Fig. 1. The initial speech signal (8-bit, 22050 Hz, length 10304) 

 

Fig. 2. Speech signal after segmentation, which distinguishes the boundaries of the vocal segment (parameter β = 0.4) 

 

Fig. 3. The speech signal after marking the boundaries of the sound oscillations of the vocal segment (parameter γ = 0.1) 
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Fig. 4. Vocal sound after geometric transformations of sound oscillations to a single amplitude-time window 

CONCLUSIONS 
1. To solve the problem of improving the quality of 

biometric identification by voice, speech signal 
preprocessing methods, such as segmentation and 
fundamental tone calculation, were investigated. 

2. A speech signal structuring method was proposed, 
which includes: determination of vocal segments of a speech 
signal based on statistical estimation of short-term energies, 
which allows the use of an adaptive threshold, which 
increases the accuracy of determining vocal segments; 
determination of the fundamental tone of the vocal segment 
based on bandpass filtering and statistical estimation of local 
extremum, which reduces computational complexity, and 
also reduces the noise dependence and allows the use of an 
adaptive threshold, which increases the accuracy of 
determining the fundamental tone and the boundaries of 
quasiperiodic oscillations of the vocal segment; geometric 
transformation of sound oscillations of the vocal segment, 
which allows the transformation of quasiperiodic oscillations 
to a single amplitude-time window, allowing the vocal 
segment frames to be formed based on their structure. 

3. A numerical study of the speech signal structuring 
method was carried out, which made it possible to evaluate 
the proposed method. 

4. The proposed structuring method allows to set and 
solve the tasks of the speech signal preprocessing, which is 
used to analyze and store biometric information. 
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Abstract—Localization of keypoints on pixel-level precision
is an essential step for stitching panoramic images because
the keypoints are matching, and their locations are used for
computing stitching transformation. We recall the main standard
computer vision techniques for keypoint localization and focus on
the precise localization. We design a neural network architecture
containing an encoder, a latent representation handler, and a
decoder, where the encoder is motivated by SIFT. In contrast
to domain-agnostic neural network architectures, the developed
encoder reflects the scale-space construction as well as the dif-
ference of Gaussians estimation used in SIFT. In the benchmark,
we show that our architecture has a higher number of keypoints
localized with pixel-level precision than other standard and
neural network-based approaches.

Index Terms—keypoint detection, neural networks, deep learn-
ing, panoramic images, SIFT

I. PROBLEM STATEMENT

In computer graphics, feature point (keypoint) localization
and description belong among the essential methods used
for various purposes such as object recognition [1], object
tracking [2], or for stitching panoramic images [3]. Since
the probable applicability of these tools will deal with huge
amounts of data and possibly be processed on mobile devices
with restricted computational sources, there is a thriving
necessity for local descriptors to be quick to match, rapid
to compute and memory efficient. The keypoint descriptor
is a scheme for obtaining feature vectors that represent local
regions (patches) of an illustration. Besides that, these feature
vectors are supposed to be both scale-invariant and invariant
to rotation, illumination, and translation. For the most part
largely, the mentioned descriptors are beneficial for pairing
objects and matching patches between pictures. Considering
object recognition/tracking, it is important to create descripting
vectors of keypoints to be easily matched with high precision
while the precision of keypoints’ localization is irrelevant.
On the other hand, when a nice panoramic image has to be
produced, the pixel-level precision of keypoint localization is
essential. The reason is that the corresponding keypoint coordi-
nates are used for computing homography (it is usually enough
to have at least three keypoints to define the homography
matrix) that transforms one image into the form of the second
one. Errors in keypoint localization lead to a non-seamless
output, as is shown in Figure 1. In this study, we address

Fig. 1. The illustration shows why the pixel-level precision of keypoint
localization is crucial. The two most left images are two images taken by a
camera. The next image is output composed by Autostitch (software utilizing
SIFT), where the keypoints were matched correctly, but because of not ideal
localization precision, it includes artifacts. The marked blue part is magnified
in the most right image. See the best zoomed-in in an electronic version.

the problem of the keypoint localization with the emphasis
on the production of the localization with pixel-level of
precision.

Our contributions are as follows:
• We propose KLN, a novel neural network architecture

that uses encoder motivated by SIFT keypoint localization
scheme.

• We produced a dataset of 29 thousand images with cor-
responding labels and proposed an evaluation criterion.

• We trained NN-based approaches to detect keypoints and
realized a stability comparison with KLN and classic
algorithms.

II. CURRENT STATE

The actual state can be divided into two groups: classical
methods that include SIFT, SURF, ORB, etc., and methods
based on neural networks. The former algorithm of the first
group is SIFT [1] (Scale-Invariant Feature Transform), which
detects corresponding points in every particular picture. The
method holds a number of benefits like the fact that specific
features can be matched to a broad set of targets; multiple
traits can be produced for even tiny objects; since features
are local, they are quite robust to obstruction. On the other
hand, it is quite slow and computationally intensive; it does
not provide real-time performance.

The real-time performance has been proposed by the SURF
scheme (Speeded Up Robust Features) [4], where the main
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concern of the SURF strategy is its high-speed calculation
of operators applying box filters for tracking and object
recognition. The additional speed-up was introduced by FAST
(Features from accelerated segment test) [5] that may be
utilized for the extraction of characteristic details (corners)
and later adapted for objects’ tracking and mapping in various
problems of computer vision. The trade-off for the speed
is that the method does not identify corners on computer-
generated illustrations to be ideally adjusted to axes. In [6],
binary strings are used as an effective keypoint descriptor
(BRIEF). It is extremely fast for both design and comparison.
BRIEF transforms image patches into a binary feature vector
in such a way that collectively they can draw an object.
Nevertheless, BRIEF works with an illustration at the pixel
level, and consequently, it is highly noise-sensitive. Binary
Robust Invariant Scalable Keypoints (BRISK) [7] should be
discussed in the framework of dealing with the rotation
invariance, noise, and scale transformation. It builds the trait
descriptor of a local illustration through the grayscale connec-
tion of arbitrary point couples in the vicinity of a local icon
and gets a binary characteristic descriptor. Contrasted to the
conventional analogs, a comparable pace of BRISK is quicker,
and the storage memory is lower, but the BRISK’s robustness
is diminished. The last algorithm to be mentioned in this
context is ORB (Oriented FAST and Rotated BRIEF) [8]. It
starts with the detection of specific areas (keypoints, which
are highly-distinctive locations) in an icon. ORB functions as
well as SIFT in the assignment of feature discovery (and is
more reliable than SURF) while being nearly two orders of
magnitude faster. ORB grounds on the FAST keypoint detector
and the BRIEF descriptor.

It is quite understandable that a wave of highly significant
outcomes by Deep Convolutional Neural Networks has made
a crucial influence on the domain of Computer Vision. The
deep structures described in [9]–[11] were introduced for
obtaining feature descriptors. At the same time, attention tools
also represent a significant position and usually train salient
features in an unsupervised fashion. Spatial Transformer Net-
works (STN) [12] are exercised for the identification of an ar-
ranged quantity of likely patch matches. The network tries to
discover and compare patches concurrently, with particularly
weak-supervision of match/no-match tags on a picture level.
A different path to produce area proposals is Region Proposal
Networks (RPN) [13] that detect ranges of the image space
that include objects. RPNs are frequently learned in an entirely
supervised fashion.

Typical common strategies handle the position coordinates
of every keypoint for training a pattern to identify keypoints.
The main lack of this procedure is scale-dependence, which
implies that the model is perceptive to the inputs’ scale and
cannot ensure running on various scale inputs. For this reason,
a method suggested by [14] to defeat the claimed effect. In this
paradigm, a confidence map is designed for specific keypoints
and later employed as the ground truth for learning a fully
convolutional neural network. This strategy helps make the
trained model scale-invariant.

III. KLN: A NEURAL NETWORK ARCHITECTURE FOR
LOCALIZING KEYPOINTS

As we state in Section Current state, there exist neural
network architectures able to make the pixel-level precision.
They work on the general principle that decreases spatial
resolution while feature resolution is increased. That also leads
to neural networks with a huge number of parameters to
be learned; for example, U-Net in our benchmark has 14M
parameters distributed in the convolutional layers. That is
opposite to standard approaches, where, e.g., SIFT needs only
several convolutional filters. Our motivation is to help neural
network training by an appropriate architecture construction
that will reflect the SIFT principle.

For SIFT, David Lowe supposes [1] scale-space L defined
as

L(x, y, σ) = G(x, y, σ) ∗ I(x, y),

where I stands for an image function, ∗ represents con-
volution and G is a Gaussian kernel with an appropriate
σ. Roughly speaking, a particular scale-space represents a
particularly blurred image. For that reason, a difference-of-
Gaussian (DOG) G is determined as

D(x, y, σ) = L(x, y, kσ)− L(x, y, σ),

where k is a constant multiplicative factor giving two nearby
scale-spaces. Finally, the keypoints are localized as such
points, where local minima or maxima among neighborhood
points and DOG are presented. To be complete, let us note the
detected extremes’ positions are refined by the Brown&Lowe
algorithm [15]. To achieve a scale-invariant algorithm, scale-
spaces and their differences are computed for various octaves
that are produced by downsampling an input image. In detail,
SIFT considers four octaves, where each scale has five scale-
spaces and four DOGs. SIFT works well, but it is a hand-
crafted algorithm, which means that it is a chance that there
exists a better combination leading to better performance. To
verify if the announced statement is valid, we create the SIFT-
inspired neural network architecture and search for the best
combination of filters by training the network.

A. The architecture

In detail, we propose to divide the network into three
parts: an encoder, a latent representation controller, and a
decoder. The encoder mimics the SIFT keypoint localization
functionality and extracts important features. The latent rep-
resentation controller is an intermediate layer handling the
features. The decoder maps the latent representation into the
original resolution, which has a form of a probability matrix.

The proposed architecture is shown in Figure 2, where the
meaning of the abbreviation is as follows. P (r): a pooling
layer with a factor r × r. U(r): an upsampling layer with
a factor r × r. C1: a convolutional layer with a kernel size
3×3, followed by a batch normalization layer and an activation
layer realized by the Leaky ReLU. C2: the same as C1, but the
kernel size is 1×1. The last layer C3 serves as an output layer
with a kernel size 1×1, without batch normalization and only
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Fig. 2. The architecture of Keypoint Localization Network (KLN)

with linear activation. Finally, b stands for a filter multiplier,
and in our case b = 8. The reference implementation is
available through our GitLab1.

Here are some remarks on the developed architecture. It in-
cludes four octaves, where the first one works with an original
resolution, and each successive octave doubles a subsampling
(pooling) ratio in comparison with the previous octave. Each
octave is then processed in the same way. A feature map (an
input) passes through four convolutional layers leading to four
scale-spaces. As is common in the neural networks, for smaller
spatial dimensions, i.e., a higher octave, more convolutional
filters are used. Then, three subtractions are computed to
reflect the SIFT’s difference of Gaussians, and the outputs are
concatenated. Finally, the concatenated output is downsampled
in order to hold r′r′′ = 8 for P ′(r′) and P ′′(r′′), where P ′(r′)

1https://gitlab.com/PetrPH/kln

stands for the pooling performed at the beginning of the block
and P ′′(r′′) implies the pooling performed at the end of the
block. The condition ensures that all the blocks have the same
resolution and, therefore, can be concatenated into a tensor
with dimensions of c× 3b(8 + 4+ 2+ 1)× s/8× s/8, where
c is a batch size and s represents a size of a side of an input
image.

In the latent representation control part, first of all, we use
a higher number of filters which serve as an expansion layer,
followed by a lower number of filters with a kernel size 1× 1
which works as a compression layer forcing the neural network
to focus only on the most important features. Finally, C1 con-
volution follows and gives the final latent representation. Let
us note that the latent representation control part is performed
for feature maps with the small resolution (s/8× s/8), which
allows us to have there a high number of the convolution
filters, i.e., trainable parameters. It is possible without a bigger
impact on computation speed because processing a small-
resolution feature map is not so time-consuming.

The decoder phase follows the SOTA strategy [16]: a couple
given by upsampling and convolutional layer is followed by
a residual connection [17] until the original resolution is
reached. The residual connection is realized by add operation.
To match the two tensors to be added, we adjust the number
of convolutional filters in the skip connection.

A possible general disadvantage of the neural networks is
their non-interpretability. In Figure 3, we show how our neural
network is functioning. It is evident, the network learns itself
such filters, which are directional-sensitive to edges and which
lead again to directional edges after subtraction. Let us recall,
SIFT uses the Gaussian kernels in the form of DOG that is an
omnidirectional edge detector [18]. That is reasonable enough
when only one convolution per the scale space is performed.
Here, the directional edge detector implemented by the net-
work is a natural extension as it performs several convolutions
per the scale-space presented by the convolutional layer.

B. Modularity of the architecture

The essential feature of the modern neural network architec-
tures is modularity, i.e., the ability to establish a model with a
various number of parameters. That can be observed, e.g., for
the well-known VGG, ResNet, or EfficientNet. The variability
is significant because it allows a user to use GPUs with various
RAM for training, to create an NN capacity adequate to a
dataset, or for deploying an NN to diverse powerful hardware,
including mobile devices.

For the proposed architecture, there are three ways, how the
number of parameters can be controlled.
• A coefficient b controls a number of the convolutional

filters in all the layers.
• A number of the octaves that is a direct parallel to the

number of pooling layers in Resnet etc. It generally holds
that the bigger the image resolution is, the bigger the final
pooling ratio (number of octaves) can be used. A change
in a number of the octaves also affects a number of the
upscaling blocks in the encoder.
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Fig. 3. From top: an input image; three feature maps produced by the
first convolutional layer; by the second convolutional layer; produced by the
subtract layer, where the two previous feature maps are inputs.

• A number of the convolutional layers that produce dif-
ferences in the encoder. Here, only light adjustment is
reasonable. The big increase may lead to the gradient
vanishing and bigger sensitivity to initialization [19].

The reasonable combinations of the three ways and their
impact on the number of parameters are proposed in Table I.
The architectures KLN6 and KLN7 are too big to be trained
on our hardware, but we mention them as they can be helpful
from double-descent phenomena [20] point of view and can
lead to even higher performance.

TABLE I
ARCHITECTURE MODULARITY

Version Octaves Differences b # Params
KLN1 2 3 2 50,160
KLN2 3 3 4 381,086
KLN3 4 3 8 3,055,098
KLN4 5 3 8 6,434,426
KLN5 5 5 8 10,794,234
KLN6 5 5 16 43,138,546
KLN7 5 5 32 172,477,410

IV. BENCHMARK

A. Dataset

To have a diverse dataset, we have involved three sources:
private photos, images from the COCO dataset2, and ar-
tificially generated images. From them, we have created
512 × 512px non-overlapping crops. In total, we collected
29388 crops and split them randomly into a training set (28000
crops) and a testing set (1388 crops). Due to the fact that we
need labels for our supervised end-to-end training, we created
the ground truth labels with the help of SIFT. The example of
the dataset images from with their labels is shown in Figure 4.

Fig. 4. Illustration of the images from the dataset (top) with their ground truth
(bottom). Note: the ground truth images were dilatated in order to increase
the visibility.

B. Used algorithms and their settings

To put our work into the SOTA context, we include into the
benchmark three classical keypoint detection algorithms and
three neural-network ones. Namely, we examined SIFT [1],
ORB [8], and BRISK [7] as the standard ones and U-
Net [16], LinkNet [21], and FPN [22] as the NN-based
ones. In order to avoid possible bugs in source code, we
use reference implementations for these methods. In detail,
we use OpenCV implementations3 for the standard methods
and the Segmentation Model library4 for the NN-based ones.
We set the three neural networks (U-Net, LinkNet, FPN)
from the segmentation models library to use Resnet18 [17]
as a backbone (the encoder) in order to obtain a comparable
number of parameters to our Keypoint Localization Network.

All the neural networks are trained using the same setting.
Since the input resolution is quite large, we were forced to
set the batch size to four; a bigger batch cannot be placed
to the video memory of our graphic card (RTX 2080). We
set a number of epochs to 30, as the dataset is reasonably
big, and the small-batch size implies a lot of gradient updates
per epoch. The optimizer is Adadelta [23] with lr = 1.0

2http://cocodataset.org/#home
3https://docs.opencv.org/3.4/d5/d51/group features2d main.html
4https://github.com/qubvel/segmentation models
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and the dynamic learning rate reduction on a plateau. Since
the ratio of keypoints/non-keypoints is highly imbalanced, we
use the binary focal loss [24]. The training time varies from
approximately 8 hours (LinkNet) up to 17 hours (FPN). For
completeness, the number of parameters of the three SOTA
NNs is as follows: U-Net 14,340,715; LinkNet 11,521,835;
FPN 13,816,523.

In order to avoid overfitting, online data augmentation
by means of the Albumentations library5 is realized. We
use standard techniques: flips, transpose, rotations, intensity
changes, and blurrings.

C. Evaluation criterion

The output of all the algorithms is f : S×S → {0, 1}, where
S = 512 according to the dataset images. Then, 1 denotes
the presence of a keypoint and vice versa. Further, let f be
the keypoint detection output for an original image and f ′

be an output of the keypoint detection for a modified (rotated,
blurred, etc.) image. Then, we propose an accuracy coefficient
A to be defined as

A(f, f ′) = 1−
∑

x,y∈f |f(x, y)− f ′(x, y)|∑
x,y∈f min(1, f(x, y) + f ′(x, y))

.

It is evident that the accuracy coefficient is ill-defined when
no keypoint is detected. Because our dataset does not include
fully homogeneous images, so we expect the presence of the
keypoints in every image, we set A to zero for such cases.

D. Results

In Graphs 5–7, we show results for the particular trans-
formations and in Graph 8 the overall performance, which is
average of the three transformations. The graphs of transfor-
mations are computed as the mean of the following number
of measurements. Flips: three (90, 180, 270 degrees), intensity
change: four (0.7, 0.9, 1.1, 1.3), blur: four (Gaussian with
kernels 3× 3, 5× 5, 7× 7, 9× 9).

Based on the overall performance, we can observe the NN-
based approaches have significantly higher stability over the
standard ones. Considering the standard methods, ORB yields
the best performance. It excels for blurs, where it achieved
similar performance to NN-based models. On the other hand,
it suffers from flips, where only 5% of keypoints were detected
with pixel-level precision. Also, it has the worst standard
deviation from the standard methods (σ = 0.28), and from that
point of view, SIFT with a slightly worse overall performance
but a highly better std. dev. (σ = 0.20) may be a better choice.

Focusing on the NN-based detectors, KLN1 and KLN5 yield
the best overall performance followed by KLN3 that reached
the same result as U-Net. The lowest std. dev. has KLN3 (σ =
0.151) followed by KLN1 (σ = 0.159). The worst std. dev.
has U-Net (σ = 0.168), which is still better than the best std.
dev. of the standard methods.

Summarizing the results, we can state that our proposed
architecture strongly overperform stability of pixel-level

5https://github.com/albumentations-team/albumentations

keypoint localization of standard methods and slightly
overperform the NN-based approaches while our KLN1
architecture needs 285× lesser parameters than U-Net.
Such a small model is important for mobile devices where
memory is limited. From the computation time point of view,
our solution takes from 54ms (KLN1), through 60ms (KLN3),
to 78ms (KLN5) per single 512 × 512px image using an
RTX2080Ti graphic card. That is on a par with SIFT that
needs 66ms for the same image. Our computation can also be
significantly speeded-up using batch processing.
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V. SUMMARY

We have tackled the problem of pixel-level precision key-
point localization that is necessary for producing seamless
panoramic images. We have examined the SIFT keypoint
localization procedure, and have used the part of establishing
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Fig. 8. Overall performance

scale-spaces and computing difference of Gaussians to design
our own neural network encoder. The encoder is followed by
a latent representation controller where the extracted features
are combined together and finally by an encoder that trans-
forms the abstract representation into the output one. The
output representation gives us a probability matrix of being
a keypoint. In the benchmark phase, we have involved both
classical algorithms (SIFT, ORB, BRISK) and NN-based ones
(U-Net, LinkNet, FPN) to be compared with our proposed
KLN. The comparison relies on measuring accuracy that a
certain pixel marked as a keypoint by a particular algorithm
remains keypoint after a distortion and vice verse. We have
tested three kinds of distortions: flips, intensity changes, and
blurrings with the result that KLN yields the best stability
with the lowest standard deviation among all the tested algo-
rithms. Moreover, KLN has a significantly lower number of
parameters than the other NN-based approaches. That shows
that design problem-specific NN architecture may be highly
beneficial in comparison with domain-agnostic architectures.
Future work should be focused on mining information from
the trained network in order to establish description vectors
needed for matching keypoints among images.
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Abstract—With the development of technology, new methods 
are being created to solve various tasks. Methods that use 
artificial neural networks (ANN) have become part of our routine 
and are very rapidly rooted in the Internet and computers. This 
work uses modern achievements in the ANN and methods of 
their training to solve the problem of correlations between 
objects, namely, vacancies and candidate information. The task 
of recruiting staff to expand or upgrade their staff has been and 
still is today. With the development of the Internet, this task has 
made new sense, because many resumes are scattered across 
different web services. So the question is: How do employers 
review and process information on all job applicants? This is 
what artificial neural networks will help, because with their help 
this process can be completed several times faster. 

Methods that use artificial neural networks (ANN) have 
become part of our routine and are very rapidly rooted in the 
Internet and computers. This work uses modern achievements in 
the ANN and methods of their training to solve the problem of 
correlations between the objects, namely a vacancy and 
information about a candidate. A vast array of data is processed 
and relations between the specific components are discovered. 
The suggested approach can be used not only for this specific 
task but also for a whole class of similar tasks like classification 
and pattern recognition 

 All these tasks can be solved with different ANN parameters 
which should be configured for every particular set of data. 
There are many ways to improves. From input text normalization 
and different vectorization algorithms to ANN topology, 
parameters, and training algorithms. Considered ANN and its 
parameters with chosen training algorithm works with high 
accuracy level only for tasks described in this paper. for every 
other task, there is a need to experimentally and theoretically 
proven other parameters and topology to reach high accuracy. 

Keywords—Recruiting, Text analysis, Multilayer 
Perceptrons, Backpropagation. 

 
I. INTRODUCTION 

Nowadays, ANN (Artificial neural networks) only 
begins taking its place in recruitment and personnel 
management.  

Other services that solve similar tasks to what are given 
in this article are costly and not always flexible. Information 
on the approaches used in such services is often secured. 

The approach described in this article can be abstracted 
from a specific task and used to find correlations between 
any data, depending on how the network is trained and what 
input and output data are selected [1]. In this research, the 
best architectures [2] and training methods [3] will be 
determined to achieve maximum results. 

This method can be used in online recruitment expert 
systems to make decisions in active recruitment or process 
candidates’ applications. This system uses and processes 
publicly available candidates’ text data [4] on LinkedIn and 
internal data of a recruitment agency. All data are 
anonymized and comply with personal data protection 
requirements. 

In the world of globalization and information 
technology, people increasingly change their jobs and 
employers continually look for new people to implement 
their projects. Under such conditions, the automated search 
and recruitment systems as well as recruitment expert 
systems gain their popularity. 

 
II. PROBLEM STATEMENT 

The task of determining the best candidate for the job is 
to select the candidates who have the highest performance 
for certain parameters. To the input, we submit a dataset, 
which contains data about the skills we need, each of which 
has a weight. We identify the keywords from the resume 
and check if they are vacancies. On the way out we have to 
get the candidate who is most suitable for the vacancy. The 
goal is to minimize the learning criterion, which will 
produce high results.  

There are different parameters, which can help to 
improve the accuracy of candidates eligibility for particular 
vacancy. On this paper, it will be started from candidate key 
skills, on next research, there will be added other parameters 
like candidate’s social activity and other resume parameters. 
For example candidate most likely will be suitable for 
vacancy and accept job offer if he is actively searching for 
job. Also other aspects are valuable for recruiter decision, as 
work experience and hobbies. On next papers, it will be 
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interesting to add such parameters and see correlation 
between then and vacancy eligibility. 

 
III. REVIEW OF THE LITERATURE 

The problem of speeding up the recruitment problem is 
covered in many papers. One such article is Data mining to 
improve personnel selection and enhance human capital: A 
case study in the high-tech industry by Chen-Fu Chien and 
Li-Fei Chen [5]. Analyzing the article we can conclude. In 
order to find the best candidate, there are several parameters 
that can be divided into the following groups: 
demographics, channel - where you learned about your job, 
education and work experience. The research concluded that 
employees who got into the company on an internal channel 
(that is, they learned about work from their friends who 
already work there) are more likely to work better than those 
who got on another channel. Education and work experience 
also play an important role. Employees who had a college 
degree, as well as more work experience, performed more 
effectively than others. In the future, the author suggests 
increasing the amount of input. In [6], the authors have 
developed a system that uses a group of tests to minimize 
conflicts in the group being created. 

In [7] developed a computer system that informs 
employers about the availability of one or more suitable 
candidates for the position. In addition to information from 
the resume, it allows you to collect information from other 
sources. Each evaluation feature requires a task and 
appropriate weights. 

In [8] information was collected through a survey. The 
information obtained was used to assess the suitability of 
candidates for selection for various assignments. To do this, 
authors used fuzzy logic, which was based on a neural 
network approach. Another hybrid combination of expert 
systems and artificial intelligence was considered in [9]. In 
this work, the neural network learns to recognize 
information patterns in the employee's database, and a 
component of the expert system combines these results with 
analysis based on criteria that should give a result - to 
recommend or not to recommend. In [10], authors describe 
the implementation of fuzzy expert system (FES) tool for 
selection of qualified job applicants to minimize the rigour 
and subjectivity associated with the candidate selection 
process. 

There are different papers and publications on this area, 
most valuable and recent results were reviewed and 
compared to current paper results, which made an 
experimental proof, that this paper results are highly 
valuable and interesting. 

 
IV. MATERIALS AND METHODS 

Let us consider the theoretical aspects of the approach 
described in this article. In this work, the multilayered 
perceptron (MLP) [11] is used, and the training algorithm 
with a teacher, which implements the function 

( ) 1: RRf m →⋅  by training on a data set [12], where m is 
the dimension of the input data, and 1 is the dimension of 
the output. Having a set of input data: 

( )TmxxxX ,...,, 21=                             (1) 

and output y, a nonlinear approximator of functions for 
classification or regression can be created. Such regression 
differs from the logistic, by the fact that there may be one or 
more nonlinear layers, called the hidden layers, between the 
input and output layers. Figure 1 shows 3 - layered MLP 
with the scalar output. 

The input layer consists of a set of receptors 
mxxx ,...,, 21 , which accepts the input data. Each neuron in a 

hidden layer converts the value from the previous layer with 
a weighted linear summation: 

 mmxwxwxw +++ ...2211                      

with non-linear activation function: 

      ( ) 11: RRf →⋅                      

as hyperbolic tangent function. At the output, the value of 
the output signal у appears. As the training algorithm, we 
use the algorithm of the backpropagation [11]. Because we 
have a fixed training set: 

( ) ( )( ) ( ) ( )( ) ( ) ( )( ){ }MM yxyxyx ,,...,,,, 2211              

consisting of the M sets of input data, we can train our 
neural network using gradient descent. For this only training 
example (x, y) let us define the cost function for this 
particular example: 

                   ( ) ( ) 2
,2

1,;, yxhyxbWJ bW −= ,       

where W is synaptic weights, b is the displacement vector.  

 

 
Fig. 1. Schematic architecture ANN  

 
Taking into account the set of training examples, we 
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where λ — regularizing momentum term. 

The first term in the definition ( )bWJ ,  is the average 
square error indicator. The second term is a regularizing 
member that tends to reduce the weight and helps to prevent 
excessive training. Note that usually the decay weight does 
not apply to the offset terms ( )l

ib , as reflected in our 
definition for ( )bWJ , . The use of the regularizing member 
to the displacement elements does not significantly 
differentiate this criterion from the traditional quadratic one. 
Coefficient λ controls the relative importance of both 
members in the cost function. 

The training criterion (1) can be used for both 
classification and regression. For classification, the training 
signal can take two values of 0 or 1 (in the case of using a 
sigmoidal activation function) or -1 and +1 in case of 
activation function in the form of a hyperbolic tangent. It is 
clear that the input data must first be scaled in the interval 
(0, 1) in case of a sigmoid or in the interval (-1, 1) in case of 
hyperbolic tangent.  

The general purpose of training is minimization ( )bWJ ,  
as the function of W  and in this case, before starting the 
training, all the parameters ( )l

ijW  and ( )l
ib must be initialized 

in the form of a random variable close to zero (say, 
according to ( )2,0 εNormal  distribution for some small ε, 
let us say 0,01). As an algorithm of training, the 
optimization algorithm can be used, for example, a recursive 
gradient descent, because ( )bWJ ,  is generally a non-convex 
function.  

One iteration of the gradient descent can be written as 
follows: 
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where α— learning rate parameter.  

In order to write down the backpropagation algorithm 
[5], it is necessary to enter all partial derivatives of the cost 
function using the synaptic weights in the form: 
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Introducing into consideration δ-errors for  i-th neuron of  

ln  layer in the form (2): 
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and calculating partial derivatives (4): 
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we can finally write procedure of parameters tuning:   

 

( )( ) ( ) ( )( )l
i

l
i

l
i aazf −=′ 1  .                    

 

We also note that the quality of the learning process is 
substantially influenced by a well-founded choice of 
parameters of the algorithm and which are usually chosen 
on a case-by-case basis, based on empirical 
considerations [13]. 

V. EXPERIMENTS 
 

The problem solution of the optimal choice of candidates 
with the help of the neural network is provided as a result of 
the implementation of the sequence of iterations: 

1. As for example, export data with the key 
candidate’s skills and the fact of agreement to be 
interviewed for the vacancy of a JavaScript developer. 

2. Vectorize the input information (translate the text 
into numeric binary arrays). 

3. Perform the normalization of input vectors. 
4. Train ANN. 
5. Analyze the results. 
 

TABLE I.  DESCRIPTION OF THE EXECUTION ENVIRONMENT 

Programming language Python 

Programming libraries Numpy, Matplotlib, Scikit-Learn, 
Pandas. 

IDE  Pycharm Edu 
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TABLE II.  ANN PARAMETERS 

The structure of the neurons and 
layers of ANN 

[1000 : 100 : 5 : 2 : 1] 

Random state 1 

Solver lbfgs 

Alpha 1e-5 

Converter vectoriseText 

Activation function tanh 

Max. iterations 200 

 

VI. RESULTS 

After this computational experiment is performed, we 
can see how using the database of the recruitment agency, a 
recommendation mechanism can be created to simplify the 
recruiter’s work. Table 2 shows the effectiveness of ANN 
with a different number of layers and input data. The 
analysis shows that for a sample of 4,000 candidates with a 
division between education and testing - 2 (2-fold cross-
validation) the most effective is the structure of the neurons 
of the ANN [1000:100:5:2:1] in the 2-dimensional networks 
[12]. The total length of keywords is 300, the activation 
function is the hyperbolic tangent, the maximum number of 
iterations is 200, the calculated average accuracy is 0.9257, 
and the error f1 0.8126. It is proved experimentally that such 
network parameters at this particular sample are the most 
effective compared to smaller dimensional neural networks 
and their other parameters specified in Table II-III. 

TABLE III.  COMPARISON OF RESULTS 

Exp. 
# 

k The structure of ANN 
 

The error of the 
results 

The structure of the 
neurons of ANN 

Max. 
itera-
tions 

accuracy f1 
score 

1 2 [1000:100:5:2:1] 300 0.9245 0.8100 

2 2 [1000:10:5:2:1] 200 0.9213 0.8022 

3 2 [1000:10:5:3:2:1] 200 0.9162 0.7947 

4 2 [400:100:5:2:1] 200 0.9023 0.7550 

5 2 [10000:100:5:2:1] 200 0.9251 0.8082 

6 2 [100:100:5:2:1] 200 0.8915 0.7350 

7 2 [2000:100:5:2:1] 200 0.9212 0.8034 

8 2 [1000:100:10:5:2:1] 200 0.9111 0.7777 

9 2 [1000:15:5:2:1] 200 0.9233 0.8060 

10 2 [1000:100:5:2:1] 200 0.9257 0.8126 

VII. DISCUSSION 

The results of this research can be applied in practice to 
large companies that often have vacancies. The developed 
method of determination gives high indicators of accuracy, 
which positively influences the correct selection of 
candidates. Compared to other methods, this method also 
takes into account certain characteristics of the candidates 
(usually between 10 and 20) and results from them. Further 
research will help to increase the accuracy and correctness 
of the selection of candidates suitable for this position. 

VIII. CONCLUSION 

Typically, a recruiter when selecting a candidate is 
guided by a set of candidate’s keywords as the priority 
indicator to determine the level of suitability for a particular 
job. Automation of this work along with the correct 
assessment of the considered parameters helps to improve 
the efficiency of the recruitment agency significantly. The 
conducted computational experiment shows that the 
developed approach and software product can be used for 
real recruitment systems (Table II). The next step is to 
increase the number of inputs that may correlate with the 
candidate's suitability for a particular vacancy, which should 
significantly improve the output results. It should be 
mentioned that the application of more complicated 
activation functions (e.g. proposed in [14, 15]) instead of 
hyperbolic tangent can slightly improve the performance of 
the ANN. 
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Abstract—We are answering the question whenever systems
with convolutional neural network classifier trained over plain
and encrypted data keep the ordering according to accuracy. Our
motivation is need for designing convolutional neural network
classifiers when data in their plain form are not accessible because
of private company policy or sensitive data gathered by police.
We propose to use a combination of fully connected autoencoder
together with a convolutional neural network classifier. The
autoencoder transforms the data info form that allows the convo-
lutional classifier to be trained. We present three experiments that
show the ordering of systems over plain and encrypted data. The
results show that the systems indeed keep the ordering, and thus
a NN designer can select appropriate architecture over encrypted
data and later let data owner train or fine-tune the system/CNN
classifier on the plain data.

Index Terms—image permutation, image data encryption,
neural network, image classification

I. PROBLEM STATEMENT

In image processing, the task of image classification, i.e.,
assigning a particular label to an image with the usage of
the image attributes/features, became a well-solved task due
to deep neural networks [1]. Currently, as the result of the
continual development of efficient neural network architec-
tures such as ResNet [2], SENet [3], or EfficientNet [4], the
performance of the artificial systems surpass the abilities of
a human. That is helpful in industry, especially in optical
quality control systems, where machines replace humans in
highly repetitive processes [5]. The advantages are evident:
increased processing rate up to hundreds of classifications per
second [6], improved accuracy of classification, and replacing
subjective evaluation with objective one.

The problem that remains is data that are necessary to design
appropriate neural network architecture and which are used for
its training. If we consider a standard use case scenario where
an industrial partner collects data and transfer it to a NN-
developer, the industrial partner risks a potential data leak.
Some data are even forbidden to transfer due to company
policies or the law, e.g., sensitive data such as captured faces
of people. The solution is to encrypt the data and design the
network on top of it. Then, after the network is designed/pre-
trained, it can be safely given to the data provider to fine-tune
the network on the original data. However, several conditions
have to be met to create such a process successfully:

Fig. 1. The illustration shows plain images from the CIFAR-10 dataset in
the top row. The bottom row contains the images from the top row, where all
values have been permuted. The bottom row presents the encrypted data that
are uninterpretable for a human.

• Encrypted data have to be uninterpretable by the NN
designers. For the illustration of how the encrypted data
should look like, see Figure 1.

• The encryption scheme is known only to the data
provider.

• The neural network performance has to be the same for
both encrypted/plain data.

• The system should have two stages – the first stage
transforms encrypted data into a suitable form of the
second stage, and the second classifies them. The former
stage should be removable for the usage on o the plain
data.

As it is evident, there is no assumption of reaching a certain
level of accuracy on the encrypted data. That is because we
expect the encryption process to decrease the NN accuracy
significantly. That is not an obstacle as we assume maximum
accuracy after removal of the stage transforming encrypted
data. Such a scheme allows a NN-designer to choose the
proper architecture, improve it, and transfer to a data provider
for fine-tuning on plain data.

Our contributions are as follows:

• We describe various image permutation schemes and their
suitability for our system.

• We propose a system of two networks trained together
for handling the encrypted (permuted) data.

• We experimentally prove that ordering of our system
according to accuracy, is identical on plain and encrypted
data.
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II. CURRENT STATE

The motivation for our work came from permuted
MNIST [7]. Permutation here creates a dataset which contains
image samples that would appear to human as noise, but
in fact, there is no noise, the pixels are just permuted.
The permutation scheme remains the same throughout the
dataset, so a fully-connected NN would be able to learn
such permutation partially. Initially, the permuted MNIST was
used for continual training [8] of an NN. The research of
permuted MNIST has been further extended into permuted
CIFAR-10, where the efficiency of fully connected (FC) versus
convolution architectures was examined [9]. The finding is
that convolutional architectures suffer from permutations as
the local 2D spatial data structures are broken and cannot be
reasonably reconstructed using the convolutional filters. The
FC architectures omit spatial information, so their performance
remains unchanged. That is limiting as convolutional-based
architectures are generally more useful as they reach higher
accuracies than FC ones. The benefits of using a permutation
as a data encryption scheme are: the encryption process is
swift, the output is uninterpretable for a human, and the global
information (e.g., global histogram) remains the same.

The different way, how to encrypt data is to use classical
encryption schemes known from cryptography. For example,
CryptoNets [10] encrypt images using homographic encryp-
tion (HE), where each pixel of an image is encoded by five
polynomials. The disadvantage is that the global information
of an encrypted image is not equal to the global information
of plain images. So, tuning a network and increasing its
performance over encrypted data will not necessarily lead to
better performance over plain data. Another use of classical
algorithms (AES [11] and DES [12]), in combination with
extreme learning machine (ELM) is described by Wang et
al. [13]. Their results show that DES encryption leads to better
testing accuracy than AES, and multi-layer ELM is on par
with classical CNN. A novel way to encryption itself shows
Tanaka [14]. In his work, Tanaka uses CNN to downsample
input images in M ×M blocks and then upsample again to
receive the encrypted representation of the original image.
These are used for training the classifier (CIFAR-10/100).
Sirichotedumrong [15] uses XOR to flip the color values of
pixels. The pixels are chosen according to generated secret
keys. Moreover, the color channels can be permuted, as stated
by authors. Finally, images are augmented with shits and flips.
Such images are then preprocessed by adaptation network
(CNN with 1×1 filters) and classified. The results are reported
on CIFAR-10, using ResNet-18.

EPIC [16] demonstrates an elegant, simple, cloud-based so-
lution to encrypted image classification using transfer learning.
The image owner uses one of the pre-trained CNNs to obtain
generic feature representation and send it to the server for
the classification. The server classifies feature representation
and sends results back. Since feature representation cannot
be used by the server to obtain the original image, privacy
is maintained. A similar motivation of defense against model-

inversion in the healthcare environment presents Wu [17]. The
author introduces a new variant of stochastic gradient descent
that preserves patient privacy. Their optimizer is tested with
several traditional and modern CNN on 1216 patients. The
more traditional way, using random forests with two levels of
encryption, was introduced in [18]. Compress sensing encryp-
tion with random matrices for each forest is used to encrypt
feature vectors on the first level. After classification with
forests, the label information is again encrypted (the second
level) and send back to the user. Therefore, the classifier has no
access to the full result of classification. The authors mention
a speed difference between the proposed approach and HE
encryption, ≈ 105 speedup.

Above mentioned researches have a similar topic of privacy
and encryption; however, none of them quite tackle our use
case. Our pivotal motivation is to answer the question if
neural networks trained on encrypted and plain data keep the
ordering with respect to testing accuracy. The order ensures
that satisfactory results obtained on plain data will be reached
on the encrypted data as well.

III. WORKING WITH SECURED DATA

In this section, we discuss different ways to permute data,
used scheme, and its parts. We briefly describe a combination
of a fully connected autoencoder with CNN architecture and
the potential weaknesses. Finally, we formulate a hypothesis
that the ordering of networks trained on secured (permuted)
data with respect to accuracy stay the same on the plain data.

A. Permuting the data

In the literature, we can find three methods, how image data
can be permuted:

1) Coordinates of all pixels across all channels are per-
muted.

2) An image is processed channel-by-channel, and all pix-
els inside a single channel are permuted.

3) An image is divided into non-overlapping blocks that
fully coverage of the image. Then, pixels inside a block
are permuted separately by using the first or second
method.

The first method uses the whole domain, so the combinatorial
complexity is the highest, and therefore, the security is highest
too. The second method preserves the most dominant colors,
so if an image is mainly green before the permutation, it
will be mainly green after the permutation too. This color-
preservation may be considered an information leak. In the
special case of the grayscale image, the first and second meth-
ods are equal. The motivation for the third method is to pre-
serve local spatial relations partially, so a fully convolutional
network can adapt to such conditions. On the other hand, data
encrypted by block permutation can be visually interpretable
for a human. Because the first method is the safest, we will
use it further in this work. The visual demonstration of the
mentioned approaches is shown in Figure 2.
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Fig. 2. A comparison of various permutation approaches for image encryption.
From left: original image. Permuted values inside non-overlapping blocks.
Permuted values inside a particular channel. All values permuted.

B. Neural network architecture

We propose to use a two-stage system where the first stage
transforms the encrypted data, and the second one performs
classification. The difference between transformation and de-
cryption term is that we suppose the data are confidential,
and their full decryption and visualization can be illegal. By
transforming the data from the given space into a new space,
we keep the non-interpretability for humans but allow the
convolutional filters in the second stage to keep the necessary
locality for their functionality.

Based on the fact that fully connected layers are able to
handle the permutation [9], we propose to use fully connected
autoencoder-based architecture in the first stage and a SOTA
CNN in the second stage. Let us remark; an autoencoder [19]
is a special architecture that takes input data, reduces their di-
mensionality gradually until a latent representation is reached
and then, projects the latent representation back into original
form. An example of an autoencoder is shown in Figure 3.
The advantage of an autoencoder is that it can be trained
without labels. More precisely, the labels are given by the
input data itself, and the autoencoder is trained to produce the
same output data as are on the input, so it is forced to extract
the most important/descriptive features. For visualization of
the scheme, see Figure 3. In our application, the 2D data
are reshaped into a 1D structure before the encoder and then
transformed back after the decoder.
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Fig. 3. Generic scheme of an autoencoder. Input data are fed in and encoded
into a latent representation and subsequently the latent representation is
decoded back to original data.

The weak point of our proposed scheme is a restriction
for data augmentation. Generally, online augmentation distorts
input data, so it is able to produce an almost infinite amount

of sample variations. That helps neural networks to postpone
the overfit and significantly increase achieved accuracy [20].
The data augmentations techniques for images can be divided
into two logical groups: spatial augmentations and intensity
augmentations. Into the first group belong image flipping,
rescaling, shifting, or rotating. The second group consists of
linear intensity change, channel shift, gamma modification, or
blurs. The fully connected autoencoder is not able to handle
the spatial augmentations while using permuted data. For
example, the proposed scheme with ResNet50 classifier and
spatial augmentations techniques yields an accuracy of 21.40%
on CIFAR-10 dataset with secured images (i.e., it is almost not
able to be trained); without the augmentation, the accuracy
is 57.39%. Because our aim is to create a solution that will
preserve ordering by accuracy for various neural networks
trained over encrypted/plain data and disregarding the overfit,
we will omit data augmentation in the following benchmark.
Notwithstanding, this weak point shall be aimed at in future
work.

IV. BENCHMARK

In this section, we show and discuss the results of training
using three different use-cases. The use-cases cover different
training setup and encryption of data. We show that the
ordering, according to accuracy, is mostly preserved except
for a single outlier. We briefly describe the used datasets and
used hyperparameters.

A. Dataset

We use the well-known dataset, CIFAR-10 [21], which
has been selected because of our experiments are realized in
many epochs (see the following section), and the small image
resolution helps us to keep a reasonable training time. CIFAR-
10 includes 50000 training and 10000 testing images, which
are colored, have a resolution of 32×32px, and capture various
natural objects. It has ten classes where every single image
belongs precisely to one of the classes.

B. Algorithms settings

The architecture of the first stage, i.e., fully connected
autoencoder, is as follows: 3072 → 1024 → 512 → 256
→ 512 → 1024 → 3072, where the number expresses the
number of neurons. 3072 was selected to be equal to the
original resolution: 32·32·3. The first and the last layers have
a linear activation function, and the hidden layers use ReLU.
Furthermore, because fully connected neural networks suffer
from overfitting, each layer is followed by Dropout [22], where
a specific fraction (0.3 in our case) of randomly selected
neurons is turned off.

We test five SOTA neural networks used in the second
stage: MobileNet [23], ResNet50 [2], MobileNetv2 [24],
DenseNet [25], and InceptionResnetv2 [26]. All of them
have the same setting. Namely, 60 epochs divided into 40
epochs with a full learning rate followed by 20 epochs with
the learning rate reduced by factor 0.1, with AdaDelta [27]
optimizer. Each training is repeated five times, and the highest
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test accuracy is selected. In total, we processed 4500 epochs
(5 NNs · 60 epochs · 5 repetitions · 3 data type – encrypted,
plain and plain without first stage). The batch size is set to
50. For training, categorical cross entropy loss is used. For
all convolutional classification models, we use their reference
Keras implementation1. Both training and testing data are
normalized and have subtracted mean.

C. Results

The main goal is to test the hypothesis that the behavior of a
neural network in our system is not affected by the encryption
of the data. In order to validate the claim, the three following
cases have to be benchmarked:

1) Train both FC autoencoder and a convolutional classifier
on the encrypted data. This scenario reveals if it is even
possible to train a selected network over the encrypted
data.

2) Train both FC autoencoder and a convolutional classifier
on the plain data. Here, an ideal result should be equal
to the first case from the accuracy point of view. That
means that the two-stage system can perform identically
on original and secured data.

3) Train only the convolutional classifier on plain data.
Here, accuracy should significantly increase. The impor-
tant point is that the ranking of various neural networks
remains the same as in the first two cases. It means that
if a network ’A’ was more accurate than network ’B’ for
cases 1 and 2, it should also be more accurate in this
case.

The results for the CIFAR-10 dataset are shown in
Graphs 4–6. In the first graph, reflecting case 1, we can
observe that the ordering is from the lowest accuracy to
the highest as follows: MobileNet, ResNet50, MobileNetv2,
DenseNet, and InceptionResnetv2. Here, we can also compare
our results with the current state. In [9], authors reached
the accuracy of 57.3% with CNN and 59.3% with FCN on
permuted CIFAR-10, so their results are on par with ours. The
difference is they use channel-permutations, i.e., each channel
is permuted separately. In our case, we realize permutations
through all channels, which makes the problem significantly
more difficult for a NN. That is also the reason why they are
able to use CNN – for example, images from class ship contain
sea, so they are mostly blue. If only pixels are permuted,
the image will be again blue, and it is trivial for a CNN to
classify. In our case, the color distribution is not preserved
and, therefore, stand-alone CNN (without FCN autoencoder)
is able to reach only approx 10%, i.e., spatial patterns and
color distribution is broken and cannot be trained. Therefore,
we can say that our data are more strongly encrypted. Finally,
they do not perform three cases as we propose, so the behavior
of an NN on plain data is unknown.

The graph in Figure 5 shows the scenario when the two-
stage system is trained on plain CIFAR-10 data. Here, two
essential findings can be observed. The first finding is that

1https://keras.io/applications/
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Fig. 4. CIFAR-10 dataset, performance on encrypted data by the two-staged
networks.

the ordering of neural networks according to their accuracy
is identical to the previous case, i.e., when the networks are
trained on encrypted data. The second finding is that the
accuracy of the neural networks is almost identical to the
previous setting. Namely, the mean absolute error is 0.19,
which is caused due to the negligible oscillations in results
because of the random factor of the training process. That low
mean absolute error means that the used FCN autoencoder
extracts features that are invariant to permutation and are
suitable for the convolutional network that follows.
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Fig. 5. CIFAR-10 dataset, performance on plain data by the two staged
networks.

The last graph in Figure 6 shows the third case and reflects
the use-case when a researcher creates/selects NN architecture
with the usage of encrypted data and transfers it to an industrial
partner. The partner then fine-tunes the network with the
removed first stage (FC autoencoder) on plain data. As for the
previous case, it holds that the order by accuracy has to be
preserved. According to the graph, the condition is satisfied for
all but DenseNet that is an outlier. Note, the reached accuracies
are lower than those achieved by SOTA [2], which is caused
by the fact that we do not use augmentation techniques (see
Section III).

V. SUMMARY

In this study, we have tackled the problem of training neural
networks over encrypted image data for an image classification
task. The problem is significant because there exist cases
where the data cannot be transferred to a NN-designer due
to the threat of data leak, or law forbidding it. The current
state usually uses homographic encryption that is bandwidth-
heavy and, therefore, not suitable for fast inferences. We
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Fig. 6. CIFAR-10 dataset, performance on original data taken by networks
without the first stage.

propose to use permuted data, which are uninterpretable for a
human. Because the local spatial relations are not preserved
in a permuted image, standard convolutional networks for
classification cannot be used as they are not cannot to be
trained. To solve the training issue, we propose a system
that consists of two networks: fully connected autoencoder
followed by a SOTA convolutional neural network; the two
networks are trained together. The FC autoencoder transforms
the permuted data into a suitable form for the CNN classifier.
In the benchmark realized over the CIFAR-10 dataset, we
have shown firstly that the proposed system is trainable over
the encrypted data. Secondly, we have demonstrated that the
accuracy is identical to accuracy reached by training over the
plain data. Finally, we have proven the ordering of the neural
networks according to the accuracy is preserved even for the
case when the autoencoder is removed and the classifier trained
over the plain data. Such a scheme allows a NN-designer to
select the architecture that is ideal for the task with the usage
of encrypted data, transfer the solution to the customer, and
the customer does the final fine-tuning.
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Abstract— The article discusses the features of the solving the 
forecasting problems using machine learning techniques. The 
issues of accounting and correctly processing non-linear non-
stationary processes in the problems of modeling and 
forecasting time series in various areas are considered. The 
analysis of stages and methods for solving machine learning 
problems. As an example, consider the problem of predicting 
currency pairs based on historical data. A comparative 
analysis of the normalization methods in data clustering is 
given. For the six currency pairs a short-term forecast is 
proposed. 

 

Keywords — nonlinear nonstationary processes, data 
preprocessing, model selection, short term forecasting, financial 
processes  

I. INTRODUCTION  
The main problem solved by many applied sciences, such 

as economics, finance, ecology, etc., is to obtain correct 
predictions touching upon the behavior of complex systems 
based on data on their past behavior. However, many 
problems arising in practical applications cannot be solved 
by known methods and respective algorithms. This happens 
due to the fact that the mechanisms for generating the initial 
data are not exactly known or there is no enough statistical 
data to build the predictive model. At the same time, one has 
to comprehensively study the initial sequence of the source 
data and try to make forecasts by constantly improving this 
scheme of processing the source data in the process of 
estimating the forecasts. The approach in which past data or 
examples are used to formulate and improve the forecasting 
scheme is called the Machine Learning method. Machine 
learning is an extremely broad and dynamically developing 
field of research that is using a huge number of theoretical 
and practical methods. Most models and forecasting methods 
in machine learning problems use the methods of probability 
and estimation theory as well as mathematical statistics [1- 
4]. As a part of this approach, we consider the problems of 

classification and regression analysis. The learning process 
consists of choosing the classification or regression function 
from a predetermined wide class of possible functions. 

The article discusses a method for solving the problem of 
forecasting non-linear non-stationary data (processes) using 
machine learning methods. To construct the forecasts as  
non-linear and time-dependent data are taken historical data 
of exchange quotations. 

II. PROBLEM STATEMENT 
    The purpose of this study is to develop techniques for 
constructing forecasts for nonlinear non-stationary financial 
processes based on machine learning techniques and 
technologies. 

III. FEATURES OF NONLINEAR AND NONSTATIONARY DATA 
In various fields, such as finance, ecology, social systems, 
management related to data processing, first of all, it is 
necessary to determine and classify what information and 
with what type of process we will have to work with and on 
this basis to determine data processing methods [5- 9, 11, 
12]. However, usually there are known features of the 
process, such as linearity / nonlinearity and stationarity / 
nonstationarity, which can be quickly determined and 
classified in order to select the appropriate modeling and 
forecasting methods [5,10]. In Fig. 1 shows the 
classification of processes, from which it is possible to 
determine and classify the structure of mathematical models 
that are used to describe dynamic processes in solving the 
forecasting problem..  
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Fig. 1. Сlassification of the processes being studied 

 
       Linear processes can be stationary without a trend and 
unsteady when they include a component in the form of a 
first-order trend. If the variance (or covariance) of a 
stochastic linear process depends on time, then it is 
classified as heteroskedastic and requires the use of 
nonlinear models to describe the variance of the process and 
the process itself [11,13,15]. There is also a wide range of 
non-linear processes (types of non-linearity), although for 
the analysis of economic processes only some of them that 
are more common in economics and finance will be 
important. These processes can be classified as non-linear in 
parameters and non-linear in variables. The first type is 
more complex in terms of modeling and parameter 
estimation and usually requires more effort and time to 
develop their models. For example, logistic regression. 
Some non-linear processes may exhibit linear behavior in 
their stable or long-term mode of operation. This function 
allows you to linearly describe the process near the 
operating point. This type of nonlinearity is very common in 
economic problems and is used to solve them using machine 
learning methods. Typically, complex processes include 
integrated processes (IP) that contain a trend of a second or 
higher order, as well as co-integrated processes with trends 
of the same order and heteroskedastic processes with time-
varying dispersion. A significant part of the financial 
processes related to the dynamics of prices for stock 
exchange instruments belong to this class [15, 16]. In 
engineering applications, such processes are studied and 
used in diagnostic systems, where an appropriate decision is 
made regarding the current state of the system. Since there 
are always elements of non-stationarity and non-linearity in 
financial processes, the subject of research will be the 
solution of the problem of forecasting exchange rates using 
machine learning methods. 

IV. FEATURES FORECASTING IN PROBLEMS OF MACHINE 
LEARNING 

    The Machine Learning procedure for solving forecasting 
problems consists of the following steps: preliminary data 
processing stage, data normalization, classification 
(clustering), aggregation of data, forecasting. 
     Preliminary data processing. At the initial stage of data 
preparing, preliminary processing (preprocessing) and data 
filtering are necessary. Data pre-processing and filtering are 
tasks that must be completed before the data set can be used 
to train the model selected. Raw data is often distorted, there 
may be missing data in it. The use of such data in modeling 
and forecasting can lead to inaccurate and incorrect results. 
These tasks are part of the data processing and analysis 

process and are usually used in the initial review of the data 
set required during pre-processing. Data can be collected 
from various sources and processes. They may contain the 
following problems: 
• incompleteness (data do not contain attributes, or 
knowledge is missing in them);  
• noise (data contain erroneous records or outliers);  
• independence (data conflict with each other). 
High-quality of source data is necessary condition for 
creating high-quality forecasting models.  
      Data normalization. The purpose of normalization is to 
change the values of the numeric columns in the dataset to a 
common scale without distorting differences in the ranges of 
values. To perform machine learning, each data set needs 
normalization. Consider the two most popular: min-max 
normalization  and  mean normalization. 
    Minimax normalization, also known as minimum scaling 
or normalization of the minimum maximum, is the simplest 
method and is applied to scale the range of functions to the 
range of [0, 1] or [−1, 1]. The choice of target range depends 
on the nature of the data available. The general formula for 
min-max [0, 1] is given as: = −min	( )max( ) − min	( ) 
where x is original observation value, x ' is the normalized 
value. To zoom between an arbitrary set of values [a, b], the 
formula becomes as follows: = + ( − min( ))( − )max( ) − min	( )  

 
where a, b are the minimum and maximum values. 
     
Mean based normalization: = + − ( )max( ) − min	( ) 
where x is initial value, and  x ' is the normalized value. 
    Clustering. Clustering is the task of dividing a population 
or data points into a number of groups (clusters), so that data 
points in the same groups where more like other data points 
of the same group than other groups. 
Clustering can be divided into two subgroups: 
• Rigid clustering: in hard clustering, each data point either 
belongs to the cluster completely or not. 
• Soft clustering: in soft clustering, instead of putting each 
data point in a separate cluster, the probability or probability 
that this data point will belong to these clusters is assigned. 
Since clustering tasks are subjective, there are many tools 
that can be used to achieve this goal. Each methodology 
adheres to a different set of rules for determining similarity 
among data points. In fact, more than 100 clustering 
algorithms are known [14, 16-20].  
   Aggregation of data. Aggregation of time series can be 
considered as a “data reduction” process in the sense that it 
generalizes a set of time series. In practice, such a process is 
widely used in problems of clustering or classification. 
In clustering procedures most algorithms repeat the 2 main 
steps: the assignment step and the centering or recalculation 
step. During the destination phase, the algorithm calculates 
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the distances between each observation and each centroid. 
Then the observations are distributed to its nearest clusters 
(minimum distance with the centroid). The choice of 
averaging methods is indeed central from the point of view 
of accuracy and mainly depends on the final goal 
(visualization, classification, clustering). Two types of 
averaging approaches are known: DTW Barycenter 
Averaging and Soft-DTW. The main advantage of these 
methods is that the series are averaged and therefore there is 
no effect on the order of using of the series. 
   Forecasting. Forecasting can be done on the basis of the 
variety of known methods including visual.  

V. EXAMPLE OF EXCHANGE RATE FORECASTING 
      As an example of application of the machine learning 
methods consider forecasting exchange rates. As initial data, 
historical data of 6 currency pairs were used: AUDUSD, 
CHFJPY, EURUSD, GBPUSD, NZDUSD, USDJPY from 
1990 to 2020 with an interval of 1 day. The data source for 
forecasting was the service Investing.com. Table I shows the 
values of descriptive statistics for the studied pairs.  

TABLE I.  DESCRIPTIVE STATISTICS FOR THE STUDIED CURRENCY 
PAIRS 

 AUD 

USD 

CHF 

JPY 

EUR 

USD 

GBP 

USD 

NZD 

USD 

USD 

JPY 

Quantity 6890 6940 7709 6881 6693 7718 

mean  0.761 91.8777 1.2065 1.5865 0.6594 110.5596 

Std 0.1358 15.4668 0.1480 0.182 0.1123 15.3731 

Min 0.4786 59.2300 0.8267 1.2023 0.3907 75.7800 

25% 0.6778 81.7475 1.1155 1.4827 0.5896 102.5200 

50% 0.7494 88.3300 1.2077 1.5790 0.6773 110.3500 

75% 0.8264 104.272
5 

1.3144 1.6578 0.7295 119.8500 

Max 1.1023 138.320
0 

1.5997 2.1065 0.8819 159.850 

 

   Normalization. At the data preprocessing stage, the 
normalization was applied. As a normalization method, the 
method based on the average value is used. Normalization 
results based on the average method are presented in Fig. 2 
 

 
Fig. 2. Normalization results for various currency pairs  

    Clustering. In this example, the clustering procedure is 
used to perform search for price patterns and mark time 
series according to the similarity of patterns. For clustering 
the time series, the KNN method with the accuracy metric 

DTW is used. This approach allows one to accurately group 
time series into clusters by similarity even if there is a 
certain time shift. The training data was divided into 100 
clusters due to the large amount of data and for greater 
accuracy in forecasting the price of currency pairs. In Fig. 3 
examples of time series clustering are shown. 
 

 
Fig. 3. Examples of clustering the time series selected for the cluster 0 and 

2 

    Aggregation of the time series selected is performed by a 
search for a barycenter. Various methods were used to 
search for the barycenter, and the average DTW distance for 
the accuracy metric. The results of the study are presented in 
Table II, and their corresponding graphical comparison in 
Fig. 4.  
     To study the effectiveness of various machine learning 
methods in the task of classifying price patterns, we used the 
historical data of the closing prices of GBPUSD and 
AUDUSD currency pairs with an interval of 1 day from 
1990 to 2020. The data were divided into training and test 
(validation) sets. The training set contains data for 7437 
days, and the test set - 281. Further on, the data were 
combined into time series of 15 days long (3 weeks without 
days off) for marking DTW-KNN data and 10 days long for 
forecasting. All time series were normalized to mean. The 
result of data marking by the DTW-KNN method is shown 
in the form of distribution in Fig. 5. 

TABLE II.  DESCRIPTIVE STATISTICS OF THE STUDIED CURRENCY 
PAIRS 

Algorithm Mean distance DTW 

Euclidean barycenter 2.201 

DTW 1.603 

Soft DTW (γ = 1) 1.861 

Soft DTW (γ = 0.1) 1.605 

Soft DTW (γ = 0.01) 1.600 
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Fig. 4. Results of estimating the barycenter for different algorithms 

       

 
Fig. 5. Distribution of test case marks 

 
The results of using the algorithms to solve the problem of 
classifying time series are shown in Table III. 

TABLE III.  THE RESULTS OF ALGORITHMS FOR CLASSIFICATION 
PROBLEMS  

  
Algorithms 

Template 
classification 
accuracy, % 

Accuracy of 
classification 

price 
direction,% 

 
Area 

ROCAUC 

Decision tree 22.22 68.52 0.69 
Logistic 

regression 
25.93 74.07 0.75 

Multilayer 
perceptron 

35.19 72.2 0.73 

Support vector 
machine (SVM) 

38.89 75.93 0.76 

Naive Bayesian 
classifier 

37.03 70.37 0.71 

Gradient 
Boosting 

27.78 64.81 0.65 

 
    Forecasting. The forecasting model can be deployed into 
a container and launched as a micro service to create on-

demand forecasts. Two types of models are used in this 
container: KNN models and SVM models. These models 
have the sklearn API. The models are loaded from the 
model database. The model database contains the 
configuration for KNN and SVM, including the basic 
settings of the models. For each currency pair a separate 
model was trained. The resulting information was saved in 
JSON format. To load KNN models, use the sklearn API as 
an extension of the from JSON method. The joblib Python 
library is used to load SVM models. 
      To obtain the forecast, SVM and price patterns 
(barycenters) KNN are used. 
Forecasting Algorithm: 
     1. Submit an SVM time series containing information 
about the past 10 days. 
     2. Classify the time series and get the price template 
number 
     3. Export the price template with KNN as a time series of 
15 days. 
     4. Use the last 5 days of the price template to classify 
price movements.  
    The Jupyter Notebook is used to visualize the results and 
user input. The output is presented in textual and graphical 
form in the form of a graph that contains the most similar 
price template with a real-time price range. Figure 6 and 7 
shows the results of forecasting GBPUSD and AUDUSD 
pairs for 5 days.  
 

 
Fig. 6. GBPUSD 5 day forecasting results 

 
Fig. 7. AUDUSD 5 day forecasting results 
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  As a result of the study the methods for classifying time 
series the SVM method was chosen because it showed better 
classification accuracy compared to other methods. To 
aggregate the KNN cluster, the Soft-DTW method was 
chosen. As a result of testing the system, these algorithms 
were based on the test historical data – the data that were not 
used for training models, the following forecasting results 
were obtained on currency pairs (Fig. 8).  

 
Fig. 8. Forecasting results of currency pairs based on historical data for 
2019-2020. 

CONCLUSION 
Obtaining accurate forecasts in non-linear and non-

stationary data is impossible without the use of various 
machine learning methods. High quality of the final 
forecasting result is achieved due to the proper control of the 
computational procedures used at all stages of data 
processing: data preprocessing, normalization, clustering, 
model structure and parameter estimation, calculation of 
short-term and medium-term forecasts. As an example of 
such data, exchange rates for 30 years were used. It is 
planned to further expand the developed methodology with 
new forecasting methods and machine learning methods. 
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Abstract — The fuzzy matrix probabilistic neural network 
(FMPNN) designed to solving image classification tasks where 
images are represented in matrix form is proposed. This neuro-
fuzzy system has four layers of data processing which are fed 
into the system in data stream form on the “sliding window”. It 
is supposed that formed classes of data-images can be arbitrarily 
overlapped in feature space creating a situation of fuzziness. The 
tuning of FMPNN is the combination of learning procedures 
such as “Lazy learning”, “Winner takes all”, “Learning vector 
quantization”, “Fuzzy C-means clustering”. The feature of the 
proposed fuzzy classification - image recognition system is the 
high speed of data processing allowing to process data within the 
concept of Data Stream Mining. 

Keywords— probabilistic neural network, matrix images, 
fuzzy reasoning, self-organizing map, learning vector 
quantization. 

I. INTRODUCTION  
The problem of pattern recognition is quite common 

within the general problem of Data Mining, and there exist 
now a lot of approaches, methods, and algorithms for its 
solution. Among them, the most effective today are the ones 
based on computational intelligence approaches [1-3]. 
Currently, deep neural networks (DNNs) [4-6] are the most 
used to solve this problem, which provide the high quality of 
the received solution but are characterized by low learning 
speed, so their tuning can be implemented only in batch mode 
on a plurality of epochs. Thus, in situations where the size of 
the dataset which to be processed is unlimited, and the same 
data are fed to the recognition system in a sequential online 
mode, DNNs are ineffective. In this case, when the speed of 
the recognition system comes to the fore, DNNs (like the 
traditional SNNs of the three-layer perceptron type) can 
hardly be used. 

One of the most rapid and efficient neural network that 
solve the problem of pattern recognition is the so-called 
probabilistic neural network (PNN) introduced by D. Specht 
[7-8] that is trained using the principle of "lazy" learning: 
"Neurons at data points "[9]. At the heart of these neural 
networks are the kernel methods [10] and, above all, the 

reasoning according to Bayes, the Parzen windows, and 
Nadaraya-Watson's estimates. As activating functions, these 
networks use bell-shaped ones (Gaussian, Cauchian, etc.), and 
learning is done by establishing centers of functions in images 
that arrive at the receptive (zero) layer. Due to this, it provides 
super-fast settings such as "Just in time models" [11]. 

It should be noted that although the accuracy of 
classification PNN is yielded to the modern DNN, their speed 
in some cases gives them a significant advantage. 

Generally, the classical PNN solves the problems of crisp 
classification, that is, a priori it is assumed that the restored 
classes do not overlap in one another. If it is not so, instead of 
crisp neural networks, neuro-fuzzy systems should be used, 
which, in addition to forming classes itself, can also estimate 
the level of membership of each particular observation to each 
possible class. In this regard, in [12-16], fuzzy modifications 
of crisp PNNs were introduced that process information under 
various assumptions about the properties of data and classes. 

It should also be noted that the input information of most 
known neural networks, including the PNN, comes in the form 
of vectors, which means that image recognition tasks must 
first be vectorized, which means, matrix signals must be 
converted into vectors. In principle, this can be accomplished 
by using operations such as convolution and pooling as it is 
done in a convolutional DNN. However, the use of these 
operations significantly reduces the speed of the recognition 
system in general. Therefore, it is expedient not to vectorize 
the input images, but to feed them to the receptive layer in a 
matrix form. 

That is why we propose to introduce into consideration 
fuzzy probabilistic neural network for image recognition, 
which provides a high speed of information processing, which 
comes in the matrix form and can restore the observation 
classes arbitrarily intersected in the space of features. 
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II. THE ARCHITECTURE OF MATRIX FUZZY-PROBABILISTIC 
NEURAL NETWORK 

The proposed matrix fuzzy-probabilistic neural network 
(MFPNN) contains four layers of information processing: the 
first hidden layer of patterns, the second hidden layer, formed 
by elements of summation, the third hidden layer of 
probability distributions correction, and, finally, the fourth 
output layer, which determines the levels of membership of 
the classified images to specific classes. 

Information comes to the zero (receptive) layer of the 
system is given by a sample of images in the form ( 1 2n n× ) – 
matrices { (1), (2), , ( ), , ( )},X x x x k x N=  

1 2
( ) { ( )}i ix k x k=

1 2n n
R

×∈ , where 1N  observations belong to the first class 1Cl

, 2N  - to the second class 2 ,..., mCl N  to mCl , where
1,2,..., ,j m= 1 1 1 2

1 1 2 2

1,2, , , 1, , ,
Cl c observations observatontains N Сl contai N ionsns

k N N N N= … + … + 

1 2 3..., , , .
Сl contains Nm m observations

N N N N+ + …

 The number of radial-basis neurons [10] is defined by the 
amount of observations N, with the activation functions of this 
layer in the future we will denote as 2( , , )

j j
x cτ τϕ σ  where jτ  

varies in the 1 2 1 21,jN N N N N+ + + + + +  
1 2

1 22, , n n

j j j
N N N N c Rτ

×+ + + + ∈   – matrix center of 

activation function, that is 
1 2

{ }j
i ij

cτ  – 1 2n n×  matrix, 2

jτσ  – a 

parameter that specifies the "width" of the corresponding bell-
shaped activation function. As an activation function can be 
used either matrix Gaussian 
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2
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( , , ) exp

2

T
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j j

j

Tr x c x c
x c

τ τ

τ τ
τ
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 − −
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or any other bell-shaped function, such as Сauсhian 
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2

1( , , )
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x c
Tr x c x cτ τ

τ τ τ

ϕ σ
σ −=
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where 

 2( )( ) ( , )T
Fj j j

Tr x c x c d x cτ τ τ− − =  (3) 

– matrix Frobenius metrics, which specifies the distance 
between the matrix centers 

j
cτ  and the input image x. 

Network tuning usually occurs only at the level of pattern 
layer based on the concept of "Neurons at data points" [9], that 
is, according to the rule 

 
1 2 1

1 2

( ), if ( ) , 1,

, .

j j jj

j

c x k x k Cl N N N
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… + +…
 (4) 

When all of the radial-basis neurons of the first hidden 
layer of an image x with an unknown classification on the 
outputs of current layer appear N signals 

2[1] ( , , ) 1, 2, , ; 1, 2, , .
jk j

o x c j m k Nττϕ σ= ∀ = =   The 

second hidden layer consists of m elementary adders (one for 
each class), and on its outputs signals are formed 
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which are the Parzen estimates of the probability distribution 
density, i.e. 
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In the third hidden layer, these estimates are corrected to 
take into account empirical a priori probabilities 

 ( ) j
j

N
P x

N
=  (7) 

and cost of classification’s errors jS  so that 

 [3] [2] 1( ) ( )j j j jo x o x N N S−=  (8) 

and, finally, in the output layer, the class m to which the image 
x belongs is determined, that is the “class-winner”: 

 * [3]arg max ( ).j
j

j o x=  (9) 

In principle, the described procedure does not differ from 
the work of the standard PNN in addition to the fact that the 
input of the system obtains not traditional vectors-images but 
matrices-images. 

In real-world problems, the situation is often complicated 
by the fact that an image – subject to classification can 
simultaneously belong to several classes at the same time with 
different levels of membership. This situation occurs when the 
classes formed by the training dataset X are mutually 
overlapping, in other words, a fuzzy situation arises. 

The centroids for each class are taken into consideration in 
the form 

 
1 2

11 2 1

1 N N N j

j jN N Nj jj

c c
N τ

τ

+ +…+

= + +…+ +−

=   (10) 

and the radii of these classes – 

 max ( ( ), ).j F j jr d x cτ=  (11) 

Then, if there is a situation for two arbitrary classes jCl  
and lCl  

 ( , ) ,F j l j ld c c r r< +  (12) 
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then these classes overlap. 

To estimate the level of the membership of the observation 
x to class jCl  can be used as an estimate, that arises in the 
popular method of fuzzy C-means clustering (FCM) in the 
form [2, 3]: 
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It's easy to see those fuzzy memberships are determined 
with Сauсhian (2), which can also be used as activation 
functions of the second hidden layer (13). It should be noted 
that the width parameters 2

jσ  during evaluating fuzzy 
memberships are determined automatically using the relation 
(14). 

Thus, in a fuzzy case in the output layer of the network is 
determined both the winner class and the membership level of 
each image x to each class .jCl  

III. ONLINE MATRIX FUZZY-PROBABILISTIC NEURAL NETWORK 
TRAINING 

In Data Stream Mining tasks, the situation when the 
training dataset is given not in the form of a fixed data batch, 
but as the sequence (1), , ( ), , ( ), ( 1),...x x k x N x N +   that 
increases in size over time. This automatically increases the 
number of neurons in the pattern layer, which means the 
network in the training process "builds up" its architecture. 
Therefore, the configuration of such a network should occur 
in a sequential mode with the help of those or other recurrent 
learning algorithms. Assume that the training dataset received 
an observation ( 1)x N +  that belongs to the class .jCl  At the 
same time in the pattern layer, one extra neuron is added to the 
group that "corresponds" exactly for this class. The procedure 
for clarifying the centroid of this class can be represented as 

 
1( 1)

1j j j
jj

c N c
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or in a recurrent form 
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It's easy to see that (16) is completely coincides with the 
T. Kohonen’s self-organizing maps (SOM) training rule [17], 
"The winner takes all" (WTA). 

The increasing number of neurons in the pattern layer may 
be unwanted because the network may become too 
cumbersome, especially if the information comes in the form 
of a stream of images. In this case, it is advisable to fix the 
number of neurons for each class by some number jN  
(basically, this number may be the same for all classes), and 
the training procedure can be implemented on a "sliding 
window" in the form 
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j j j j
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In fuzzy cases, when classes can overlap, a situation when 
the observation ( 1)x N +  belongs to the lCl  is placed closer 
to the centroid ( )jCl N  than to the "native" ( )lCl N , that is 

( ( 1), ( )) ( ( 1), ( ))F j F ld x N c N d x N с N+ < +  can arise. 
However if ( 1) lx N Cl+ ∈  and if in the procedure (16), the 
specified centroid ( 1)lСl N +  is "tightened" to ( 1)x N + , in 
this case, ( 1)jc N +  should "push" from ( 1)x N + . 

In this situation, the tuning procedure for centroid 
j
с  can 

be written in the form 

 

( ) ( 1)( ( 1) ( )),

( 1) , ( ( 1), ( ))

( ( 1), ( )),
( 1) ( ) ( 1)( ( 1) ( )),

( 1) , ( ( 1), ( ))

( ( 1), ( )),
( ), ( 1) ,

j j j

j F j

F l

j j j j

l F j

F l

j j l

c N N x N c N

if x N Cl d x N c N

d x N c N

c N c N N x N c N

if x N Cl d x N c N

d x N c N

c N if x N Cl Cl

η

η

 + + + −


+ ∈ + <
< ++ = − + + −
 + ∈ + <
< +


+ ∉

 (18) 

where 0 ( 1) 1kη< + <  - the parameter of the learning rate, 
which is selected according to A. Dvoretzky's conditions [18]. 

It's easy to see that procedure (18) is an algorithm for 
learning vector quantization (LVQ) [19, 20], which is widely 
used in problems of image classification-recognition. 

Thus, the introduced matrix probabilistic neural network 
is a hybrid of the standard PNN, the Kohonen’s SOM, and 
LVQ, as well as the J. Bezdek's FCM, which is meant to solve 
the problems of images classification under conditions of 
classes that arbitrarily overlap in the space of features. 
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IV. RESULTS OF THE EXPERIMENT 
For the implementation of the proposed MFPNN the two 

well-known datasets such as UCI dataset “ML hand-written 
digits datasets” and “Fashion MNIST” were used. The first 
one can be perfectly used for the fuzzy case, by the reason of 
low resolution of original images-matrices every of which is 
represented by a matrix of 8x8 (Fig. 1). 

 

Fig. 1. The sample of the “ML hand-written digits datasets” dataset. 

The second dataset has 60 000 observations in the training 
dataset and 6000 in the test dataset which allows evaluating 
the effectiveness in online mode. 

Both of them were processed using the K-Nearest 
Neighbours (KNN), Convolutional Neural Network (CNN) 
[21] and MFPNN. The results of the experient are represented 
in the Table 1 and Table 2. The first table contains the results 
of the accuracy and time consumption evaluation of all 
mentioned approaches with ML hand-written digits dataset.  

TABLE I.  THE ACCURACY AND TIME CONSUMPTION OF ALGORITHMS 
WITH ML HAND-WRITTEN DIGITS DATASET 

Algorithms for 
comparison 

Classification 
accuracies 

Time, sec 

KNN 81,98 0.18 
CNN 87,63 6.42 
MFPNN 83,33 5.95 

 

The accuracy of the matrix fuzzy-probabilistic neural 
network is higher compared to the KNN but yield to CNN. 
KNN and CNN algorithm were performed on the GPU and the 
proposed approach on the CPU. Due to hardware support, the 
speed in the first and second cases increases by up to 10 times 
[21]. Thus, the classification time in accordance with the 
proposed approach with the same hardware implementation 
would be comparable with the classification using the KNN 
and several times shorter than the classification time using the 
CNN. The Table 2 describes the accuracy of algorithms for a 
different number of elements of the Fashion MNIST dataset. 

TABLE II.  THE ACCURACY OF ALGORITHMS WITH FASHION MNIST 
DATASET 

Algorithms 
for 

comparison 

Classification accuracies  

500 1000 2000 6000 12000 60000 

KNN 50,98 71,3 76,8 80,96 82,72 83,33 
CNN 62,8 73,11 77,01 83,68 86,01 90,99 
MFPNN 67,33 75,86 80,13 81,5 82,33 84,74 
From the presented data we can conclude that the accuracy 

of the MFPNN is growing faster comparing to the others 
mentioned approaches as the number of elements is increased. 
Therefore the proposed algorithm allows achieving higher 
accuracy when training on a smaller number of elements, 
which reduces the training time in online mode. 

V. CONCLUSION 
In the article, the fuzzy matrix modification of the 

probabilistic neural network is proposed, which is intended for 

solving the problems of classification-recognition of images 
in a stream of images, which sequentially come for processing. 
The introduced system and its learning algorithm combine the 
advantages of traditional probabilistic neural networks, self-
organizing maps, learning vector quantization, and fuzzy 
clustering. Since the introduced system does not vectorize the 
images, but leaves them in a matrix form and is capable of 
operating under conditions of arbitrary shapes that overlap in 
the space of features, it has extended properties and increased 
performance compared to known systems for image 
recognition. 
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Abstract — Information technology based on mathematical 

models of recognizing images in the form of classification trees 
is widely used in socio-economic, environmental and other 
information processing systems. This is explained by the fact 
that this approach eliminates a set of shortcomings of classical 
methods and achieves a fundamentally new result, efficiently 
and rationally using the power of computer systems. Each of the 
known algorithms and classification methods is restricted to the 
specificity of the application tasks, and this is by far the weakest 
point of not only these algorithms, but also recognition systems 
which are based on the respective concepts. The methods of 
building recognition systems, based on methods of logical 
(algorithmic) classification trees (decision trees), do not have 
this shortcoming. The peculiarity of the logical tree method (the 
algorithmic classification tree method) is the possibility of 
complex use for solving each specific task of constructing the 
recognition scheme of many known algorithms (methods) of 
recognition. The research is based on the single methodology – 
the optimal approximation of the training dataset with the help 
of a set of generalized features (autonomous classification 
algorithms) that are part of a scheme (an operator) built in the 
training process. 

Keywords — Classification system, discrete object, feature set, 
algorithmic classification tree, branching criterion. 

I. INTRODUCTION 
Today, there are more than 3600 recognition algorithms 

(based on different approaches and concepts) that have some 
limitations in their use (accuracy, speed, memory, unversality, 
reliability, etc.). It is known that the presentation of large-scale 
training samples (discrete information) in the form of logical 
tree structures (graph schemes) has significant advantages in 
terms of simple economic description of data and effective 
mechanisms (algorithms and methods) of working with them 
[1,2]. 

Therefore, the coverage of the initial training set (TS) with 
a set of ranked elementary features in the case of logical 
classification trees (LCTs), or the coverage of the training 
dataset with a fixed set of autonomous recognition and 
classification algorithms in the case of algorithmic 
classification trees (ACTs), generates a fixed tree structure of 
data (a data scheme); it, to some extent, enables even the 
compression and conversion of the initial dataset – and thus 
allows a significant optimization and savings in hardware 
resources of the information system (a classification system) 
which is under construction [3]. 

Therefore, the possibility of representing the recognition 
function (classification rules) in the form of a model of a 
certain classification tree has great advantages compared to 
other representations of classification schemes; and the 

method for generating algorithmic classification trees, 
proposed later in this study, according to the TS, complements 
the methodology of the decision tree approach (branched 
feature selection methods) and allows building simple and 
effective classification systems for discrete objects [4-8]. This 
paper focuses precisely on the description and peculiarities of 
the method for constructing an algorithmic classification tree 
model for the initial training set. 

II. PROBLEM STATEMENT 
Suppose that initially there is some training dataset in the 

standard form of a sequence of training pairs: , ( ) , … , , ( ) .                  (1) 

It should be noted that here ∈  ( 	  some set of initial 
signals) and, respectively, ( ) ∈ {0,1,2, … , − 1 , ( =1,2, … , ),  and 	 	  the total number of training pairs 
(objects of the known classification) of the initial training 
dataset in the problem. 

Accordingly, ( ) = , (0 ≤ ≤ − 1) means that the 
object  ∈ , ⊂ . And here 	  some finitely 
significant function (a recognition function – RF) defining the 
initial R partitioning of 	 	which consists of subsets 
(images, classes) , , , …  (of the specified TS). 

Therefore, it can be stated that the initial training dataset is 
a collection (more precisely a sequence) of some sets (objects 
of the known classification), each set being a collection of 
values of some features and the value of some function (RF) 
that this set possesses. In other words, it can be pointed out 
that a collection of the values of features  is a certain image (a 
discrete object), and the function value refers this image to the 
respective pattern [9,10]. 

Therefore, in view of the mentioned above, at this stage of 
the study the task is to construct the L structure of some 
classification tree (LCT / ACT) whose structural parameters  
would be optimal ( ( , ), ( )) →  in relation to the 
initial training dataset. 

It is admitted that the main idea of the method of stepwise 
selection of elementary features (or a set of algorithms) is to 
maximize the value quality of the feature (algorithm)	 ( ) 
[11]. The latter means that in the logical tree algorithms for 
the training set of type (1) there must be found such a 
generalized feature f, for which ( ) value is as large as 
possible [12]. 
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III. ALGORITHMIC CLASSIFICATION TREE 
Suppose, in the beginning there is a training dataset of 

general type (1) – in the form of a sequence of training pairs , ( ) , with the power ,  as the dimensional feature 
space and a fixed set of classification algorithms of different 
types ( , , … , ). It should be stressed that the operating 
of the constructed classification models is checked by means 
of the training dataset with the cardinality   (whose class is 
also known).  

It is noted that here the initial training dataset determine 
some R partitioning into classes  ( , , … , ), and the 
corresponding algorithms  may be unrelated in terms of a 
single recognition concept, but implement different 
classification methods and approaches (for example, these can 
be ordinary geometric algorithms whose operating principle is 
to approximate the training set with the help of the 
corresponding geometric objects, algorithms for calculating 
estimates, potential functions, etc.) [13-15]. 

Admittedly, the result of the operating of each of the fixed 
(selected from the library of algorithms of some information 
system) autonomous classification and recognition algorithms 

, within the corresponding step of generating an algorithmic 
classification tree, is one or more generalized features  
(certain classification rules) which approximate the 
determined part of the initial training samples [2,4,8]. Thus, 
for the case of known geometric recognition algorithms 
geometric objects  covering the TS in feature space of the  
dimensional problem are the respective subsequent 
generalized features (for short, GFs). 

It is clear that in real examples, there may be cases when 
the corresponding classification algorithm  cannot construct 
the generalized feature  due to the complex arrangement of 
the classes  in the feature space of the problem, or certain 
conceptual and implementation restrictions of the 
classification algorithm itself. Indeed, by analogy with a 
logical classification tree, there may be a case when the 
generalized features  constructed by the classification 
algorithm  do not fully approximate the initial training set, 
or such a situation is provided by the scheme of the algorithm 
of generating an algorithmic classification tree (for example, 
the presence of an initial restriction in the tree algorithm 
scheme – that is about generating no more than one GF  at 
each stage of constructing an algorithmic classification tree 
model).  

It should be admitted that the objects of the initial TS 
which do not fall under the constructed scheme of sampling 
approximation by the sequence of the generalized 
feature refer to failures (errors) of classification of the first 
type –  and similarly for the TS incorrectly classified 
discrete objects are also referred to errors of the first type – 

. 

Therefore, in view of all the above, it can be assumed that 
the structure of an algorithmic classification tree (type I) will 
have a general construction of the form – (Fig. 1), where each 
tier of such a logical tree determines the stage of constructing 
an algorithmic classification tree in the form of approximation 
with the help of the current  classification algorithm  of a 
certain part of the training set and owing to this approach it 
allows adjusting the final complexity (accuracy) of the 
obtained tree classification model. 

 
Fig. 1. The general scheme of the algorithmic classification tree structure. 

It should be noted that within each step of generating the 
algorithmic classification tree model – (Fig. 1) its 
classification algorithm  as well as its respective TS (or the 
subset of the initial TS) is presented with the initial TS in its 
entirety being provided only in the first step; further with the 
subsequent stages of constructing the classification tree the 
power of the TS data  will fall due to the set of the constructed 
GFs   that will cut (cover) some part of the initial TS. It is 
also important to note that, depending on the structure of the 
constructing scheme of the algorithmic classification tree and 
the specificities of the current algorithm , it is possible to 
generate more than one GF  within each step. 

At the next stage, for the method of algorithmic 
classification trees, there are introduced two basic criteria for 
constructing a classification tree model – the criterion for 
stopping the branching procedure  (it actually regulates 
the complexity and accuracy of the obtained ACL model) and 
the selection criteria for branching 	 ( )  (choosing a 
classification algorithm within the current step) for the 
classification tree which is being constructed. 

Thuswise, based on the above, it is feasible to introduce 
the stopping criterion	   of the branching process of the 
type (boolean) of the construction procedure of the 
algorithmic classification tree, which consists in checking the 
power  ( ) of the training set as follows: = {0, 	 ( ) = 0	1, 	 ( ) > 0			.   (2) 

It is worth noting that the procedure for constructing a 
classification tree continues until = 1, and the opposite 
situation – when = 0 signals the completion of the step 
of synthesyzing the algorithmic classification tree model and 
the need to go to the stage of test verification of the 
constructed classification rule using the TS and evaluation of 
the quality of the obtained classification tree model. 

It should be emphasized that in the algorithmic 
classification tree method, the fundamental question is related 
to choosing a branching criterion (choosing the current 
classification algorithm ) in the structure of the 
classification tree model under construction. 

 It is clear that by analogy with the method of 
approximating the TS by means of a set of ranked elementary 
features as a branching criterion there can be suggested the 
initial estimate of the efficiency of the set of 
algorithms	( , , … , )  which is as follows: 
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( ) = ( )∗∑ ( УЗ УЗ УЗУЗ).             (3) 

Admittedly, in the proposed functionality (3) the entered 
values are interpreted in the following way: 

1) k is the total number of classes of the current problem 
on the basis of partitioning R of the initial TS. 

2) TT  characterizes the total time (hardware time) spent to 
build the current GF ; 

3) ET is the information capacity (structural complexity) of 
the built GF  within the current step of generating the 
algorithmic classification tree model; 

4) ST represents the total number of discrete objects   of 
the TS that are generalized (described) by the indicated GF	 .   

5) ( )  is the power (volume) of the initial TS (or its 
fixed part) within the current step of the algorithm for 
constructing an ACT). 

It should be underscored that in formula (3) summation 
occurs in view of all classes that are specified by the data of 
the initial TS (although there may be summation restrictions 
which are caused by the structure (parameters) of the 
algorithm of constructing a classification tree). 

Taking into account the above mentioned, one of the 
possible algorithmic schemes of constructing the algorithmic 
classification tree (an ACT of type I) can be suggested. 

The scheme of constructing an algorithmic 
classification tree (type І). 

Stage 1. At the first stage of constructing the algorithmic 
classification tree a set of autonomous classification and 
recognition algorithms ( , , … , )   is recorded in the 
library of algorithms of the information system (selected 
interactively, randomly or after the procedure of appropriate 
evaluation of quality (efficiency)  according to the initial TS). 
It must be noted that both the classification algorithms 
themselves and their number (the value ) are selected 
depending on the conditions and aspects of the application 
task.  

Stage 2. At the second stage of constructing the 
algorithmic classification tree, a set of classification 
algorithms ( , , … , )  is estimated and ranked on the 
basis of the functional (3) in view of the TS data in the set 
according to their efficiency. It should be pointed out that here 
by analogy with the logical classification tree there are two 
options available – depending on the algorithmic scheme of 
constructing a classification tree: 

One option is when the evaluating of the efficiency and 
ranking of the set of classification algorithms ( , , … , ) 
are carried only once at this stage, and then within each step 
of constructing an algorithmic classification tree, the 
following algorithm   of the initial sequence is fixed to 
approximate the data. This approach significantly saves the 
hardware resources of the information system, but adversely 
affects the complexity of the resulting classification tree 
model. 

Another option is when the evaluating of the efficiency 
and ranking of a set of classification 
algorithms	( , , … , ) is carried out within each step of 
constructing the algorithmic classification tree in accordance 

with the respective data of the subsets (parts) of the initial TS 
in order to evaluate and identify the best quality (most 
efficient) classification algorithm for that part of the TS (the 
step of generating an ACT). This approach allows, with fewer 
steps, the completion of the TS approximation and obtaining 
a more cost-effective construction of the algorithmic 
classification tree in comparison with option (a), however, 
requires significantly more hardware resources of the 
information system for the second stage of the scheme of 
constructing the algorithmic classification tree and requires 
considerable attention and introducing a set of constraints 
related to the initial selecting of the set of classification 
algorithms ( , , … , ). 

Stage 3. At the third stage of the construction scheme of 
the algorithmic classification tree, there is recorded the initial 
top of the algorithmic classification tree, that is the 
classification algorithm  of the highest efficiency among the 
selected set ( , , … , ), and the initial TS is presented in 
the form of a sequence of training pairs on the input. The	  
algorithm provides the generation of one or more GFs  of the 
first tier (the number of GFs generated within each step are 
determined by the parameters of the very algorithm of 
constructing an ACT), which approximate (classify) a certain 
part of the TS. 

Stage 4. At the fourth stage, the next, in terms of 
efficiency, classification algorithm  of the ranked sequence ( , , … , ) is selected as the vertex of the second tier, and 
the procedure of constructing the GF of the third stage is 
repeated with the only difference that on the the input the TS 
is already restricted, id est, without training pairs, which are 
approximated by the GF of the vertex of the first tier and so 
on. 

Therefore, the procedure of constructing an ACT comes 
down to the repetition of this stage for the following, in view 
of efficiency, algorithm  of the sequence ( , , … , ),  
to the constant cutting of the TS parts and checking of the 
branch stop criterion (the empty TS) which in fact signals the 
completion procedure of constructing an ACT model, and on 
the output, to the obtaining of the  algorithmic tree of 
classification as well as the tree of GFs . 

It must be underlined that there are other possible 
implementation options of schemes for constructing an ACT 
of the first type, which differ from the proposed scheme by 
variations in the number of GFs that are built within each step, 
criteria and sequence of stages for assessing the quality of 
classification algorithms, the possibility of using a limited 
number of algorithms (even one), the possibility to provide an 
approximation of each of the TS classes with a set of its 
selected algorithms, with the possibility of varying the 
criterion for stopping branching in an ACT. 

Finally, it is necessary to emphasize that the fundamental 
peculiarity of such a scheme of constructing an algorithmic 
classification tree is the possibility to adjust the accuracy 
(efficiency) of the classification tree model, which is being 
built during the basic procedure of constructing  an ACT. 
Moreover, it is crucially important to be able to construct an 
ACT model with the predetermined accuracy with respect to 
the TS data. Such an opportunity is achieved by limiting the 
number of steps in the procedure of generating an ACT, by the 
system of limitations on information capacity, the number and 
the parameters of generalizing (of the TS area which is 
approximated) a set of the generalized features that are 
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constructed at the respective stages of constructing the 
resultant classification tree [16-21]. 

IV. EXPERIMENTAL PART 
It must be stressed that the proposed scheme for 

constructing an ACT allows regulating the complexity of a 
tree model under construction, building models with the 
predetermined accuracy, yet the structure of the classification 
tree consists of different-type autonomous classification 
algorithms as building modules (components). Moreover, the 
task of selecting a classification tree model among a set of 
constructed algorithmic classification trees for a specific 
problem is determined by a set of parameters that are of 
decisive importance with respect to the current application 
task (of the TS). 

It is apparent that in order to compare and select a 
particular algorithmic classification tree model from among a 
fixed set, it is necessary to point to their most important 
parameters (the dimension of feature space, the number of 
vertices, transitions, algorithms, etc.) and to identify their error 
with respect to input array. 

It is essential at this stage of the research to consider the 
quality criteria of the obtained information models, which 
depend on the error of the model, the power of the initial array 
of TS, the volume of the test set (the number of training pairs 
and the feature space dimension of the problem), the number 
of parameters of the model, etcetera [22,23]. 

It is evident that critically important parameters of the 
constructed algorithmic classification tree model that need to 
be minimized are the model errors, correspondingly, in the TS 
and test set data, and in each of the classes determined by the 
initial specification of the current problem. 

It should be noted that the key issue which remains is the 
one related to reducing the complexity of an algorithmic 
classification tree structure (meaning the number of features, 
algorithms in the structure of an ACT, the total number of 
vertices of an algorithmic classification tree model and the 
total number of transitions in the structure of an ACT), the 
parameters of the total usage of memory  and processing time 
of the information system. So an important indicator of the 
quality of the constructed model in the form of a classification 
tree, taking into account the parameters of the structure of a 
LCT model, is the overall integral quality indicator presented 
in the following way: 

                    = ⋅∑ ⋅ .                    (4) 

Admittedly, in formula (4) the set of parameters  
represents the most important characteristics of the 
constructed classification tree, which is estimated: 

 is the total number of errors of an algorithmic 
classification tree model within the initial test and training 
datasets;   

 is the total capacity (volume) of training and test 
datasets; 

 characterizes the number of vertices of the obtained 
LCT/ACT model with the resulting values 	(a recognition 
function, that is, the leaves of the classification tree); 

 represents the total number of all types of vertices in 
the structure of a LCT/ACT model;  

 is the total number of generalized features used in the 
classification tree model; 

 is the general number of transitions between the 
vertices in the structure of the constructed classification tree 
model; 

 is the total number of different autonomous 
classification algorithms which are used in the classification 
tree model;  

It must be pointed out that this integral indicator of the 
quality of an algorithmic classification tree model will range 
from zero to one. The lower it is, the worse the quality of the 
constrctued classification tree is and the higher the index, the 
better the obtained model is [24-29]. 

Let us further consider the following example of 
constructing an algorithmic classification tree model with the 
corresponding initial parameters: 

The fixed set of different-type classification and 
recognition algorithms ( , , … , ), ( = 5). 

The initial training dataset contains information about 
partitioning R into non-intersecting classes ( , , … , ), ( = 4).  

The power of the initial training dataset of the form (1) is 
2000 training pairs (the objects of the known classification), ( = 2000). 

Each of discrete objects of the training dataset  is 
characterized by a set of features, attributes – ( , , … , ), ( = 20). 

To check the obtained algorithmic classification tree 
model there is given the test dataset with the capacity elements 
500, ( = 500). 

The initial training dataset, introduced in this example, 
contains the data of the component chemical analysis of the 
content of diesel (carbohydrate) fuel (the task of assessing the 
quality of fuel) in the simplified version (the number of classes 
of the training dataset of the problem is reduced to four, the 
dimension of feature space ranges from 38 to 20, and the 
number of classification algorithms is also limited at the initial 
stage by selecting only geometric classifiers) in order to 
demonstrate the very concept of an algorithmic tree. 

It must be also said that in this case, the test set is actually 
a separate part of the training dataset with objects of the 
known classification, i. e., the evaluation of the efficiency of 
the constructed system can also be based on the test dataset, 
excluding the procedure of approximation of data by means of 
a set of generalized features (geometric algorithms) and 
calculation of the integral quality index of the constructed 
algorithmic classification tree model. 

At the first stage of the procedure of constructing a 
classification tree, we will evaluate the effectiveness of each 
of the selected classification algorithms, on the basis of which 
a general classification scheme (an algorithmic classification 
tree model) will be constructed with regard to the initial 
training dataset (by the number of generalized features 
generated by the current algorithm and classification failures). 
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The cells in Table I show the efffeciency of each of the 
classification algorithms selected for the current task with 
regard to the classes of the initial training dataset, the first 
number being responsible for the number of objects that were 
denied in terms of classification by the corresponding 
algorithm (errors, classification failures), and the second –for 
the number of generalized features (for this type of algorithm 
– geometric objects) which approximate the corresponding 
class of the initial dataset. Depending on the initial selection 
of the algorithm as the vertex of a classification tree (an 
algorithmic classification tree model), the procedure of 
constructing the resulting classification scheme may end with 
a different number of steps. 

TABLE I.  TABLE I. THE EVALUATION OF EFFICIENCY OF 
FIXED ALGORITHMS FOR CLASSIFICATION OF DISCRETE 

OBJECTS WITH REGARD TO THE INITIAL TRAINING DATASET  

(Class 
number

/ 
Algorith
m type) 

Algorith
m 	 Algorit

hm 	 Algorith
m  	 Algorit

hm 	 Algorith
m 

Class 
 

0/32 0/12 0/11 0/9 18/10 

Class 
 

0/16 12/17 1/16 14/6 12/8 

Class 
 

0/8 0/10 0/17 0/12 0/10 

Class 
 

0/11 15/3 9/16 16/6 14/11 

  
Table 1 illustrates that the efficiency of all algorithms, 

with the exception of algorithm  (a geometric algorithm of 
hyperplanes) regarding class  is 100%, that is why for its 
approximation an arbitrary algorithm can be applied 
(certainly, except ). At all subsequent stages of constructing 
the recognition scheme (tiers of an algorithmic classification 
tree structure), it is advantageous to fix again the algorithm  
(a geometric algorithm of hyperspheres), which proved to be 
the most efficient and economical in relation to all other 
classes of the initial dataset; its peculiarity is a high degree of 
universality in terms of the possibility of constructing a 
generalized feature even in those cases when other geometric 
algorithms cannot do this and represent a high  percentage of 
classification failures (errors) of classification for the objects 
of the initial dataset (a case of complicated, confusing 
arrangement of classes in feature space of the problem). 

An important point is also the fact that each of the 
generalized features generated by the classification algorithm 	represents a set of coordinates of the center of hypersphere 
(in feature space of the problem) and its radius requires the 
minimum amount of memory of the information system for its 
storage and simple mechanisms for working with a set of such 
GFs. One of the possible constructed algorithmic 
classification tree schemes is presented in (Fig. 2). 

It should be noted that a classification tree model (Fig. 2) 
was constructed with the help of algorithms whose efficiency 
was estimated with respect to the number of GFs  (which 
approximate the initial training dataset), and only three 
classification algorithms were sufficient for the complete 
approximation of the training dataset of this problem. So for 
the approximation of class  (from the first step to the third 
step) two algorithms were applied – initially algorithm  (a 
geometric algorithm of hyperplanes) built a generalized 
feature  which only partially described it. At the second 

stage, the algorithm   (a geometric algorithm of hyper-
parallelepipeds) is applied – features  and , which 
ultimately completed the recognition (approximation) of the 
class . 

 

 
Fig. 2. An example of a constructed algorithmic classification tree model. 

At the next stages of constructing an ACT model, the 
classification algorithm  (a hyperspheres algorithm) 
(features 	 , , , ) and the algorithm  (the 
generalized feature ) are applied again.  

Attention should be paid here to the fact that, for 
constructing this classification scheme (Fig. 2), there were 
applied three different recognition algorithms (out of five 
selected initially), which do not affect each other’s work 
directly, and it means that in their place there could have been 
completely different in principle and ideology classification 
algorithms from which one can construct a recognition 
scheme (an ACT model) of arbitrary complexity and 
efficiency. Only the efficiency of each of them within a fixed 
dataset and the information capacity of the generalized 
features generated by them are important [30-34]. 

It must be emphasized that the algorithmic tree method 
manipulates only the ready-made (constructed) generalized 
features, and it may be of no importance for this method in 
what way or with the help of what algorithm (rule, method) 
they were obtained. Moreover, an ACT scheme (Fig. 2) shows 
a step-by-step scheme of generating not single but entire sets 
of GFs , , , where j is the number of the GF for the 
corresponding approximation class (the number of the stage 
of generating an ACT regarding the class), and  is the step 
number of the procedure of constructing a tree (of the class 
which is approximated).  

It is obvious that this recognition scheme (an algorithmic 
classification) constructed on the basis of the logical tree 
method (a logical classification tree), and can be represented 
as a certain algorithm scheme (operator) constructed with the 
help of some algorithm of minimization or maximization of 
the corresponding functional, on the basis of which there are 
estimated the importance of a feature, group of features or the 
efficiency of an autonomous classification algorithm which is 
definitely related to classification errors (goes along with 
methods of logical classification trees). 

It should be stressed that the method of an algorithmic tree, 
based on the input data (a training dataset) and an assorted set 
of algorithms for forming GFs stored in its library, constructs 
(generates) the optimal, in view of memory consumption 
(complexity) and recognition efficiency (system), a certain 
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scheme (a classification tree). By the scheme in this case we 
understand a set of numerical parameters for the set of GFs , , , which  approximate the array of the initial data in 
the best possible way. Thus, in our case, the arguments of the 
constructed recognition scheme are features of classes 
(hyperspheres, hyper-parallelepipeds, and others) or interclass 
features (hyperplanes). The parameters of these features and 
the overall structure of an algorithmic classification tree (a 
classification scheme) are stored in the memory of the 
computer (the information system). 

Further in this research, we evaluate and compare the 
constructed models of classification trees (LCTs and ACTs) 
for the classification problem presented above. Thus, a 
fragment of the main results of the above experiments (of the 
comparative tests of the methods for constructing LCTs 
models using the dataset of this application problem), 
presented in (Table. II), and the synthesized models of 
different-type classification trees provided the necessary level 
of accuracy specified by the problem, speed and the working 
storage consumption of the information system, but showed a 
different structural complexity of constructing classification 
trees (models) and a set of generalized features (in the case of 
an ACT model). 

TABLE II.  THE COMPARATIVE TABLE OF MODELS / 
METHODS OF CLASSIFICATION TREES. №	 Method of synthesis 

of a logical tree 
structure 

Integral 
indicator of the 
quality of the 
model  

Total number 
of errors of 

the model on 
the TS and 

testing dataset 
 

1 The Full LCT 
method on the basis 

of elementary 
features selection 

 
0,004789 

 

               
2 

2 The LCT model with 
one-time evaluation 

of feature importance  

 
0,002263 

 

               
3 

3 The limited method 
of constructing the 

LCT 

 
0,003181 

 

 
2 

4 The algorithmic tree 
method (type І)  

 
0,005234 

 

 
0 

5 The algorithmic tree 
method (type IІ) 

 
0,002941 

 

 
0 

V. CONCLUSIONS 
The practical value of the obtained results lies in the fact 

that the proposed method of constructing ACT models makes 
it possible to build economical and efficient classification 
models of the specified accuracy (this method was 
implemented in the library of algorithms of the system 
“ORION III” for solving various applied classification 
problems) which are characterized by a high degree of 
universality regarding a wide range of applications. It should 
also be noted that the practical application has confirmed the 
functionality of the constructed models of classification trees 
and the developed software. As part of the follow-up research 
activities, there can be mentioned the further development of 
ACT methods (the introduction of new types of classification 
trees), optimization of software implementations of the 
proposed ACT method, as well as its practical testing on many 
real classification and recognition problems. 

Therefore, in view of all the above said, the following 
points can be made. 

The use of the ACT concept in constructing models of 
classification trees allows achieving good results in terms of 
expanding the range of application problems (universality 
requirement), the possibility to build classification models, 
whose accuracy can be adjusted in the process of construction 
(or to build systems with the predetermined accuracy), the 
possibility of rational use of the already accumulated potential 
of recognition methods and algorithms. 

The ACT concept allows constructing models of 
classification trees of different types (they are not limited to 
the proposed, in the specified, first type of ACT graph 
schemes), yet all of them are based on the simple idea of 
approximating the initial training dataset using a set of 
autonomous classification algorithms and the representation 
of the obtained model in the form of some tree-like scheme. 

An important point is that the ACT model which was 
obtained using different classification algorithms and  
methods, in turn, represents a new recognition algorithm, id 
est, the ACT concept is the method of synthesizing new 
classification algorithms of the specified accuracy with regard 
to the training dataset based on the set of already known ones.  
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Abstract – A fuzzy neural network method for constructing 
an adaptive module of a distance knowledge transfer system 
has been suggested. Experimental modeling with the use of 
fuzzy ANFIS neural network in MATLAB program based on 
a hybrid algorithm, which allowed to make it easier to train 
the network and improve the quality of distance education. 

Keywords – neuro-fuzzy network; educational system; 
adaptive module; fuzzy rules; learning procedure; Anfis 
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I.  INTRODUCTION  
Presently for creation of the adaptive educational 

systems that engage in the construction of individual 
educational trajectories, the wide spectrum of methods, 
models and tools is used. It is such technologies as 
probability theory and mathematical statistics, theory of the 
graphs, theory of fuzzy sets and fuzzy logic, theory of 
making decision and analysis of operations, combinatorics 
topology and theory of fractals and many other. However, 
for most systems created on the basis of the adopted 
technologies, characteristic is an insufficient level of 
adaptivity of serve of educational content and taking into 
account of individual characteristics of every student. 

At the same time, technologies that allow to solve a 
wide range of research results through the use of hybrid 
systems are becoming more and more widespread in 
intellectual training systems, since they allow the use of 
traditional tools and methods of artificial intelligence on the 
one hand, and the use of new models on the other hand and 
instrumental tools based on the integration of already 
known techniques. 

Such technologies are based on the theoretical 
directions of informatics which are rapidly developing such 
as distributed computing, theory of intellectual and multi 
agent systems, neural network and evolutionary algorithms, 
methods of effective information retrieval intellectual data 
analyses. 

II. ANALYSIS OF RECENT RESEARCH AND PUBLICATIONS 

As shows the analysis of recent publications, many 
intelligent systems built on the hybrid approach are known 
today, and neuro-fuzzy systems are becoming more widely 

used to solve structural synthesis problems. Such systems 
differ in architecture, as well as in algorithms and models, 
but they are characterized by the following key properties: 

- the ability to automatically generate a set of output 
rules; 

- the application of different training algorithms; 
- the ability of online training in the process of 

receiving data; 
- the possibility of structure change; 
- the preserving the knowledge embedded in the 

system of knowledge in the process of parametric 
optimization or learning of new rules [1]. 

In particular, hybrid neural-fuzzy systems and wavelet-
neuro-fuzzy systems, such as Wang-Mendel architectures, 
are increasingly being used to solve a wide range of 
problems [2], adaptive neuro-phases of the Takagi-Sugeno-
Kang system [3] are increasingly used to solve a wide range 
of problems of wavelet-neuro-phase networks [4], adaptive 
wavelet-neuro-phase systems with W -neurons [5]. 

Hybrid systems allow to combine formalized and non-
formalized knowledge more efficiently, resulting in higher 
accuracy of calculations, without losing the ability to their 
function in real time. Therefore, the task of researching of 
such systems for construction of individual trajectories of 
education systems is actual. 

In particular, in the intellectual educational systems, 
application of hybrid methods allows more qualitatively to 
execute working of parameters of student model, that 
represent the basic level of education, material assimilation 
rate, time spent studying the course, etc. Due to it in the 
educational system the automatic construction of flexible 
student trajectories will be realized with the corresponding 
filling of educational material. 

Therefore, the task of researching of hybrid systems for 
construction of individual trajectories of education systems 
is actual. 

III. FORMULATING THE GOALS OF THE ARTICLE 
The purpose of this study is to use the apparatus of 

neuro-fuzzy sets (NFS) to build an adaptive module in an 
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automated learning system. Since the possible learning 
trajectories in the work are researched and known, and their 
number is fixed, from a mathematical point of view, the 
processing of learning outcomes is a classification problem. 
Therefore, to solve this problem, a hybrid system ANFIS is 
proposed.  

The fact is that neural networks are usually trained as a 
rule on the basis of the use of universal algorithms, but they 
have limitations on the number of input variables. When 
fuzzy output systems are used, time-consuming processes 
of formalization of concepts, construction of membership 
functions and formation of rules of output are used, so the 
process of work of the training network is difficult to 
understand. The application of the NFS allows you to train 
the system based on the use of a neural network, and to 
adjust the accessory functions using a fuzzy output system. 

The implementation of the proposed technology on the 
basis of a hybrid architecture in an adaptive learning system 
makes it possible to solve the following problems: 

- to analyze the current state of student's success with 
the use of fuzzy inference system; 

- to predict possible variants of a student's educational 
trajectory by using of neuron network; 

- to design a new structural and functional solution of 
the student's educational behavior by using a hybrid 
algorithm for processing the rules of a fuzzy base of rules 
and  parameters of membership functions. 

IV. PRESENTING THE MAIN MATERIAL 
The fuzzy model of the adaptive module proposed in 

the paper is represented by a system of fuzzy logical 
inference, which allows to control the student's educational 
trajectories, according to his current level of mastering new 
knowledge. 

The basis for the construction of such a model is the 
analysis of 5 parameters iP  ( 1P  – the total level of 
assimilation of educational material; 2P  – the depth of 
knowledge; 3P  – the degree of assimilation of the material; 

4P  – the quality of assimilation of the material; 5P  – the 
time spent on training), the numerical values of which we 
get from the student module [6]. Each of the parameters of 
the student model iP  takes values from the set { }, ,L M H  
defined in the interval [0..1] ( L → ”low level” – [0..0,4), 
M → ”medium level” – [0,4..0,8) and H → ”high level” – 
[0,8..1] respectively). 

Each fuzzy rule is described by a linguistic variable jR , 
the term-set of which is a set of ( )jRϕ , values, which 
reflects the probabilities of deciding whether to choose a 
training mode of overtraining 1R , beforeretraining 2R  or 
training 3R  [6]. 

Such a model should be presented in the form of a 
terminal quantum of the second level [7], which simplifies 
its further processing with the help of formulas of 
mathematical logic: 

(1) 
 

 

 

Each row of matrix (1) represents a relationship 
between the possible values of the iP  parameters and the 
implication values jR  corresponding to them. For example, 
entry: 

1 2 3 4 5 1: : : : : ( )( ) 0.6P L P M P L P L P M Rϕ → =  (2) 

means that with the values of parameters 1P L=  and 

2P M=  and 3P L=  and 4P L=  and 5P M= , the 
probability of choosing a overtraining mode is 1( ) 0.6Rϕ =
. 

For modeling, the proposed approach uses the 
Adaptive-Network-Based Fuzzy Inference System (ANFIS) 
structure [8], implemented in the MATLAB Fuzzy Logic 
Toolbox extension package, which allows to combine 
neural network approach (learning abilities) with 
mathematical apparatus of fuzzy logic. 

The advantage of using the ANFIS editor is the ability 
to automatically synthesize neural networks with 
experimental data. In addition, ANFIS has, in comparison 
to other methods, high learning speeds and simplicity of 
algorithms used for modeling. 

The use of this structure in adaptive systems makes it 
possible to build a model of automatic formation of 
educational mode for an individual student, depending on 
the current parameters of his success. In this case, the 
membership functions are tuned (trained) to minimize the 
variance between fuzzy modeling results and expert data. 

In the built neuro-fuzzy model, the ANFIS network 
consists of the following five consecutive layers: 

the first layer determines the fuzzy terms of the input 
parameters, that is, it converts the input signal to an input 
signal into a fuzzy variable using accessory functions 
(phasing operation). At its input comes a 5-dimensional 
vector 1 2 3 4 5( , , , , )iP P P P P P , which reflects the current level of 
acquired knowledge. 

Therefore, the first layer contains 5 inputs of layers and 
5n (n=3 – number of terms , ,L M H ) of the membership 
functions ijϕ , 1, 2,3, 4,5i = , 1,...,3j = , and performs the 
phasing of the input data – Fig. 1. 

At the output of the first layer we get the value of the 
function of accessory at specific values of the inputs iP . 
Thus, if a iP  vector is given at the input to the network, 
then the elements of the first layer carry out its phasing, 
calculating the levels of accessories 0 1ijϕ< ≤ . 
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Fig. 1. General structure of the ANFIS network 

In the second layer are neurons that characterize the 
truth values of the input variables ( )iPμ  at specific values 
of the inputs iP . Each vertex of this layer is adaptive, that 
is, the truth parameters of the input variables ( )iPμ  can be 
changed during the learning process of the network. 

Each node of the second layer is connected to those 
nodes of the first, which form the truth indicators of the 
corresponding rule. The rules implement a fuzzy logical 
operation "AND". The outputs of the neurons of this layer 
are the degrees of veracity of the links of each rule of the 
system, calculated by the formulas: 

1 11 1 21 2 31 3 41 4 51 5( ) min{ ( ), ( ), ( ), ( ), ( )}R P P P P Pϕ μ μ μ μ μ=

2 12 1 22 2 32 3 42 4 52 5( ) min{ ( ), ( ), ( ), ( ), ( )}R P P P P Pϕ μ μ μ μ μ=

3 13 1 23 2 33 3 43 4 53 5( ) min{ ( ), ( ), ( ), ( ), ( )}R P P P P Pϕ μ μ μ μ μ= .
 

The third layer normalizes the degree of implementation 
of the rules of the second layer. In other words, the output 
of a neuron in this layer calculates the relative degree 
(weight) of the execution of a fuzzy rule by the formula: 

( )
( )

( )

j
j k

j
j

R
R

R

ϕ
ϕ

ϕ

−
=


 

  

Adaptive nodes of the fourth layer calculate the 
contribution of each fuzzy rule to the output of the network 
by the formula: 

( ) ; 1,...,5; 1,...,3ij j ie R i jϕ ϕ
−

= ⋅ = = , 

where ije  is the contribution of each fuzzy rule to the 

network output; ( )jRϕ
−

 is the relative degree of 
implementation of the j  fuzzy rule; iϕ  is a clear number 
that determines the output of each i  rule: 

( ), 1,...,
n

i j i
i j

R P i kϕ
=

= = . 

Each unit of the fourth layer is connected to one unit of 
the third layer, as well as all with all the inputs of the 
network. 

Finally, the fifth (source) layer implements a 
defragmentation function, which determines the 
contribution of all the rules. In this layer, the output is 
generated based on fuzzy rules (4th layer):  

ije e=  

where e  is network output; ije  is the total 
contribution of all the fuzzy rules. 

The suggested adaptive function is resembles fuzzy 
inference mechanism that, for each variant of the rule base, 
either builds a trajectory for one of the learning modes or 
issues an inability to continue learning. 

V.  THE RESULTS OF THE RESEARCH 

After comparing the results of the training of the 
constructed network with different algorithms, a hybrid 
algorithm was used, which used a combination of gradient 
descent in the form of an error propagation algorithm with 
error rate 0 and number of cycles 100 and the least squares 
method [9] – Fig. 2.  

Fig. 2. The architecture of the neuro-fuzzy output of the ANFIS editor 

The algorithm of the reverse extension of an error 
adjusts the parameters of antecedents of rules (accessory 
functions). With the method of the smallest squares the 
coefficients of conclusions of rules is estimated because 
they are linearly connected with the output of the network. 
Each iteration of the tuning procedure is performed in two 
steps:  

1) a training sample is presented to the input of the 
network with fixed values of nonlinear parameters 1P , 2P , 

3P , 4P , 5P  the first layer of neurons. 

This signal is propagated over the network in the 
forward direction, and the values of the output signals of 
the intermediate layers and the output signal of the fourth 
layer of the network are calculated sequentially. 

Based on the deviation between the desired and existing 
(real) behavior of the network using the iterative method of 
the smallest squares, the values of the linear parameters je  
of the fourth layer of the network are searched; 
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2) when using the error propagation method, the 
initial response ( )a jRϕ  is compared with the reference 
value ( )e jRϕ : 

2

1

1 ( ( ) ( ))
2

m

e j a j
j

E R Rϕ ϕ
=

= − , 

where m  is the number of rules in the training sample; 
( )e jRϕ  is the desired (reference) value of the 

membership function of the j  rule; 

( )a jRϕ  is calculated by the neural network value of the 
level of activation of the j  rule (the resulting value of the 
membership function). 

The learning process is to change the weighting 
coefficients between the neurons so that the total mean-
square error of the neural network for vector iP  is minimal 
(9). 

At the same time, the coefficients of the conclusions of 
the rules found at the first stage do not change. The iterative 
tuning procedure continues until the deviation exceeds the 
preset error value. 

Consider the work of the proposed model on the basis 
of a demonstration example. As input, we take the values of 
the parameters of the vector iP , which are proposed in 
formula (2): 

1 0.2P =  – corresponds to the low term L  of the total 
level of assimilation of educational material; 

2 0.4P =  – corresponds to the mean term M  of the 
depth of knowledge; 

3 0.25P =  – corresponds to the low term L  of the 
degree of assimilation of the material; 

4 0.35P =  – corresponds to the low term L  of the 
quality of assimilation of the material; 

5 0.52P =  – corresponds to the mean term M  of the 
time spent on training. 

As a result of the experimental studies of different 
groups and students of different levels of knowledge, each 
parameter iP  is analyzed in terms of the influence on the 
likelihood of choosing a training mode and the degree of 
connection with other parameters. 

According to the modeled educational sample modeled 
in this way, a student with parameter values corresponding 
to formula (2) should be sent to the educational mode 1R  
(overtraining) with the possible involvement of additional 
portions of knowledge.  

The appearance of the ANFIS editor with the 
downloaded data is shown in Fig. 3. 

 
Fig. 3. The graphical interface of the ANFIS editor after downloading 
training data 

The learning results of the network and the interface of 
the generated rules window are shown in Fig. 4 and Fig. 5 
respectively: 

 

Fig. 4. Schedule of learning error versus the number of learning cycles 

 

Fig. 5. The interface of the generated rules window in the ANFIS editor  

As the analysis of the error chart shows, the training of 
the network was completed almost after the 20th step. The 
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value of the original variable is 0.577 (error 0.023), which 
is almost the same as the existing (experimental) result. 

In Fig. 6 the surface of fuzzy logic output, which allows 
to trace the dependence of different parameters of the 
student model for the overtraining mode are shown.  

    
Fig. 6. ANFIS network fuzzy output surfaces using hybrid algorithm for 
overtraining mode 

As can be seen from the figure, a uniform and 
monotonous plot of the dependence of the "output surface" 
indicates the good "quality" of the mechanism of output 
and the sufficiency and consistency of the used rules of 
output. 

An analogous method was used to analyze the 
effectiveness of the proposed model for beforeretraining 
and training modes. The deviation errors between the 
experimental data and those calculated in ANFIS did not 
exceed the allowable values. 

Thus, the proposed neuro-fuzzy inference system is an 
effective tool for modeling adaptive trajectories in training 
systems, because it allows to make control effects of the 
system depending on different values of the input 
parameters of the student model. 

And using the hybrid method allows you to divide the 
learning process into two separate stages. This leads to a 
reduction in the number of mathematical operations and, 
accordingly, an increase in the speed of calculations. This 
makes this method much more efficient than, for example, 
the conventional gradient method, whereby all parameters 
of the network are refined in parallel and simultaneously. 

The achieved results give grounds for claiming the 
possibility of practical application of the proposed approach 
of constructing the adaptive module at the stage of tuning 
the input fuzzy parameters of the training system. 

It should be noted that the initial set of rules is rather 
excessive and may contain conflicting rules with the same 
left part and different right part. Therefore, the use of 
optimized simulated rules which can be done both on the 
basis of expert evaluations of the rules and by adapting to 
existing training data has been foreseen in the system. 

In order to reduce the number of rules in the work, the 
theory of partitioning of natural numbers into the whole 
inalienable items, which allows us to construct 21 basic 
rules and group into 6 categories (Table I) [10].  

The table shows which configurations of values of iP  
parameter describe separate group. For example, the third 
group includes rules that characterize the average level of 
acquired units of information, since there is no single 
parameter from the L set, but possible values from the M  
set and the B  set, but maximum only two parameters can 
be from the H  set. 

TABLE I.  GROUP CLASSIFICATION OF STUDENTS BOUND TO THE 
MODE OF STUDY 

№ Group 5L M H+ + =  
Probability of mode selection

1R  2R  3R  
1

1 

5   0   0 0,9 0,05 0,05
2 4   1   0 0,8 0,1 0,1
3 3   2   0 0,6 0,3 0,1
4 2   3   0 0,3 0,6 0,1
5 4 0   1 0,8 0,1 0,1
6

2 

3   1   1 0,6 0,2 0,2
7 2   2  1 0,4 0,4 0,2
8 2   1   2 0,4 0,2 0,4
9 1  4   0 0,1 0,8 0,1
10 1   3   1 0,2 0,6 0,2
11

3 
0   5   0 0,05 0,9 0,05

12 0   4   1 0,1 0,8 0,1
13 0   3   2 0,1 0,6 0,3
14

4 
1   1   3 0,2 0,2 0,6

15 1   2   2 0,2 0,4 0,4
16

5 

0   0   5 0,05 0,05 0,9
17 0   1   4 0,1 0,1 0,8
18 1   0   4 0,1 0,1 0,8
19 0   2   3 0,1 0,3 0,6
20

6a 
3   0   2 0,05 0,05 0,05

21 2   0   3 0,05 0,05 0,05
a. Class of non-existent (anomalous) rules 

 
The 5-category built-in grouping allows to simplify the 

further data processing and making decisions by applying a 
learning trajectory related to the repetition or in-depth 
learning of undrained portions of knowledge to each group. 
This enables the system to manage the most typical student 
transition probabilities across learning modes.  

VI.  CONCLUSIONS 

The proposed information technology for the use of 
neuro-fuzzy networks for the construction of the adaptive 
module is in our opinion effective because it improves the 
quality of training systems due to the high speed of 
calculations and the possibility of on-line training in the 
process of receiving new data. 

Iterative use of the described hybrid algorithm in 
learning network layers provides a high enough chance of 
achieving the required learning precision for a finite 
number of iterations. 

The developed grouping of rules allows to eliminate 
difficulties connected with building of a complete training 
selection and the necessity for using of a large number of 
neurons. 

The built-in matrix of input rules and the obtained 
surfaces of fuzzy output allow, on the basis of information 
about the current level of knowledge of the student, to 
simulate individual trajectories and to realize automatic 
control of learning modes in adaptive systems. 
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Abstract—We consider neural networks with complex 
weights and continuous activation functions. The complex 
generalization of the backpropagation learning algorithm is 
studied in the paper. We introduce new kinds of activation 
functions, namely, the complex modifications of the rational 
sigmoid and the ReLU activation function, the use of which has 
two main benefits. The first is that the application of these 
functions allows to avoid the splitting of transfer functions. The 
second is that they are fast to compute. In order to improve the 
performance and to increase the training speed we use the 
complex version of the modern optimizers instead of the 
classical techniques based on the application of gradient descent. 
The design of a complex-weighted neural networks for 
multiclass classification is also treated. The simulation results 
confirm the assumption that the combination of complex version 
of ReLU-like activation functions and Adam optimizer can 
considerably speed up the training of complex-valued neural 
networks. 

Keywords—complex-valued neuron, complex-valued neural 
network, learning, backpropagation 

I. INTRODUCTION 
In the last two decades, there have been important 

advances in the area of the design of artificial intelligence 
systems [1, 2]. One of the most promising approach in the field 
is based on the application of neural-like models, structures, 
and methods [3]. Neural networks are the effective tools for 
solving the problems of function approximation [4], pre-
diction of the behavior of dynamic systems [5, 6], classifi-
cation [7, 8], pattern recognition [8], Data Mining [9], optimal 
control, and so on. 

At present, many different architectures of real-weighted 
artificial neural networks have been developed in data science 
and machine learning [10, 11]. But the numerous limitations 
of the real-weighted neural networks [12] renew the interest 
in the study of generalized concepts and models of neural units 
and networks. One of the possible step in this direction is to 
extent the area of the application of neural computing to the 
systems with complex-valued data. 

The complex-valued neural devices deal with information 
in complex domain using both complex data, as well as 
complex parameters. The notion of a complex neuron was 
introduced by N. Aizenberg [12, 13]. The different kinds of 
discrete complex activation functions were studied in [14]. 
The complex-valued neural networks with continuous acti-
vation function were introduced in early 90’s in [15], [16]. 

Several authors rediscovered the backpropagation learning 
algorithm for such networks [15‒19]. The reasons for the 
difficulty in finding a nonlinear complex activation function 
in networks design are given in [19]. 

The further progress in research in the area of complex-
valued neural network is stated in [13]. Numerous important 
applications of complex-valued neural-like systems in fields 
such as adaptive designing of patch antennas, neurophysio-
logical analysis, bioinformatics and related image processing, 
associative memory, time-sequential processing, communi-
cations, traffic-dependent optimal control, and complex-
valued signal processing are described in [12, 13, 19, 20]. Des-
pite the significant advances in the field, the questions con-
cerning the application of modern learning techniques such as 
rectifiers [21], spectrum of the function [22], and Adam 
optimizer [23] are still open for complex-valued networks. 

The paper has the following structure. First, we give the 
notion of the complex-valued neuron and consider the 
architecture of feed-forward complex-valued neural networks. 
Next, we describe the complex modification of the back-
propagation learning algorithm and propose two new kinds of 
activation functions for the hidden units and one more 
function, which can be useful for a neural network classifier. 
Then, we consider the use of modern optimizers improving 
the quality of learning. Finally, we give the results of simu-
lation and discuss them. 

II. COMPLEX NEURAL NETWORKS 

A. Complex-valued neural unit 

The complex-valued neural unit (complex neuron) is the 
functional unit with n inputs nzz ,,1   and one output out, 
which is calculated in the following way: 









+= 

=

n

j
jj wzwfout

1
0 , 

where complex numbers nzz ,,1   are input signals, ,0w  

nww ,,1   are complex weight coefficients (similarly to [4] 
the last term 0w  can be seen as the bias of our neuron), 

CC: →f  is a nonlinear complex activation function, which 
has partial derivatives with respect to both the real and imagi-
nary parts of its argument. 
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B. Feed-forward complex neural network 

There many different ways to organize complex neurons 
in a neural network. We confine ourselves to studying only 
multilayer fully connected feed-forward complex-valued 
neural networks (see Fig. 1) satisfying the following condi-
tion: each neuron of the network is connected to every neuron 
in the next layer. The first layer is called the input layer, 
internal layers are called hidden ones, and the last Lth layer is 
the output layer. The proceeding of neural network can be 
described by the following equation: 

kllkj

n

j
kljkljklkl outzwzwfout

l

=









+= +

=


−

1,
1

0 ,
1

, 

where jkljkljkl yixz +=  is the jth input signal of kth neuron in 
the lth layer, 1−ln  is the number of its inputs, i.e. the number 
of neurons in the previous ( )1−l -th layer, jkljkljkl viuw +=  
is the value of the respective weight coefficient of the neuron, 

{ }Ll ,,2∈ , lnk ,,1= . We say that our L-layer network 
has a Lnnn −−− 21  topology. Henceforth, we shall con-
sider only networks with at least one hidden layer, so 3≥L . 

III. LEARNING ALGORITHM 

A. Backpropagation learning rule 

We consider supervised learning consisting of presenting 
input patterns and changing the network parameters to bring 
the actual outputs closer to the desired teaching or target 
values [4]. 

Let the collection of pairs ( ) ( ){ }mm tztz ,,,, 11   be our 

training sample, where m is a sample size, 1Cnr ∈z are 
training patterns, ( ) L

L

nr
n

rr tt C,,1 ∈= t  are training targets, 
( )mr ,,1= . We start with an untrained neural network, 
present patterns rz  to the input layer, pass the signals through 
the network and determine the corresponding output vectors 

( )r
n

rr

L
outout ,,1 =out . Let us consider the notion of the 

training error E on our training sample: 

 ( ) 
= ==

−=−=
m

r

n

k

r
k

r
k

m

r

rr
L

toutE
1 1

2

1

2

2
1

2
1

toutw , (1) 

where the vector w represents all weights in the networks, 
zzz ⋅=  denotes the norm of the complex number z, =z  

( )zz,  is the norm of the complex vector z. Error function 
(1) is the scalar real-valued function of the weights and is mi-
nimized when the network outputs rout  match the desired 
outputs rt  ( )mr ,,1= . During the learning the weights are 
adjusted to reduce the measure of error (1). 

It is evident that ( ) ( )vuw ,EE = , where u is the vector of 
the real parts of all coefficients of our neural network, v is the 
vector of the imaginary parts of all coefficients of the network. 
Assuming that the activation function f is differentiable, we 
can apply the complex modification of the backpropagation 
learning rule based on gradient descent [4]. The weights of the 
network are initialized with random values, and then they are 
changed in a direction that will reduce the network error (1): 
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where ,2,1=p  is the iteration step and the positive factor 

pη  is the learning rate indicating the relative size of the 

change in weights, 0u and 0v  are some initial weight vectors. 

It should be mentioned that we use only real values for the 
learning rate. The question concerning the use of arbitrary 
complex learning rates in the case of a single complex neuron 
was studied in [14]. 
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( ) =zf ( ) ( )yxihyxg ,, + , where iyxz += . Now we can give 
the equations for the components of gradient in (2), (3). 
Because the error is not explicitly dependent upon jklw , we 
must use the chain rule for differentiation: 
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 Let us describe equations for partial derivatives in (4) and 
(5) (we shall omit the index r for the sake of brevity): 
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Fig. 1. Fully connected feed-forward complex neural network 
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Equations (4)‒(7) are suitable for all neurons in the 

network. But the formulas for derivatives 
klg∂

∂E
 and  de-

pend on the index of the layer l. For the output layer we have 
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Therefore, equations (4)‒(8) allow us to compute weight 
corrections for the output layer. 

For the other neurons we cannot use (8), because there is 
no specified desired response for them. The error signal for a 
hidden neuron can be determined recursively in terms of the 
error signals of all the neurons to which this hidden neuron is 
directly connected [4], i.e. during the training an error must be 
propagated from the output layer back to the hidden ones [13]. 

Suppose that for the lth layer ( )2>l  the all necessary in 
(4)‒(7) partials derivatives are already calculated. Let us show 
how we can calculate the weight corrections for the kth neuron 
in the previous ( )1−l -th layer. We can write for the lth layer: 
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 In the last two equations the values of partial derivatives 
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But the partial derivatives of E with respect to the input 
values jklx  and jkly  for the lth layer implicitly coincide with 
the partial derivatives of the error function (1) with respect to 
the real and imaginary parts of the output values of the 
previous layer. Hence, 

 
=−=− ∂

∂=
∂

∂
∂
∂=

∂
∂ ll n

k jkllj

n

k jkllj y

E

h

E

x

E

g

E

11,11,

, . (11) 

 Equation (9)‒(11) must be used instead of (8) for the 
hidden layers. It provides the transition from the calculation 
of the gradient components corresponding to the neurons of 
the current layer to the ones of the previous layer (the method 
of the fast backward gradient computation). 

 The presented learning algorithm based on the corrections 
of weight coefficients according to equations (2)‒(11) is the 
complex modification of the well-known backpropagation 
learning algorithm [4]. 

B. On-line version of learning 

 We have just described the off-line or batch version of the 
network learning with the error function (1). But in the case of 
large training samples it needs the expenses of considerable 
computational resources and may have unacceptable perfor-
mance. It is known that sometimes one can speed up the 
network training significantly by the use of small batches of 
teaching patterns instead of the entire sample [4]. 

 In the case where batch size is 1, we come to the on-line 
learning protocol. A teacher provides input patterns in random 
order and compute the gradient of the error function (1) with 
respect to the only current training pair ( )rr tz , . In this case 
we can simplify equations (4) and (5): 
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C. Choice of the activation function 

Let us pass to the problem of the choice of the activation 
function. Unfortunately, the complex version of the popular 
real-valued logistic sigmoid or hyperbolic tangent are dis-
continuous as the functions of complex variable. Therefore, 
they cannot be applied in learning algorithms for complex-va-
lued networks which use the gradient vector [19]. The tradi-
tional approach to process complex signals by neurons is to 
use ‘split’ complex activation by uncoupled real sigmoidal 
functions for the real and the imaginary components of the 
weighted sum [13, 17]. But it leads to the complex-valued 
network which seems likely to perform as the pair of real-
valued networks. 

In order to obtain the satisfactory performance without the 
use of splitted activation functions we will use the complex 
version of the rational sigmoid 

 ( )
qz

z
zf

+
=

||
, (12) 

where q is a real positive parameter. 

klh∂
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 For the complex rational sigmoid (12) we have 
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It is necessary to notice that the values of the function (12) lay 
in the unit disk centered on the origin. In addition, the complex 
rational sigmoid squashes proportionally the real and imagi-
nary parts of its argument, enhances the “weak” input signals, 
and depresses the “strong” ones. The parameter q in (12) can 
be useful in fitting the shape of function near the origin. 

 It is easy to obtain the following expressions for partial 
derivatives of the function (12) in the case 0≠kls : 
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Equations (13), (14) is not true in the origin, where 

 0,1 =
∂
∂=

∂
∂=

∂
∂=

∂
∂

kl

kl

kl

kl

kl

kl

kl

kl

a

h

b

g

qb

h

a

g . (15) 

Equations (2)‒(15) describe in detail one step of the learning 
in the batch mode. 

 Nowadays, a very simple activation function ( ) =xReLU
{ }x,0max  became popular in the real-valued network lear-

ning, because it provides very good experimental results and 
often overperform the classical sigmoidal functions. Let us 
consider the following generalization of ReLU to the complex 
domain: 
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Both the real and the complex parts of CReLU have no partial 
derivatives in the origin, but can be easily extended. For 
definiteness, extend them to zero. We can then write 
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It should be mentioned that there possible many other 
complex generalizations of ReLU deriving some its features. 

 If the complex-valued neural network is designed to 
perform as multiclass classifier, then we must modify the 
output layer activation function in the appropriate way. It can 
be attained by applying the modified softmax function to the 
weighted sums yielded in the last layer. Let us define the 
network outputs in the following way: 
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where nL is the number of classes. The network error (1) must 
also be changed. For example, we can use the cross entropy 
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D. Modifications of the learning rule 

 It is well-known that the learning algorithm based on the 
gradient descent can be trapped in the plateaus on the error 
surfaces (regions in which the Egrad  is very small). The 
utilization of momentum optimization can increase the rate of 
learning. Let us modify (2), (3) as follows: 

 ( ) ppp-
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pp E wwwwww Δ+=−Δ=Δ −− 111 ,grad pηβ , 

where [ )1,0∈β  is the momentum constant, ( ) =wEgrad  
( ) ( )vu EiE gradgrad + . 

 An Adam optimizer [23] combines the idea of momentum 
optimizer and RMSProp. According to Adam algorithm we 
change rules (2), (3) by the following one: 
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where 0sm == 00 , ( ) ( )1,0,1,0 21 ∈∈ ββ , 0>ε , p
1β  and 

p
2β  denote 1β  and 2β  to the power p, 
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the ⊗  symbol represents the element-wise multiplication, the 
sum ε+ps  denotes the element-wise sum (ε is added to all 

components of the vector ps ), and the vector 
ε+r

p

s

m  is the 

element-wise quotient of the numerator and the denominator. 

IV. SIMULATION 
We used the complex backpropagation algorithm for 

solving the very hard XOR problem in the case of 50 features. 
The multiplicative representation of XOR [24] was conside-
red in { }1,1−  base. The full domain of definition is too large, 
so we used randomly generated samples containing 10,000 
training pairs (8,000 instances for training and 2,000 patterns 
for testing). The validation set was not used. 

We compared the performance of the real-valued and 
complex-valued four-layer networks consisting of neurons 
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with sigmoidal and ReLU-like activation functions. We app-
lied the complexification of real inputs in complex cases, i.e. 
networks had 25 inputs, to which of them corresponded the 
coupled pair of two real features. We used 50-20-10-1 topo-
logy in the real case and 25-20-10-1 topology in the complex 
case. Each network was trained in on-line mode on 100 dif-
ferent learning samples. The number of epochs was equal to 
1000. We did not employ scheduling of the learning rate and 

pη  was set to 0.1. We used hyperbolic tangent as a real sig-
moid, applied (12)‒(15) in the case of complex rational sig-
moid (with 1=q ), and (16), (17) for CReLU. Every sigmoid 
was scaled by a factor 716.1=α  according to [4]. 

TABLE I.  SIMULATION RESULTS 

Activation function 
Average accuracy (in %) 

Training 
set SGD 

Test set 
SGD 

Training 
set Adam 

Test set 
Adam 

Real sigmoid 68.15 53.24 74.03 62.12 

Splitted complex sigmoid 71.92 62.25 82.88 67.03 

Complex rational sigmoid 73.01 62.19 85.35 67.76 

CReLU 74.96 67.05 92.43 81.51 

The parameter 1β  and 2β  in (18) were initialized to 0.9 
and 0.999, respectively [23]. We employed weight initia-
lization techniques from [21]. Table I presents average per-
formance measures in the case of learning using stochastic 
gradient descent (SGD) and Adam optimizers, respectively. 

V. CONCLUSIONS 
Feed-forward complex-valued neural networks give a 

simple and powerful architecture providing an adequate 
approximation of nonlinear mappings. The new activation 
functions and the complex modifications of effective modern 
optimizers improve the quality of learning. Using the results 
of simulation, we can conclude that the combination of 
CReLU activation and Adam optimizer is preferable under 
conditions of our experiment. 

Nevertheless, the new simulation experiments are neces-
sary for tuning better parameters in the learning framework, 
and new theoretical research are needed to establish the con-
vergence rate and the training complexity for such networks. 
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Abstract — In this article, components of the model of 
forecasting of IT products development of innovative 
start-up projects are considered based on the analysis of 
formed datasets of the interactions of prospective clients. 
We offered the algorithm of formation of initial datasets 
based on Customer Journey Map (CJM), which are the 
tool of fixing of events of the interaction of clients with the 
system. We propose to use the trainable neural network 
as a mechanism for processing big data sets and building 
IT product development strategies. We used a simple 
linear regression analysis to model the relationship 
between a single explanatory variable and a continuous 
response variable (dependent variable). An exploratory 
data analysis method was applied to the available data to 
find repetitive patterns and anomalies. In the course of 
the research, we constructed a model of linear regression 
implementation using the gradient optimisation 
approach. The linear models of the scikit-learn library for 
the regression task were also applied, and the stabilisation 
regression method was implemented. We have modelled 
and analysed the obtained results. 

Keywords — start-up, information interaction, customer 
journey map, forecasting, neural networks 

I. INTRODUCTION 
At the current stage of development of information 

systems engineering technologies, innovations in the form of 
start-up projects are becoming increasingly important [1].  
Such projects are often formalised as separate commercial 
enterprises to obtain funding and financial profitability. 
Often, such companies are represented with the 
implementation of SaaS (Software as a Service) distribution 
model [2] or B2B (Business to Business) transactions [3].  
Such business models have problems with long sales cycles, 
as the decision of the client is collective and depends on many 
factors. The success of the product development and, 
accordingly, the efficiency of the enterprise depends on the 
indicator of the quality of customer service at information 
interaction with the IT system. However, to define directions 
of development of such products, it is not simple. To do this, 
it is necessary to form data sets, which characterize the points 
of preferable information interaction of different kinds of 

clients, to analyse and predict the directions of such 
development. 

The method of information interaction can be used to 
solve these problems. It proved to be effective in many 
projects. It is based on the analysis of the "journey" 
(interaction with IT product) of the prospective client 
(Customer Journey Map - CJM) [4, 5]. Also, it is necessary 
to combine millions of events, which will provide the 
necessary analysis of the impact on the customers' journeys 
and will determine the future content of projects to develop 
such IT products. 

By analysing [6] millions of real-time interaction data 
points, it will be possible to find the most critical customer 
events in the system [7] and prioritise those opportunities. 
This can have a significant impact on business goals, such as 
increasing revenue, reducing customer churn, improving 
customer service [8] and developing innovations in the 
company. 

However, constructive and technological difficulties of 
construction of development programs of complex IT 
products demand use of the project approach [9 - 12]. In such 
case, methods and information technologies of project 
management are applied in processes of creation and 
development of such systems. 

Experience shows that for analytical processing of 
considerable volumes of the information of interaction of 
clients with IT system use of methods of artificial intelligence 
(AI) will have a significant influence on the efficiency of 
development programs (of projects) creation. 

The search for optimal variants of distribution of 
resources at the preparation of development programs in 
innovative projects can reduce terms of performance of 
project tasks and, as a result, decrease their cost. At the same 
time, predicting the impact of interaction with clients [13] on 
the variants of development programs in such projects is a 
multidimensional task that can be solved using technologies 
of modern artificial neural networks [14]. Besides, it is 
necessary to take into account numerous changes [15] that 
affect various parameters of innovative projects and 
significantly affect the negative results of their 
implementation. 

Thus, consideration of the possibilities of experimental use 
of the Customer Journey Map (CJM) and Artificial Neural 
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Networks (ANN) in the research of improving the quality of 
interaction of numerous clients based on optimal 
development programs of start-up projects is an actual 
challenge. 

II. ANALYSIS OF RECENT RESEARCH AND PUBLICATIONS  
Application of the project approach to start-up 

development and effective use of products of these projects 
at the creation of modern IT were considered in research 
papers [9 - 16]. In [9], new models of management of 
innovations in projects based on the use of Markov processes 
are offered. This approach can be used for further 
development of start-up projects. However, there is no 
assessment of the value of products for customers of such 
projects. The [10] contains a description of the competency 
models that can be applied to Start-up project teams by the 
customer. However, there are no methods of interaction 
between users and the customer's team here. 

The [11] provides a detailed description of the process 
approach for managing any kind of projects, and the specifics 
of innovation project management are considered separately. 
However, the processes of management of the creation and 
development of a product are not given. At the same time, 
[12] describes integrated methodologies for organisational 
and product management of development projects. However, 
methods of an estimation of the efficiency of communication 
interaction are insufficiently described. In [13, 14, 16] 
approaches to the management of complex IT projects based 
on proactive (anticipatory, predictive) management with the 
use of methods of artificial intelligence, in particular, with the 
use of artificial neural networks, have been proposed. 
However, studies based on interaction with clients have not 
been conducted. 

The use of methods to assess customer interactions in 
SaaS and B2B business models based on Customer Journey 
Map has been highlighted in [4, 17 - 19]. As noted in these 
papers, such developments should be based on new tools to 
assess the productivity (value) of customer interaction with 
the IT product as feedback. Here we can use well-proven 
customer journey models though it is not specified, how to 
process rather big data on numerous indicators analytically. 

Then, considering aspects of application of intellectual 
tools for the analysis and forecasting based on the processing 
of a big data set from the interaction of clients, it is possible 
to consider papers [20 - 27]. In these papers, it is noted that 
the most acceptable for us, in terms of intellectual forecasting 
of the composition of programs for the development of 
complex IT products, is the use of trainable neural networks. 
Furthermore, it will be useful in our case to build a model of 
linear regression implementation [23] using the gradient 
optimisation approach [27]. 

The goal of the article is to justify and develop a model 
for predicting the composition of the program for the 
development of complex products of start-up projects using 
the analysis of customer interaction data based on the 
Customer Journey Map and the application of trainable neural 
networks. 

The main objectives of this study are as follows: 
1) Identify the interaction elements that form the basis of 

the Customer Journey Map to create survey datasets within 
one year. 

2. Development of a model for forecasting the composition 
of development programs, taking into account maximum 
customer loyalty and retention in their interaction with the IT 
system. 

3. Development of algorithms for modelling the neural 
network training processes and setting up the forecasting 
processes. 

 

III. MODEL DEVELOPMENT AND USE OF MODELLING 
METHOD 

A. Constructing customer interaction models with IT 
product based on journey maps  

 
As mentioned above, one of the effective tools to assess 

the quality of user interaction with the IT product is the 
customer journey map (CJM). It is a tool for visualising of 
the interaction of the consumer with a product or service. 
Creating a CJM is both a process of analysis and a method for 
generating ideas to improve a product or service. 

CJM displays a time-bound interaction broken down into 
small components. The components of interactions refer both 
to the process (consumers' goals and objectives, their actions, 
expected results, problems and barriers preventing the 
transition to the next step, touchpoints, materials, tools, 
equipment, KPI from the business point of view, etc.) and to 
the psycho-emotional state of the consumer (thoughts, 
feelings, emotions). 

This approach to the development of products 
characterized by multi-channel interaction is particularly 
useful, that is, for those cases where the customer and the 
product have many "touchpoints". The customer always has 
a sum of impressions of the interaction with the product 
through all available channels, so that even one negative 
experience can vilify the entire product in the eyes of the 
client and force him to cancel the subscription. 

As an example, we can consider the CJM depicted in Fig. 
1, which shows the customer's journey from awareness, 
consideration, purchase and further use of the “instant server” 
in a particular web application (IaaS distribution model) of 
the multinational telecommunications company -
"Telefónica" (Fig. 1). 

 

B. Building predictive models using neural networks 

 
Regression models are used to predict target variables on 

a continuous scale, which makes them useful for many 
scientific issues and information industry applications, such 
as understanding relationships between variables, assessing 
trends, or making forecasts. 

One example of their application can be the prediction of 
company sales in the coming months: 

 =	 +	 ,                           (1) 
 
where  – weight, that is the intersection point of the Y-

axis; 
            - the explanatory variable coefficient. 

 
The most frequently used is multiple linear regression y:  
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 = + +⋯+	 =∑ =  ,     (2) 
 
where  is the intersection point of the Y-axis at x = 1. 

           m – the number of regression members; 
           -  the explanatory variable coefficient. 

 
To determine the number of linear relationships between 

features, we will now create a correlation matrix. 

 
Fig. 1. Example of Customer Journey Map. 

 

The correlation coefficients are limited to the range [-1, 
1]. Two attributes have, respectively, absolutely positive 
correlation if r = 1, no correlation if r = 0, and absolutely 
negative correlation if r = -1. As mentioned earlier, Pearson's 
correlation coefficient can be calculated simply as the 
covariance between two attributes x and y - numerator, 
divided by the product of their standard deviations 
(denominator): 

 = ∑ ( − )( − )∑ ( − ) 	 ∑ ( − ) = 

=	  

where n – the number of attributes; 
       µ - the empirical average of these attributes; 
       σ – covariance between attributes. 

 
As can be seen in the resulting figure, the correlation 

matrix provides us with another final diagram, which can 
help us select attributes based on their corresponding linear 
correlations (Fig. 2).  

To fit a linear regression model, we are interested in those 
features that have a high correlation with our target variable 
MEDV. Looking at the above correlation matrix, we can see 
that our target variable MEDV shows the highest correlation 
with variable LSTAT (-0.74). The correlation between RM 
and MEDV is also relatively high (0.70). In the presence of 

a linear relationship between these two variables that we 
have observed in the dot matrix as an explanatory variable, 
the artificial neuron uses a linear activation function. 
Moreover, we have defined the JS(w) cost function that we 
have minimised for weight extraction thanks to optimisation 
algorithms such as gradient descent (GD) [23] and stochastic 
gradient descent (SGD) [24]. 

 
Fig. 2. An example of a correlation matrix. 

,                           (3) 
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This cost function in ADALINE is the sum of squared 
errors (SSE). It is identical to the least squared value function 
(MLS), which we defined as follows: 
 ( ) = 	12 ( − )  

 
where −	 it is a predicted value =  ; (note that the 

coefficient 1/2 is used simply for the convenience of 
obtaining an update rule for gradient descent).  

IV. EXPERIMENTATION 
As our target variable, which we want to predict using 

one or more of these 51 explanatory variables, we will 
consider the tariffs for interaction with the system (a product 
of the start-up project) called MEDV. 

Before we continue the exploration of this data set, we 
will put it into DataFrame data table of the pandas library 
[27] from the UCI repository (Fig. 3).  
 

 
Fig. 3. Downloading the source data.  

During the training of a linear regression model, it is not 
required that explanatory or target variables are distributed 
normally. 

First, let us create a matrix of dotted charts that allows 
visualising pairwise correlations between different attributes 
in one place in this dataset. To prepare the matrix of point 
graphs, let's use the pairplot function from Python seaborn 
library [30], which is developed based on the matplotlib 
library for building statistical charts (Fig. 4). 
 

 
Fig. 4. An example of a matrix of correlation links and point graphs  

Using the corrcoef function of the NumPy library on five 
columns of attributes and the heatmap function of the seaborn 
library, we will get the necessary relationships between the 
initial indicators  

The following code is used to prepare an array of 
correlation matrices (Fig. 5). 

 

 

 
Fig. 5. Example of preparing an array of correlation matrices in the form 

of a heatmap. 

 
In essence, linear regression on MLS can be understood 

as ADALINE without a single step function, resulting in 
continuous target values instead of class labels 1 and 1 (Fig. 
6). 

 
Fig. 6. Part of a machine learning program for a classification task without 

a single step function. 

To see our LinearRegressionGD linear regressor in 
action, we will use the RM (Profit volume) variable from the 
IT product development prediction dataset of innovative 
start-up projects as an explanatory model training variable 
that can predict MEDV (Interaction Tariffs).  

Moreover, we standardise the variables for better 
convergence of the gradient descent algorithm. The 
corresponding source code looks like this (Fig. 7). 

 

 
Fig. 7. Standardisation of variables for gradient descent algorithm. 

Let us plot the value against the number of epochs to 
check the convergence of the linear regression. As we can 
see in the chart below, the algorithm of the gradient 
downturn converged after the fifth epoch (Fig.8). 

Note that it is more efficient (fewer emissions) to work 
with non-standardized variables in the linear regression 
object LinearRegression library scikit-learn, which uses the 

,                  (4) 
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dynamic library LIВLINEAR and advanced optimisation 
algorithms. The RANSAC model is used in this case. 

As we can see from the execution of the previous source 
code, the LinearRegression model of the scikit-learn library, 
fitted with non-standardized variables RM and MEDV, 
produced other model coefficients. 

 

 
Fig. 8. Graph of cost to the number of epochs. 

Let us compare it with our implementation based on 
gradient descent by constructing the MEDV chart to RM 
(Fig.9).  

 

 
Fig. 9. A code fragment for plotting a point chart of linear regression 

Having built a graph of training data and performed the 
model fitting by executing the above source code, we can 
now see that the overall result looks identical to our 
implementation based on the gradient descent (Fig. 10). 

 

 
Fig. 10. The trend of IT projects development depending on the level of 

profit, based on training data. 

Using the RANSAC model, we have reduced the 
potential impact of emissions in this dataset, but we do not 
know if this approach has a positive impact on predictive 
capacity on previously unseen data.  

After executing the next source code, we should see a 
residual graph with a line passing through the beginning of 
the X-axis, as shown below (Fig.11). 

In case of perfect prediction, the residues would be 
strictly zeros, which in real and practical applications we will 
probably never encounter.  

However, we expect from a good regression model that 
the errors are distributed randomly, and the remains are 
randomly scattered around the midline. 

 

 
Fig. 11. Errors in fitting training data to the test data. 

Another useful quantitative measure for assessing the 
quality of a model is the so-called weighted mean square 
error (mean squared error, MSE), that is, simply the average 
value of the SSE cost function, which we minimize to fit the 
linear regression model. MSE is useful for comparing 
different regression models or for fine-tuning their 
parameters by searching the parameter grid and cross-
checking: =	 1 ( − )  

 
Fig. 12. Errors in fitting training data to the test data. 

We will see that the MSE on the training set is 19.96, and 
the MSE of the test set is much larger with a value of 27.20. 

V. CONCLUSION  
The analysis of the considered approaches to the 

definition of effective interaction of customers with a mass 
information system allows defining use of modern 
mechanisms for the analysis on the base of Customer Journey 
Maps. In this case, big data sets are generated, which cannot 
be analysed by traditional methods. To solve this problem, the 
authors used machine learning algorithms of neural network 
types. 

An exploratory data analysis method was applied to the 
available data to find repetitive patterns and anomalies, which 
proved to be effective. It has allowed constructing a model of 
realisation of linear regression with the use of the approach 
based on gradient optimisation. 

This approach allowed to construct a base for prediction 
of processes of the development program of the start-up 
project product. 

,                  (5) 
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Abstract—The results of the development of a denial of 
service network attack detection method for various services of 
storing, processing, and transmitting data on the Internet are 
presented. The focus is on the detection of low-level denial of 
service attacks. The opinion is refuted that special means for 
detecting denial of service attacks are not required since the fact 
of a detecting denial of service attacks cannot be overlooked. It is 
shown that for effective counteraction it is necessary to know the 
type, nature, and other indicators of a denial of service attack, 
and distributed attack detection systems allow you to quickly 
obtain this information. Also, the use of this type of attack 
detection system can significantly reduce the time it takes to 
determine the fact of an attack from 2-3 days to several tens of 
minutes, which reduces the cost of traffic and the downtime of 
the attacked resource. A hybrid neural network based on the 
Kohonen network and a multilayer perceptron is used as a 
detection module. The work of the created prototype of the 
attack detection system, the methodology for the formation of the 
training sample, the course of experiments, and the topology of 
the experimental stand are described. The results of an 
experimental study of the prototype are presented, during which 
errors of the first and second kind, respectively. 

Keywords—attack detection; low-intensity detecting denial of 
service attacks; hybrid neural network; computer network security. 

I.  INTRODUCTION 
One of the main trends in recent years in the field of 

computer crime is the increasing number and complexity of 
attacks on the availability of information, as one of the three 
main criteria, along with the confidentiality and integrity of 
information security object. These attacks form a denial of 
service (DDoS) class. If the attack is carried out simultaneously 
from a large number of computers, a DoS attack occurs. 

In general, DDoS attacks target both the network as a 
whole and server clusters, and ultimately the hosts are tasked 
with maximizing the resources available to significantly 
degrade or discontinue service to regular users. The most 
commonly attacked resources are channel width, CPU time of 
servers and routers, and specific protocol implementations. 
Among them are: SYN-attack aimed at overflowing the TCP 
stack of the operating system; ICMP directional broadcasting - 
such packets are sent to the attacker and responses from him 
reduce network bandwidth; DNS-flood attacks that use a 

certain weakness of the DNS-protocol and are aimed at 
significantly increasing traffic to the attacked. 

To minimize the consequences of DDoS attacks, their 
detection and classification are extremely important and at the 
same time a difficult task. The main way to recognize a DDoS 
attack is to detect anomalies in the traffic structure [1]. A 
fundamental prerequisite for detecting attacks is the 
construction of traffic control characteristics during network 
operation under normal conditions with the subsequent search 
for anomalies in the traffic structure [2]. An anomaly in 
network traffic is an event or condition in the network 
characterized by a statistical deviation from the standard traffic 
structure obtained based on previously collected profiles and 
control characteristics.  

At the same time, the existing methods for detecting DDoS 
attacks that can efficiently recognize transport-level DDoS 
attacks are ineffective for detecting application-level low-rate 
DDoS attacks [3]. This class of DDoS attacks has arisen 
relatively recently and today represents the main threat to the 
availability of information in distributed computer networks 
[4]. It is quite difficult to distinguish the traffic generated 
during these attacks from legal HTTP traffic, also, the data 
transmission channels are practically not overloaded. 

A common factor necessary for the implementation of 
Low-Rate DDoS attacks is the presence of a large number of 
compromised or voluntarily participating hosts and a gross 
“blocking” of the attacked node with packets. It is “rudeness” 
in the implementation of these attacks that can nullify the 
whole effect in the case of detecting large volumes of 
anomalous traffic by network monitors [5]. 

The algorithm integrates the ant colony optimization 
algorithm (COA) with the genetic algorithm (GA) [6]. The 
experiment indicates that the proposed algorithm has preferable 
performance both in balancing resources and guaranteeing the 
Quality of Service (QoS). To overcome the defects of the cloud 
computing data center in resource management, and ensure that 
the cloud computing can supply better QoS service, the ant 
colony optimization, COA will be applied to the cloud resource 
scheduling according to the actual QoS parameters requirement 
of the environment for the cloud computing [7]. 
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DDoS attacks are aimed at reducing the bandwidth of low-
intensity TCP traffic flows to avoid detection. Using the TCP 
stack retransmission vulnerability, zero bandwidth can be 
achieved by mixing specially selected DDoS traffic patterns 
with primary traffic. It is quite difficult to distinguish the traffic 
generated during these attacks from legal HTTP traffic, also, 
the data transmission channels are practically not overloaded. 
These attacks lead to loss of requests and responses, i.e. the 
actual failure of web servers based on Microsoft IIS, Apache, 
and other systems. Besides, the attack can be adapted to affect 
SMTP and even DNS servers. In the DDoS variant, the 
increased use of the DNS amplification technique for the 
avalanche-like amplification of the power of the network 
botnet is of particular danger. These facts determine the 
relevance of developing new mechanisms for detecting low-
intensity distributed attacks of the application level such as a 
denial of service in computer networks using artificial 
intelligence methods. 

II. PROBLEM FORMULATION 
Bandwidth management in TCP is carried out on 2-time 

scales. On the small timeline of packets passing through the 
communication channel to the destination and back (RTT), 
usually from 10 to 100 milliseconds, the TCP stack uses 
additive-increase multiplicative-decrease (AIMD) control to 
transmit each traffic stream at the same speeds through the 
bottleneck, the so-called bottleneck. When the communication 
channel begins to “clog” and a large number of losses occur, 
the TCP stack starts working on the 2nd, larger timeline with 
marks of retransmission packet timeouts. To avoid channel 
“clogging”, the traffic flow is reduced to one packet, and after 
the RTO time has passed, the packet is sent again. With 
subsequent losses, the RTO time doubles with each subsequent 
timeout. If the packet is successfully received, the TCP stack 
begins to use AIMD control [8]. 

To conduct a Low-Rate DDoS attack, it is necessary to take 
traffic flows in the form of pulses and consider periodic 
impulse attacks, consisting of short peaks with a specially 
selected duration, repeating at a specific, specially selected 
frequency on a slow time scale. If for the first stream of TCP 
traffic, the total traffic during the peak is sufficient for packet 
loss to occur, then this stream will “fall off” by timeout and an 
attempt will be made to send a new packet over time RTO If 
the frequency of sending DDoS traffic coincides with the 
normal traffic RTO, regular traffic will constantly receive a 
timeout, as a result, the losses will approach 100% and the 
throughput will approach zero. Also, if the DDoS sending 
period is approximately equal, but lies outside the RTO range, 
then a significant (but not complete) decrease in bandwidth will 
be observed. This mechanism was considered in more detail in 
[9], and the TCP stack timeout mechanism in [10]. 
In Fig. 1 shows the dependence of web service available on the 
frequency of the attack. In an ideal model without errors in 
network delays and the performance of attacking machines, as 
well as losses on the Internet, it is safe to say that such an 
attack is carried out without serious costs for the 
communication channel bandwidth of the attacking machines. 

Conducting a low-intensity attack on the webserver greatly 
affected the overall throughput. After the start of the attack, a 
decrease in the bandwidth of the communication channel was 
observed (Fig. 2), which led to a decrease in the quality of 
customer service by the Http-server. 

 

Fig. 1. Graph comparing the availability of the attacked system and losses 
during an attack 

 

 

Fig. 2. Communication bandwidth graph during the attack 

Existing methods of detecting DoS attacks, based on a 
statistical analysis of threshold values that allow efficient 
recognition of transport-level attacks, are ineffective for 
detecting low-level DoS attacks. This makes it urgent to 
develop new mechanisms for detecting low-intensity attacks of 
the application level such as "denial of service" in computer 
networks using artificial intelligence methods. 

To detect an attack, it is necessary to identify the fact that a 
certain set of packets of the same type appears in incoming 
traffic periodically and then determine whether this set belongs 
to a certain class. The sequence of packets, in this case, does 
not play a leading role, temporary information is taken into 
account when breaking incoming traffic into windows. 

A slow loris attack was modeled as part of the study. The 
attack is based on vulnerabilities in the HTTP protocol. A Slow 
HTTP POST attack works as follows: an attacker sends a 
POST header with a legitimate “Content-Length” field, which 
allows the webserver to understand how much data is being 
sent to it. As soon as the header is sent, the body of the POST 
message begins to be transmitted at a very slow speed, which 
allows the server to use resources much longer than necessary, 
and, as a result, interfere with the processing of other requests. 
Several thousand of these connections can disable the 
webserver for several minutes. 

For recruiting bots, online games of unlucky players were 
used to send specially formed HTTP requests to the target 
system. The simplicity of the attack allows you to effectively 
use for this a simple Java applet that runs during an online 
game. As soon as the victim accepts a self-signed applet, he 
begins to attack while the user is playing the game. After 
exiting the game and closing the browser, the attack stops, and 
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the applet is deleted. Finding that the computer has become the 
source of the attack is quite problematic, since the computer 
does not become infected in the classical sense of the word, 
and it is difficult to distinguish attack traffic from legal Http-
traffic. Also, the Internet channel is almost not overloaded. 

The attack crashes web-servers with Microsoft IIS and 
Apache within the framework of HTTP or HTTPS protocols 
and any “secure” connections like SSL, VPN, and others. Also, 
the attack can be adapted to work with SMTP and even DNS-
server. The load balancing software currently used to prevent 
similar DDOS attacks is ineffective against the new technique. 

III. MODELING A LOW-INTENSITY DDOS ATTACK 
We describe the method and architecture of the prototype 

attack detection system (ADS). It is believed that special tools 
for detecting DDoS attacks are not required since the fact of a 
DDoS attack cannot be overlooked. In many cases, this is true. 
However, quite often successful attacks were noted, which 
were noticed by the victims only after 2-3 days. It happened 
that the negative consequences of an attack consisted of 
excessive expenses for paying for traffic, which was found out 
only when an invoice was received. 

Most modern attack detection systems detect attacks by 
monitoring behavior profiles or by searching for specific string 
signatures. Using these methods, it is practically impossible to 
create a complete database containing the signatures of most 
attacks. There are three main reasons for this: 

1) New signatures must be created manually. Signatures 
of known attacks that are already included in the database 
cannot guarantee reliable protection without constant 
updates. 

2) Theoretically, there is an infinite number of methods 
and variants of attacks, and for their detection, you will need a 
database of infinite size. Thus, there is the possibility that a 
certain attack, not included in the database, can be 
successfully carried out. 

3) Modern detection methods cause a large number of 
false alarms. In this way, legitimate network developments. 

The approach proposed in the article involves the use of a 
neural network to detect abuse, distributed over time, and based 
on the joint creation of an artificial data stream by several 
sources. 

Timed attacks are attacks carried out over one long period. 
In a joint attack, several attackers are working in parallel from 
different sources distributed in space. Each of them 
individually can take actions that may seem harmless. Attacks 
become apparent only when all events are considered together. 

The main advantage of ADS using neural networks is that 
the neural network is not limited to the knowledge that the 
programmer put into it. They have the opportunity to learn 
from previous events - both on abnormal and normal traffic. 
Due to this, high efficiency and adaptability of ADS are 
achieved (Fig. 3). 

There are various options for the use of neural network 
attack detection systems (NNDS) - analysis of all network 
traffic in a protected network segment, analysis of commands 
entered by the user, analysis of state transitions, etc. This 
article proposes a detection method and architecture of SOA 
based on the use of a hybrid neural network as a traffic 
analyzer. 

 

Fig. 3. The block diagram of intrusion detection 

The data streams were divided into sets of 150 packets, and 
in addition to the data from the packet headers of the network 
and transport layers, the first 50 characters of the application-
level payload were also taken into account. Besides, the 
presentation of destination port values is normalized to clarify 
the application protocol used. 

As a rule, not a single event constituting the traffic of a 
DDoS attack separately looks suspicious. Also, even two or 
three events are not unusual. Nevertheless, taken together, in a 
certain sequence, repeated at a certain time, these events are an 
indication that an attack is being carried out. A further 
complication of the discovery is that these events, although in a 
certain sequence, can come from various sources and alternate 
with other, normal events. 

To handle abnormal traffic, it is proposed to use a hybrid 
neural network consisting of a SOM and a multilayer 
perceptron. The prototype architecture of the proposed attack 
detection system is shown in Fig. 4. 

Using the Kohonen map, clustering of 50-character events 
occurs in matrix nodes, in which events of similar numeric 
characters will be grouped. Individual nodes will represent 
specific attack scenarios. 

The input vector for ADS contains the following 
components: 1–4 - bytes that make up the packet address (for 
IPv4), given in the range 0-1; 5 - packet port, given in the range 
0–1; 6–55 - the first 50 bytes of packet data, listed in the range 
0–1. After that, packet header data and grouping information 
are fed to the input of a multilayer perceptron trained to 
recognize anomalous traffic, but already taking into account 
event information, i.e. belonging of the package to one or 
another scenario group. This allows not only detecting 
anomalies in single packets but also revealing that the packet 
belongs to a time-distributed attack. 

The input vector format for the neuro-network is as follows. 
The input sample is split into disjoint parts of 150 packets in 
length. All packets pass through the Kohonen network. The 
package is assigned the cluster number (the number of the 
winning neuron). 

Clusters are enlarged – 5 neighboring clusters come 
together. It turns out 100 enlarged clusters. 

For enlarged clusters, a histogram is considered to represent 
traffic. That is, the first component of the vector is the number 
of packets falling into the first enlarged cluster (clusters 1–5), 
and so on. The histogram is normalized; components are 
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reduced to a range of 0–1. After that, the delta between 
adjacent vectors is calculated. 

 

Fig. 4. The architecture of attack detection system 

The proposed method takes into account two types of 
traffic activity. When analyzing individual cluster nodes, 
individual attack scenarios are identified. Also, sudden changes 
in the power of the network stream are analyzed to detect 
bursts of the load. A joint analysis of these two types of events 
allows a more accurate response to the appearance of DDoS 
traffic while reducing the number of false positives associated 
with a legitimate increase in bandwidth usage. 

To train an artificial neural network, two types of network 
traffic were modeled - normal and abnormal. The first 
contained packets that appeared on the network during normal 
operation and the second imitated a distributed attack. 

Data collection was carried out in 2 stages: 

1) The stage of collecting normal behavior. A PHP script 
has been created on the attacked server that performs a 
“heavy” SQL query. 

2) The stage of collecting abnormal behavior. To simulate 
traffic that occurs during an attack, 3 copies of the slow loris 
script are launched on the attacking server with the difference 
in the parameter responsible for the delay between 
reconnections. 

The NNDS was trained and tested on disjoint windows 
since when using sliding windows during testing, the ability to 
control the degree of use of the network channel bandwidth is 
worsened. 

Kohonen map training is carried out on separate packages, 
sequentially selected from the window. Before applying to the 
Kohonen network and the perceptron, all data were normalized 
to the range [0;1]. The Kohonen network has a hexagonal 
structure of neuron connections and sizes 25 by 20 clusters. 

Window size is calculated by the formula: 

 
min8 P

S
u byte

×
×=ω    (1) 

where Sbyte is the speed of information transmission in the 
network in bytes per second; Pmin is the minimum theoretical 
packet size; u is a coefficient showing the level of utilization of 
the information transmission channel. 

The Ethernet standard requires that there be a 12-byte 
“silence” period between packets, so the end of one packet and 
the beginning of the next are determined. At the end of each 
packet, it is also necessary to transmit a CRC code to check the 
integrity of the transmission, and at the beginning of the 
packet, a mandatory preamble of 8 bytes. There is another 
limitation - the minimum packet size is 60 bytes. 

Given all the restrictions, the packets should be at least 84 
bytes each. For 1 Gbit/s, we get a theoretical limit of 
1000000000/84*8=1488095 packets\second. For 100 Mbps - 
100000000/84*8=148810 packets\second. 

The choice of the coefficient u, which shows the level of 
utilization of the information transmission channel, depends on 
the network load in normal operation. 

The normal mode is the channel load in the range from 3% 
to 10%. We believe that for a network with a maximum speed 
of 100 Mbit/s, from the effective operation of the attack 
detection system, values from normal to high are found in this 
range. The maximum workload at which analysis is possible 
without packet loss is 40%. Since the traffic generated during 
the low-intensity attack is minimal, we will experiment on the 
lower limit of congestion. 

Accordingly, 0,01*148810~1500 packets\second with 
normal disposal at 1%. 

Besides, we use two more values: window size 30 packets - 
the minimum value found in the IDS Snort rules for low-
intensity attacks; window size 180 - corresponds to the arrival 
rate of 1 packet per second. 

For the analysis of string data, the first 50 characters of the 
raw data of the packet payload are used, since the bulk of the 
data significant for the analysis in the collected network 
packets is contained at the very beginning of the packet. 
Characters are represented in ASCII code. The number of 
clusters in the Kohonen map som_size “=” 500. 

The perceptron has the following structure - two hidden and 
an output layer, activation functions in the hidden layers - 
hyperbolic tangent, in the output layer - linear. The number of 
neurons in the hidden layers is 21 and 7. The training method - 
trail - is fast and expensive in memory, but with the input data 
considered, there were no problems with memory overrun. 

IV. DISCUSSION 
As indicated above, in the general case, attacks can be 

directed at various network services. From packet processing 
by the stack, services are characterized by different values of 
the destination ports. In this case, the attack scenario does not 
change. Therefore, it is proposed to control each port 
separately, and, accordingly, use separate clusters and 
classifier. The prototype will consider one service running on 
port 80. 

The system uses a sensor based on the libpcap library, 
which allows the use of a fast packet capture engine and a 
flexible filter expression system. With its help, the traffic 
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directed to the protected service is filtered out and transmitted 
to the analysis subsystem. 

To train an artificial neural network, two types of network 
traffic were modeled - normal and abnormal. The first 
contained packets that appeared on the network during normal 
operation and the second imitated a distributed attack. 

Data collection was carried out in 2 stages: 

1) The stage of collecting normal behavior. A PHP script 
has been created on the attacked server that performs a 
“heavy” SQL query (Loop in N iterations). Apache benchmark 
was launched from the attacking server to create legitimate 
connections to the server. 10 threads of 100 requests. 

2) The stage of collecting abnormal behavior. To simulate 
traffic that occurs during the attack, 3 copies of the slow loris 
script are launched on the attacking server with the difference 
in the parameter responsible for the delay between 
reconnections: the size of the normal set is 459565 packets; 
the size of the attack set is 428890 packets. 

In Fig. 5 shows a graph of bandwidth congestion in normal 
operation at the stage of collecting normal behavior. 

Fig. 6 shows the graphs for the stage of collecting attack 
traffic - packet loss due to the unavailability of the service for 
new connections (red line) and normal traffic processed by the 
service (blue line). 

 

Fig. 5. The normal bandwidth utilization 

 

Fig. 6. A channel load under attack 

In Fig. 5 and 6 on the abscissa axis the time of day is 
postponed starting from 00,00 hours, on the ordinate axis the 
maximum is 100% bandwidth utilization. The results of the 
experimental study are presented in Table I. 

TABLE I.  THE RESULTS OF THE PROTOTYPE OF THE INTRUSION 
DETECTION SYSTEM 

N. 

Line 
lengt

h 

The value 
of the 

training 
set for 
SOM 

packages 

The value 
of the 

training 
set for 

FFNET, 
windows 

Win-
dow 
size 

Shift 
size 

Studying 
time 

The result of the test 
sample 

Type 1 error Type 2 error
1 20 5000 4000 30 3 00:01:34 8,1827e-04 0,0050 
2 50 30000 24000 30 3 00:26:48 0,0367 0,0172 
3 20 5000 800 180 18 00:01:48 0 3,4378e-04 
4 50 30000 4800 180 18 00:18:33 0,0449 0,0449 
5 20 5000 90 1500 150 00:01:11 0,0554 0,5287 

6 50 30000 540 1500 150 00:20:33 0 0,0033 
7 20 5000 900 30 15 00:01:18 0,0118 0,0900 
8 50 30000 5400 30 15 00:22:44 0,0289 0,0232 
9 20 5000 160 180 90 00:01:05 0,0011 0,1124 
10 50 30000 960 180 90 00:16:06 0 0,1447 
11 20 5000 20 1500 750 00:01:05 0,1154 0,8386 
12 50 30000 120 1500 750 00:15:21 0 0,0471 

 

During the experiments, the influence of the following 
values on the effectiveness of the method was investigated. 

Size of string data: 20 bytes; 50 bytes. 

The size of the training sample: 5000 packages; 30,000 
packages. 

Window size (in packages): 30; 180; 1500. 

Sheer size: by 10%; by 30%. 

Recognition was carried out on a test sample. Estimated 
proximity to the standard. Recognition was considered 
successful if the absolute difference between the reference and 
actual values for each component of the output vector did not 
exceed 0,3. 

In Fig. 7 presents the results of the clustering. 

 

Fig. 7. Packet Clustering Results by the Kohonen Network 

In Fig. 8 shows the error values in various samples during 
the training of the perceptron. 

 

Fig. 8. Error on different samples when training perceptron 

It can be seen that the number of false positives does not 
exceed 0,115% in the worst case, which was due to the 
minimum size of the analyzed data and the training sample. 
The goal skip value rose to 0,84% also in the eleventh 
experiment. The best results are shown in experiments 1, 6, 12, 
which confirms theoretical assumptions. 

V. CONCLUSION 
An analysis of the mechanism for implementing low-speed 

DDoS attacks using the example of a slow role-based attack 
showed that this type of attack can be organized with a 
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minimum ratio of the required channel power of the attacking 
computer and the attacked server, which was unattainable 
before. Analysis of vulnerability statistics also shows that a 
large number of sites are susceptible to this attack, but on the 
server-side, it is often even difficult to diagnose a site attack, 
since traffic does not exceed normal values. 

The article describes the developed method for detecting 
low-intensity denial of service attacks based on the use of a 
hybrid neural network. 

The method demonstrates a high percentage of attack 
detection by reducing the number of undetected attacks (errors 
of the second kind), while the speed of operation depends only 
on the processing speed of incoming packets. The proposed 
method for detecting low-intensity attacks makes it possible to 
efficiently determine traffic belonging to a time-distributed 
attack. 

The architecture and prototype of a software package 
designed to detect low-intensity denial of service attacks were 
developed, and an experimental study of the effectiveness of 
the developed complex was carried out. 
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I. INTRODUCTION 
Nowadays artificial neural networks (ANN) are widely 

used for solving tasks of processing information of different 
nature due to their universal approximation abilities which are 
achieved during the learning processes based on input 
datasets. More advanced results could be achieved with help 
of deep neural networks (DNN) [1-5], which outperform 
traditional ANNs quality-wise but their learning process 
depends on a set of computational issues and they are more 
time consuming. In the basis of ANN is a Rosenblatt’s 
perceptron [6] and as an activation function traditional 
sigmoid is being used or hyperbolical tangent. Three layers 
perceptron guarantees high quality of approximation of 
complex functions defined in limited domain [7]. Attempts to 
improve the quality of results with increasing number of 
hidden layers of ANN faced a problem that is related to 
vanishing and exploding gradient [8] which caused by a form 
of sigmoidal activation functions. Instead of sigmoidal 
functions, DNN uses linear rectified family which are typical 
representatives of the rectified linear unit (ReLU), which 
doesn’t suffer from computational issues of a gradient. Using 
such functions does not cause any problem related to 
computation of gradient and their constant derivatives allow 
to simplify delta-rule for learning of each independent neuron. 
However, usage of ReLU doesn’t satisfy the requirements of 
approximation theorems which underlying ANN and, first of 
all the requirements of Cybenko’s theorem [7]. Thereby DNN 
ensure piecewise linear approximation and its high quality is 
achieved by magnifying the number of hidden layers in the 
network. In this case, increasing the number of layers 
decreases the speed of the learning process and requires more 
data for training. 

II. ARCHITECTURE OF DEEP NEO-FUZZY NEURAL NETWORK 
The proposed network has traditional multilayer 

feedforward architecture, which in common case includes  
layers of information processing.  

As an input (zero) layer ( )	 	   - vector of input signal 
is used, ( ) 	= 	 ( ( ), ( ), … , ( ))  where =1, 2, … ,  – is a number of observation in the training dataset 
or index of the current discrete time. An output signal of the 
network is a vector ( ) = ( ( ), ( ), … , ( )) ∈

. Further, to simplify the notation we will use the next 
representations: ( ) ≡ [ ]( ) = ( [ ]( ), … , [ ]( ) 	… , [ ]( )) , ( ) ≡ [ ]( ) = ( [ ]( ), … , [ ]( ), … , [ ]( )) . 

Thus, the input signal of the p-th layer (p=1, 2, …, s) is a 
vector 

 [ ]( ) = ( [ ]( ), … , [ ]( )) ∈ , and as 
an output we have a vector [ ]( ) =( [ ]( ), … , [ ]( ), … , [ ]( )) ∈ . Herewith, the neo-
fuzzy neural network contains ∑  of neurons. 

A node of this architecture is a neo-fuzzy neuron (NFN) 
[10-12] with  of inputs and one output [ ]. On Fig.1 the 

architecture of -th [ ] of the p-th layer of the network 
is shown.  

Every -th ( = 1,2, … , ) neo-fuzzy neuron of p-th 
( = 1,2, … , ) layer of the neo-fuzzy network contains  
of nonlinear synapses [ ]  where each of them contains h 

membership functions [ ]  ( = 1,2, … , ℎ) and the same 

number of synaptic weights [ ] , which are being tuned 
during the process of learning. Thereby, this architecture has ∑  nonlinear synapses and ℎ∑  
membership functions [ ] ( [ ]) and the same number 

of tuned weight coefficients [ ] .  

The output signal of each nonlinear synapse [ ]  can 
be written as 

[ ] [ ] = [ ] [ ] [ ] , (1) 
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and the output signal of the neo-fuzzy neuron in [ ]  
in general can be written as 

[ ] = [ ] [ ] = 

= [ ] [ ] [ ] 	. (2) 

For the output layer of the network signal (2) can be 
written as 

= [ ] = [ ] [ ] =
= [ ] [ ] [ ] . (3) 

Then, by adding to consideration vectors of synaptic 
weights and membership functions 

[ ] = ( [ ] , … , [ ] , … [ ] ) , [ ] [ ] = = ( [ ] [ ] , … [ ] [ ] , … [ ] [ ] )  

[ ] ( [ ])[ ] 

[ ]

[ ]

[ ]
[ ]

[ ]

[ ] Σ
[

[ ] 

[ ]

[ ]

[ ]
[ ]

[ ]

[ ] Σ
[ ]

Σ [ ]

[ ] 

[ ]

[ ]  

[ ]
[ ]

[ ]

[ ] Σ
[

[ ] ( [ ])

[ ] ( [ ])

Fig. 1. i-th neo-fuzzy neuron of the p-th layer in a neo-fuzzy neural network 
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of dimension (ℎ × 1), and also [ ] = ( [ ], … , [ ] , … [ ] )  

and [ ] [ ] == ( [ ] [ ] , … [ ] [ ] , … [ ] [ ] )  

with dimension ( ℎ × 1), we can write [ ] [ ] = [ ] [ ] [ ]  

instead of (1), [ ] = [ ] [ ] [ ]  

instead of (2) and  = [ ] = [ ] [ ] [ ]  

instead of (3). 

As a membership functions of nonlinear synapses [ ]  authors of the neo-fuzzy neuron [10-12] used 
traditional triangle functions which satisfy the requirements of 
a Ruspini partition: [ ] [ ] =

=
[ ] − с[ ]с[ ] − с[ ] , 	 [ ]	 	 с[ ] , с[ ] 	 ,
с[ ] − [ ]с[ ] − с[ ] , 	 [ ]	 	 с[ ] , с[ ] 	 ,0, else,

 
(4) 

where  с[ ] , = 1,2, … , ℎ - are the centers of triangular 
membership functions. In the case when all nonlinear 
synapses of the network [ ]  have the same number h of 
centers which are distributed uniformly through all axes of 
input signals, condition (4) can be written in the more 
convenient way as: [ ] [ ] =
= ∆ [ ] − с[ ] , 	 [ ]	 с[ ] , с[ ] ,∆ с[ ] − [ ] , 	 [ ]	 с[ ] , с[ ] ,0, e ,  

(5) 

and at the same time: [ ] [ ] + [ ] [ ] = = [ ] [ ] + [ ] [ ] = 1. (6) 

Conditions (4)-(6) mean that in every moment k in every 
nonlinear synapse only two neighbored membership function 
can be fired. It caused that at the same moment only two 
neighbored weight coefficients are tuned, so on each step of 
learning only 2∑  of weight coefficients are being 
adjustable instead of ℎ∑ . 

Whereas every nonlinear synapse of the network in 
general implements F-transform [17] it allows to approximate 
any limited one-dimensional function with regards to big 
enough h. Increasing the number of membership functions 
doesn’t add complexity to the learning of the network. 

As follows, every NFN is a hybrid of the Wang–Mendel’s 
system and F-transform, which provides us with high 
approximate capabilities of the network in general. 

III. LEARNING OF THE DEEP NEO-FUZZY NEURAL NETWORK 
Learning of the multilayer neo-fuzzy network is based on 

error backpropagation algorithm.  

The process of learning of the neo-fuzzy network is built 
on the search of synaptic weight coefficients [ ] , =  = 1, 2, … , ; = 1,2, … , ℎ;	 = 1,2, … , ; 	 = = 1,2, … , by minimization of the chosen loss 
function. 

As the learning criterion we use standard squared function 

( ) = 12 ( ) =12 ( ) (7) 

where ( ) = ( ( ) − [ ]( − 1) [ ]( [ ]( ))) , ( ) – is an external learning signal. 

Gradient minimization of (7) for each synaptic weight 
coefficient of the output layer [ ]  can be written as 
recurrent procedure 

[ ] ( ) = [ ] ( − 1) − ( ) ( )[ ]= = [ ] ( − 1) − ( ) [ ]( [ ]( )) (8) 

(where ( )  is a learning rate parameter), or in vector 
form representation as [ ]( ) = [ ]( − 1) − − ( )( ( ) − [ ]( − 1) [ ] [ ]( ) . (9) 

Optimal Kaczmarz-Widrow-Hoff algorithm and 
stochastic approximation as a hybrid can be chosen as a 
procedure for defining ( ) [18, 19]. [ ]( ) = [ ]( − 1) − ( ) ( ) [ ] [ ]( ) ,( ) = ( − 1) + [ ]( [ ]( ))  

where 0 ≤ ≤ 1 – is forgetting factor. 

Configuring of weights inside hidden layers is 
implemented with help of backpropagation algorithm. To 
achieve this, procedure (8) can be used in the form [ ] ( ) = [ ] ( − 1)− ( ) ( )[ ] == [ ] ( − 1) − 

− ( ) ( )[ ] [ ]( )[ ]( ) [ ]( )[ ] . 
(10) 
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Because [ ][ ] = [ ] ( [ ])[ ] = [ ] [ ] ( [ ])[ ]  

where [ ] ( [ ])[ ] =
= ∆ , 	 [ ]	 	 с[ ] , с[ ] 	 ,−∆ , 	 [ ]	 	 с[ ] , с[ ] 	 ,0, e ,  

(11) 

algorithm (10) can be finalized as  [ ] ( ) = [ ] ( − 1) − 

− ( ) ( ) [ ] ( ) ∗
∗ [ ] [ ][ ] [ ] [ ]( ) . 

(12) 

By analogy of (12) can be written algorithm of tuning of 
p-th hidden layer with considering the error of p-th layer in the 
next notation: 

[ ] = [ ] [ ][ ]  

where delta-error is written as 

[ ] = [ ] = [ ] [ ][ ] . 
 

(13) 

Thereby, for all weights we can write ( )[ ] = [ ] [ ][ ] [ ][ ]  

where the delta-error is taken from the next layer and 
intermediate derivatives are calculated in the form: [ ][ ] = [ ]( [ ])[ ] = [ ] [ ] ( [ ])[ ]  

where the right part is received from (11). 

A derivative of the output signal of a neo-fuzzy neuron by 
a weight coefficient is written as: [ ][ ] = [ ] [ ][ ] = [ ] [ ]  

where the final expression 

[ ] ( ) = [ ] ( − 1) − ( ) ( )[ ]  

can be written as: 

[ ] ( ) = [ ] ( − 1) − 

− ( ) [ ] [ ][ ] [ ] ( [ ]) (14) 
It is not difficult to see that the learning of the neo-fuzzy 

neural network is simpler from the computational point of 
view than ANN and DNN based on traditional Rosenblatt’s 
perceptrons because derivatives of the triangle membership 
functions are constants. 

IV. EXPERIMENTAL STUDIES 
The model was tested in different configurations on two 

well-known datasets – Fashion MNIST and Breast Cancer 
Wisconsin Data Set (BC dataset). Results were compared with 
a custom Multilayer perceptron (MLP) and AlexNet 
architecture. The goal of the experiment is to show that DFNN 
model is able to do approximation tasks in comparison to well-
known models and approaches. A comparison of basic MLP 
and DFNN are described in Table I. Notation “number of 
layers X number of neurons in layer” is used for MLP and for 
DFNN. For DFNN we used fuzzy continuous space [0, 1] with 
a size of interval 0.1. It means that each neo-fuzzy neuron has 
at least 10 weights. Because of this, we used 100 neurons in 
one MLP layer to make results more comparable. 

On BS dataset DFNN with 6 neo-fuzzy layers got 
overfitted on the 7th epoch. Accuracy on the test part of the 
dataset was 93.85% at this point. DFNN model with 3 neo-
fuzzy layers got overfitted at 8th epoch and accuracy on the 
test data was 92.98%. MLP achieved similar results in 
accuracy and loss curves behavior but the loss value was 
smaller.  

For the Fashion MNIST dataset results were contradictive. 
Everything’s clear with AlexNet results but we had issues with 
training DFNN on the data with a relatively huge number of 
features.  

TABLE I.  COMPARISON OF MLP AND DFNN ON BC DATASET 

Network type MLP DFNN

Architecture 3X100 6X100 3X10 6X10

Test accuracy on 7th

epoch 92.1 93.85 92.98 93.85 

Test loss on 7th

epoch 0.163 0.142 0.418 0.412 

Train loss on 7th

epoch 0.179 0.123 0.42 0.407 

 

TABLE II.  COMPARISON OF MLP AND DFNN ON FASHION MNIST 
DATASET 

Network type AlexNET DFNN

Epoch Architecture Default 5X10

1 

Test accuracy 61.47 10.0

Test loss 1.09 2.3041

Train loss 2.21 2.3045

5 

Test accuracy 82.6 10.0

Test loss 0.46 2.3024

Train loss 0.47 2.3027
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100 

Test accuracy 89.4 38.88

Test loss 0.32 2.0012

Train loss 0.24 2.0009

 

These training issues were related to the architectural 
approach in DFNN. Summing of results between layers forced 
us to come up with approach for handling to huge and not 
appropriate numbers for our universe [0, 1]. We handled it and 
make a trainable model but this issue is the main topic for our 
future research of DFNN. 

V. CONCLUSIONS 
The architecture and the learning algorithm of the neo-

fuzzy neural network are proposed where the main difference 
from the traditional multilayer neural network with 
feedforward of information is using of neo-fuzzy neurons as 
nodes instead of traditional elementary Rosenblatt’s 
perceptrons. 

The proposed neo-fuzzy neural network has high 
approximation abilities with increased speed of learning of its 
synaptic weights which is caused by using triangular 
membership functions as nonlinear neurons synapses. 
Furthermore, the proposed neural network is quite simple 
from the implementation point of view. 
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Abstract — In this paper, a convolutional neural network 

(CNN) based on multi-valued neurons (MVNs) with complex-
valued weights is presented. Convolutional neural networks are 
known as one of the best tools for solving such problems as image 
and speech recognition. The vast majority of researches and 
users so far employ a classical CNN, which operates with real-
valued inputs/outputs and is based on classical neurons with a 
sigmoidal activation function. Recently complex-valued CNNs 
were introduced, but their neurons employ an activation 
function, which is a complex-valued generalization of a sigmoidal 
one. While such complex-valued neurons are more flexible when 
they learn and make it possible to process complex-valued data, 
their generalization capability is basically not higher than the one 
of real-valued neurons. At the same time there exists a complex-
valued neuron (a multi-valued neuron – MVN) with a phase 
dependent activation function whose functionality is higher than 
the one of neurons with a sigmoidal activation function. It is also 
known that a multilayer neural network with multi-valued 
neurons (MLMVN) outperforms a classical multilayer peceptron 
in terms of speed of learning and generalization capability. Hence 
our goal was to develop a convolutional neural network based on 
multi-valued neurons (CNNMVN).  

We consider in detail a learning algorithm for CNNMVN, 
which is derivative free as well as the one for MLMVN. We also 
suggested the max pool operation for complex numbers. These 
results are illustrated by simulations showing that CNNMVN 
with even a minimal convolutional topology is able to solve image 
recognition problems with pretty high accuracy. 

 
Keywords — Convolutional Neural Networks, Convolutional 

Neural Networks with Multi-Valued Neurons, CNNMVN, 
Complex-Valued Neural Networks, Multi-Valued Neuron, 
Multilayer Neural Network with Multi-Valued Neurons, MLMVN  

 
I. INTRODUCTION 

The ideas, which led to the creation of convolutional neural 
networks, were suggested in [1], [2]. A classical convolutional 
neural network as it is known today was introduced in the 
seminal paper [3]. Since then CNNs have shown wonderful 
results, first of all in solving image recognition [3] and speech 
recognition [4] problems.  

CNN can actually be considered as the next generation of a 
feedforward neural network. While a classical feedforward 
neural network (a multilayer perceptron - MLP) and a classical 
CNN both are based on real-valued neurons with a sigmoid 
activation function, there exists another family of feedforward 
neural networks – complex-valued neural networks (CVNNs). 
CVNNs have a number of advantages over their real-valued 
counterparts (they learn faster, some of them generalize better 

and they are able to work with complex-valued data). These 
properties of CVNNs are considered, e.g. in [5], [6]. In 
CVNNs, mostly two types of neurons are used. There is a 
complex-valued neuron with a complex hyperbolic tangent 
activation function. This neuron, while learns faster than a 
neuron with a sigmoid activation function and has in general 
better generalization capabilities [5], has about the same 
functionality as a sigmoidal neuron. There is also another 
complex-valued neuron – a multi-valued neuron whose 
activation function depends only on the argument (phase) of its 
weighted sum and whose output is located on the unit circle 
[6]. This neuron is more functional, thus it may learn even 
some input/output mappings, which are not linearly separable 
[7]. 

A MVN [8] is a generic neuron, which is used in the 
multilayer feedforward neural network with multi-valued 
neurons (MLMVN) introduced in [9] and presented in detail in 
[10]. MLMVN is a feedforward neural network and it 
outperforms MLP when solving various problems [6], [10].  

A number of researches pretty recently discussed and 
introduced complex-valued CNNs based on the complex-
valued sigmoidal neurons [11], [12]. Such CNNs were 
successfully used for solving image recognition problems [13] 
and EEG analysis problems. [14]. 

Thus it becomes very attractive to design a complex-valued 
CNN with MVN as its generic neuron. It should be expected 
that such a network may have the same attractive properties, 
which MLMVN has. In particular, we should expect that a 
convolutional neural network with multi-valued neurons 
(CNNMVN) might have a derivative-free learning, learn as 
quickly as MLMVN and demonstrate good results when 
solving pattern recognition and particularly image recognition 
problems. 

In this paper, we introduce a convolutional neural network 
with multi-valued neurons (CNNMVN) and its learning 
algorithm. We consider here this network as a tool for image 
recognition, but this doesn’t limit its other potential 
applications. As it was mentioned above, CNNMVN is based 
on merging two fundamental ideas – the use of convolutional 
layers in a network and MVN as its basic neuron. As it is 
known from [3], convolutional layers in a network reflect the 
structure of human vision. They help to structurize most 
important information about an object to be classified. The 
most important contibution of this paper is the development of 
the convolutional operation for a MVN-based neural network 
and its derivative free learning consisting of the error 
backpropagation and weights adjustment based on the error 
correction learning rule adapted to batch learning. 
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To illustrate how CNNMVN and its learning algorithm 
work, we will use it to solve two benchmark image recognition 
problems using the MNIST and Fashion MNIST datasets. It 
will be shown that this convolutional neural network with its 
simplest possible topology is able to recognize images with a 
pretty high accuracy. 

 
II. CONVOLUTIONAL LAYER: FUNDAMENTALS 

 
To design any convolutional neural network, three 

components are essential: a convolutional layer, a pooling 
layer and a learning algorithm. Since we will use MVN as a 
basic neuron of CNNMVN, weights of all neurons in this 
network are complex-valued and all neurons produce outputs 
located on the unit circle employing continuous or discrete 
MVN activation function. 

Let us start from a convolutional layer of CNNMVN.  
Let us use the following notations. Let CNNMVN contain 

 convolutional layers, − 1 fully-connected layers, and one 
output layer. Each convolutional layer contains  multi-
valued kernels (MVK) of size , = 1, … , . Let  be the 
number of input images in the  convolutional layer, and = 1. Let us also assume without loss of generality that 
CNNMVN, which we are going to design, will be used for 
solving image recognition problems. Let us also further refer 
MVK as simply a kernel. The main purpose of a convolutional 
layer is to extract main features from input data to make it 
possible to recognize an object. Each convolutional layer 
consists of kernels (filters), which is a specific type of a 
neuron. Each filter slide over an image and at every location 
the element-wise matrix multiplication shall be performed 
followed by the summation of its results. This process of 
convolution is shown in Fig. 1(a). 

The main peculiarity of kernels is that each of them, unlike 
a standard MVN, accepts not a single input vector, but several 
input vectors. One kernel can produce  ( − + 1) × ( − + 1) outputs, were ×  is the input 
image size, and  is the kernel size. In general, CNNMVN, as 
any convolutional network, may contain multiple 
convolutional layers. Each convolutional layer may consist 
from many kernels. In such a case, each of them process the 
input images separately and independently and produce its 
own resulting convolved image. Therefore, we obtain 
convolved images, which become inputs to the next layer of 
CNNMVN (Fig 1(b), steps I-III). 

The convolution operation in the first convolutional layer 
is determined as follows: = . , , (1) 

where  are the  convolved pixels of  kernel, =1,… , , = 1,… , − + 1, = 1,… , − + 1, .  are 
the intensities in the corresponding input pixels of an image to 
be learned, ,  are the kernel weights,  and  are the 
kernel size and the number of kernels in the first layer, 
respectively. To make (1) easier understandable, it can also be 
presented using the matrix notation as follows 

⋯ ,⋮ ⋱ ⋮, ⋯ , = 

= ⋯⋮ ⋱ ⋮⋯ ⊗ ⋯⋮ ⋱ ⋮⋯  

 
 

(2) 

where ⊗ stands for convolution. 
The output of the first convolutional layer, which is a 

matrix obtained according to (2) is forwarded to the next 
layer, which can be a pooling layer or the second 
convolutional layer. If the latter is the case, then this layer also 
consists of kernels. In general, there can be multiple 
convolutional layers in a network, followed by a pooling 
layer. The convolution in all following convolutional layers is 
determined as follows = ., , , (3) 

 
where specifies the  convolved pixel of the  
resulting convolved image ( = 1,… , ) created as an output 
at the preceding ( ) convolutional layer, by its  kernel, = 1,… , . .  are the “intensities” in the pixels of  
convolved image, ,  are the weights of  kernel in 

 layer. As a result, we obtain  output images in  
layer. To make (3) clearer, it can be presented using the matrix 
notation as follows ⋯ ,⋮ ⋱ ⋮, ⋯ , = 

= , ⋯ ,⋮ ⋱ ⋮, ⋯ , ⊗ ⋯⋮ ⋱ ⋮⋯  

 
 
 

(4) 

 
After the convolution determined by (2)-(4) in any 

convolutional layer is complete and before proceeding it to the 
next layer, the continuous MVN activation function shall be 
applied to all elements of the corresponding resulting 
convolved image, which are analogs of weighted sums of a 
regular neuron, to project the layer`s output onto the unit 
circle. 

All kernels in the corresponding convolutional layers of 
CNNMVN employ a continuous MVN activation function [9] 
projecting a complex number  onto the unit circle as follows = ( ) = /| |, 
where  is an imaginary unit. 

Since every kernel creates multiple outputs and each 
convolutional layer may contain a number of kernels, the 
output of the last convolutional layer must be flattened in a 
single vector before forwarding it to a fully-connected layer. 
To perform flattening, the resulting convolved images shall be 
transformed into a single vector as it is shown in (Fig 1(b), 
steps III-IV). 
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Fig. 1 (a) 2x2 Kernel slide over the 3x3 input image with stride 1. 
We obtain 2x2 image from 3x3 image. 

Fig. 1 (b) The last convolutional layer. At steps I-III, each kernel 
has 2 input images and 2 output convolved images. At steps III-IV, 
flattening is performed. 

 
III. CNNMVN LEARNING ALGORITHM 

A. Error Backpropagation 

Since CNNMVN as any CNN has a traditional feedforward 
topology, its learning algorithm in general should rely on the 
same ideas as the one of MLMVN. The MLMVN learning 
algorithm is derivative free and is based on the generalization 
of the error-correction learning rule for a single MVN. This 
algorithm was presented in detail in [6], [10]. The MLMVN 
learning algorithm is derived from the consideration that the 
global error of the network depends on the local errors of all 
neurons and therefore must be shared among all neurons, since 
all of them contribute to this error by their local errors. In [15], 
a soft margins technique was added to the MLMVN learning 
algorithm. This technique improves MLMVN generalization 
capability when solving classification and pattern recognition 
problems. In [16], the batch learning algorithm was introduced 
for MLMVN. This algorithm is based on the correction of the 
network weights based on the errors found for the entire 
learning set and is reduced to solving of an overdetermined 
system of linear algebraic equations. In [17], this algorithm 
was improved and generalized for MLMVN with an arbitrary 
amount of output neurons. 

Let us design the CNNMVN learning algorithm. Being 
based on the same general fundamentals as the MLMVN 

learning algorithm, this algorithm will be at the same time 
different from it. 

Let us have CNNMVN with − 1 fully connected layers 
and an output layer. To calculate the errors of neurons in these 
layers, we should use the error backpropagation rule which 
was proposed in [9]. Before calculating errors in convolutional 
layers, we should mention that each kernel has multiple inputs 
and multiple outputs at a time accordingly. This means that to 
correct the weights of any kernel, it is necessary to calculate 
first the errors for all the kernel`s outputs. Also, since 
flattening is used right before proceeding to fully-connected 
layer, the order in which all convolved images were placed in 
a flattened vector (see Fig. 1(b)) shall be fixed. 

To calculate the errors for all the kernel’s outputs in the last 
( ) convolutional layer, the same formula, which is used for 
hidden neurons in fully connected layers shall be adapted as 
follows = 1 , ( , )  (5) 

where ,  specifies the weight in the first fully-connected 
layer corresponding to  convolved pixel produced by the 

 kernel from the  input image in a flattened vector.  is 
the number of neurons in the first fully connected layer, and ,  is the error of the  neuron in first fully-connected 
layer. Thus the errors for all kernels’ outputs of the last 
convolutional layer shall be calculated according to (5). 

The errors of kernels in all − 1 convolutional layers shall 
be calculated by using the backward convolution operation, 
which is shown in Fig 2. To perform backward convolution in 
the − 1  layer, we should flip kernels by 180° applying 
padding to the errors in  layer of size − 1, where  is 
the kernel size in  layer, and slide over like it is a regular 
direct convolution. 

Fig. 2 Backward convolution. On the left we see errors of the 
kernel`s output with padding. To obtain errors of input image we 
should convolve errors of output image by flipped to 180° kernel. 

 
The errors at the  output of the  kernel in the rest of 

the convolutional layers are 

, = 1 . , ,  
(6) 

 
where ,  are the errors at the  output element of the 

 kernel in the  convolved image, = 1,… , , =1,… ,  , ,  are the  kernel`s weights and the 
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kernel size in  layer accordingly, and  is the number 
of kernels in − 2  layer, = . 

Finding errors according to (6) completes the process of 
the error backpropagation and calculation of errors of all 
neurons and kernels in CNNMVN. 

B.  Correction of the Weights 

After the errors of all neurons in CNNMVN are calculated, 
we can correct the weights. To correct the weights of kernels 
in all convolutional layers, it is possible to use the same idea 
of the batch LLS learning algorithm, which was developed for 
MLMVN in [17]. The main idea of the batch algorithm is that 
the weights can be adjusted not for each learning sample 
separately and sequentially, but for a whole learning set as a 
batch at a time. The larger is a batch, the more suitable is this 
method. Since each kernel gets and produces multiple output 
matrices (vectors) at a time, this method should be very 
appropriate to correct its errors. 

Let us for simplicity, but without loss of generality have a 
single ×  input image	and a kernel of the size . Let  be 
the number of input vectors of this kernel, thus  = ( − + 1) × ( − + 1). We can rewrite the 
convolution operation using the matrix-vector notation as 
follows , , … , , ⋯ , , … , ,⋮ ⋱ ⋮, , … , , ,⋯ 	 , , … , ,⋮ ⋱ ⋮, , … , , ⋯ , , … , .⋮ ⋱ ⋮, … , , , ⋯ , , … , ,

,⋮ ,⋮ ,⋮ ,
= 

=
,⋮, ⋮ ,⋮,

 

 
 
 
 
 

(7) 

where = − + 1, = − + 1. After the errors for all 
resulting values  are calculated, we can correct the weights.  

To adjust the weights, the MVN error-correction learning 
rule [6] shall be used = + + 1 , (8) 

where  and  are the weighting vectors before and after 
correction, respectively,  is the neuron`s input vector with 
complex-conjugated elements,  is the number of neuron 
inputs,  is the number of the learning step,  is the learning 
rate constant, which should be complex-valued in general, but 
was taken equal to 1 in all known applications. The error-
correction rule (8) can be easily adapted to the kernel from a 
convolutional layer as follows = + ,  

(9) 

Since a kernel has no bias , the error shall be distributed 
among all weights being divided by .  

Let us consider now the  convolved pixel. Let  be its 

desired output and  is its error. In such a case, its weighted 
sum is = +. . . + , = 1,… ,  (10) 

After the weights are adjusted according to (9), the updated 
weighted sum is (taking into account (10)) ̃ = + ⋯+ = = + ̅ +. . . + + ̅ = = + +. . . + + = = +. . . + + = + , 

 
 
 

(11) 

that is exactly what it should be: a corrected weighted sum 
was adjusted exactly by , (the error). 

Let us use the following notation ∆ = ̅ ; = 1, … , . (12) 

Then for a desired output we ideally should obtain the 
following from (11) and (12) 

 = ( + ∆ ) + ⋯+ ( + ∆ ) = = + + ∆ + ∆ = = + ; = 1,… , . 
 

 
(13) 

 
It follows directly from (13) that = ∆ +. . . +∆ ; = 1,… , . (14) 
Thus,  kernels` input vectors determine (14), which can 

be considered as a system of linear algebraic equations in  
unknowns ∆ , ∆ , … , ∆ 	over the field of complex 
numbers. These unknowns are the adjustments determined by 
(12). System (14) is typically overdetermined because the 
number of input vectors to the kernel is always larger than the 
kernel`s size. This means that such a system can pretty easily 
be solved using complex QR decomposition [18] or singular 
value decomposition (SVD) [18]. It should also be taken into 
account that there can be repetitive vectors , … ,  in (14). 
The corresponding repetitive equations should be removed 
from the system. 

Let  be a solution of (14) for the  kernel, = 1,… , . 
,  are weighting vectors before and after correction 

respectively, then = +  (15) 
Thus the kernel weights for all vectorized input matrices are 

corrected simultaneously as it was just shown. Finally, we 
should consider more general cases when there is more than 
one input image. Also, these cases are valid for arbitrary 
number of convolutional layers. 

Let us have  input images and one kernel. This means that 
we should calculate errors of all  convolved images. In such 
a case system (15) contains  equations. This system shall 
be solved in the same way as described above. After this 
system is solved, the weights shall be adjusted according to 
(15). 
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Let us have  input images and  kernels in a convolutional 
layer. The algorithm is the same. It is just necessary to 
calculate the errors of all convolved images for each kernel 
and obtain  different systems of  equations for each 
kernel. Then these systems shall be solved for each kernel and 
the kernel’s weighs shall be adjusted accordingly. 

Finally, when the process of weights adjustment for 
convolutional layers is complete, we have to adjust the 
weights for the next layer(s), which are fully connected. 

To adjust the weights of neurons in − 1 fully-connected 
hidden layers and in a single output layer, the MLMVN error-
correction learning rule with soft margins [15] should be used. 
Once all the weights are adjusted for the entire learning set, a 
learning iteration is complete. The learning process should 
continue until the learning error satisfies the angular RMSE 
criterion [15]. 

The actual learning process should be organized in the 
incremental manner, using a step by step learning of sub-
batches from the learning set (starting the process for each 
sub-batch from the weights obtained for the previous one). 
The process shall be considered converged when the testing 
error (for recognition of those images, which did not 
participate in the learning process) reached its minimum. The 
learning goal is in fact to train a network how to generalize on 
the testing data, not how to “memorize” a learning set. 

C. Pooling layer 

A pooling layer is usually located directly after the last 
convolutional layer and the main idea behind it is to reduce 
the size of an image to be learned while keeping its most 
specific important features. A pooling layer acts like a 
convolutional layer – it slides over its 2-D input “image”, but 
at each step it determines and keeps only the most important 
pixel, which should be selected based on some rule. 

There are two popular versions of pooling operations used 
in CNNs – the “Max” pooling and the “Average” one. The 
max pooling is reduced to selection of the maximum value in 
an input matrix, while its other elements remain ignored. The 
average pooling operation is reduced to averaging the values 
in an input matrix. This makes it possible to reduce the size of 
an image to be learned twice or even more, depending on the 
pool size and stride. 

Since CNNMVN is dealing with complex numbers, the 
average pooling looks natural for this network. The max 
pooling operation can also be utilized if complex numbers are 
compared by their arguments (phases) located in the 
interval	[0,2 ]. 

To perform the error backpropagation through a pooling 
layer, it should be adapted to the type of pooling. When the 
max pooling is used, the errors corresponding only to maxima 
should be calculated. In such a case (14) should consist only 
of the equations corresponding to these selected maxima. 
Other inputs should be ignored. 

When the average pooling is used, the error shall be shared 
among all elements of a local pool. Since average pooling is 

reduced to finding an arithmetic mean of convolved pixels 
then to find the corresponding errors, the error of this 
arithmetic mean should be divided by the number of pixels 
containing in the pool. 

IV. SIMULATION RESULTS 
 

We designed a CNNMVN software simulator. It is designed 
in Matlab and employs parallel processing using GPU1. This 
simulator was used to test the CNNMVN’s recognition 
capability. We used popular image benchmark datasets 
MNIST [19] and Fashion MNIST [20]. Each dataset contains 
70,000 samples. Creators of both datasets designated 60,000 
samples for learning and 10,000 ones for testing. It is 
important to note that we were interested in a “pure” 
experiment. This means that unlike it was in many other 
works where these image data sets were used, no image 
preprocessing was performed. All images were taken as they 
are. This also means that the simplest possible CNNMVN was 
used, that is a network containing a single convolutional layer, 
a pooling layer, a single hidden layer and an output layer. 

To convert image intensities into complex numbers located 
on the unit circle and use them as the CNNMVN inputs, the 
following transformation was applied  = 	 , = , 
where max ,min  are the maximum and minimum 
intensities of input image respectively,  is the input image 
pixel to be transformed into phase of the complex number. 

As we mentioned above, we used here the simplest possible 
CNNMVN. Thus our network had the topology 
ICPHO where I is a 28x28 input image, C is the 
number of 3x3 kernels in a single convolutional layer, P is the 
max pooling layer with the 2x2 size and stride 1, H is the 
number of neurons in a single hidden layer, and, O is the 
number of neurons in the output layer. In our case, = 10 
because this is the number of classes in both image data sets to 
be recognized. This means that in the output layer, the neurons 
performed the binary “1 vs. all” recognition using the “winner 
takes it all” principle. A neuron-winner was determined by the 
minimal deviation of its complex-valued weighted sum from 
the complex-valued desired output in terms of the angular 
distance as it was suggested in [15]. 

We limited training to 15 epochs. To achieve better 
accuracy, we used the dropout technique [21] with the dropout 
rate 25%. This approach allows to avoid neural network`s 
overfitting due to disabling its neurons with probability  at 
every learning iteration. Also, as we employed soft margins 
[15] in the CNNMVN learning rule, the angular root mean 
square deviation of /2 from the desired output was allowed. 
The experimental results are shown in Table 1. 

 

                                                           
1 A software simulator and data used in this paper will be available to the 
research community right after publication of the paper at 
https://www.freewebs.com/igora/Downloads.htm 
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TABLE I. CLASSIFICATION RESULTS FOR MNIST AND FASHION MNIST 
Dataset Number 

of kernels 
Number of 

hidden neurons 
Accuracy 

% 
MNIST 7 300 90.24 
MNIST 10 300 90.03 

Fashion MNIST 7 300 91.38 
Fashion MNIST 10 300 90.41 

 
It is important to mention that this stable accuracy shown 

by the simplest possible CNNMVN shall not be compared to 
the almost 100% accuracy shown, for example, for the 
MNIST data set by CNNs containing multiple convolutional 
layers or other deep learning techniques, which employed 
preprocessing of the data. 

Moreover, the level of accuracy, which was achieved using 
the simplest possible convolutional neural network with multi-
valued neurons containing a single convolutional layer with 
just a few (7 to 10) kernels and without any data preprocessing 
shall definitely be considered high. 

 
V. CONCLUSION AND FUTURE WORK 

 
Our goal was to design a convolutional neural network 

based on multi-valued neurons and develop its learning rule. 
CNNMVN was designed and fundamentals of its organization 
and learning algorithm were presented. Simulations using the 
simplest CNNMVN with a single convolutional layer show 
that this network may have a high potential in solving image 
recognition problems. 

Our future work will be focused on reaching the next goal. 
This goal is to further develop CNNMVN by using multiple 
convolutional layers. This will make it possible to drastically 
improve the CNNMVN generalization capability. Then it will 
be possible to compare it, for example to CNNs employing 
multiple convolutional layers and presented in [3], [21], [22]. 

Also, our future work will include full adaptation for 
CNNMVN of the batch learning technique earlier used for 
MLMVN. It should be expected that this approach will make 
it possible to speed up the learning process by reducing the 
number of its learning iterations. 
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Abstract— In this paper, we use the multilayer neural 
network with multi-valued neurons (MLMVN) as an intelligent 
tool for speckle noise filtering. MLMVN is a complex-valued 
feedforward neural network, which was successfully used for 
solving various problems including classification, prediction and 
additive noise filtering. Here, we apply MLMVN containing a 
single hidden layer for speckle noise filtering by processing 
overlapping patches taken from a noisy image. A resulting image 
is obtained by averaging the resulting intensities over all 
overlapping pixels. To train MLMVN, a learning set created of 
randomly selected patches from various images is used. A 
network is trained to transform a noisy patch into a clear one. To 
make a learning process more efficient, an incremental approach 
is used. A learning set is divided into batches, and a network is 
trained by sequentially going over all of them. In terms of PSNR, 
this approach significantly outperforms Lee filter – traditionally 
used for speckle noise filtering, and the BM3D filter – commonly 
recognized as one of the best nonlinear filters ever.  

 
Keywords— Complex-Valued Neural Networks, Multi-Valued 

Neuron, Multilayer Neural Network with Multi-Valued Neurons, 
MLMVN, Intelligent Filtering, Speckle Noise 

 
I. INTRODUCTION 

 
In this paper, we use the multilayer neural network with 

multi-valued neurons (MLMVN) as an intelligent tool for 
speckle noise filtering. MLMVN is a complex-valued 
feedforward neural network (CVNN). CVNNs whose 
observation is given, for example in [1], [2] are employed for 
solving a number of applied problems, such as: landmine 
detection [3], forecasting of wind profiles [4], medical image 
analysis [5], prediction of oil production from a well [6], 
analysis of signals in EEG-based brain-computer interfaces [7], 
intelligent filtering of additive noise from images [8].  

MLMVN was introduced in [9]. Its derivative-free 
backpropagation learning was considered in [10]. MLMVN is 
a feedforward neural network whose generic element is the 
multi-valued neuron (MVN). Theoretical foundations of 
MVN, MLMVN, and their learning – which is based on the 
generalized error-correction rule, are considered in [2].  

While MLMVN shown its high efficiency in solving many 
practical problems, the most important for us with regard to 
this work is its application in filtering of additive Gaussian 
noise from images [8]. There, MLMVN was used as an 
intelligent image filter. We will use it here in the same 
capacity, but for filtering multiplicative noise.  

The most efficient learning algorithm for MLMVN, which 
was designed in [11] and then modified and adapted for a 

network with multiple output neurons in [12], employs a batch 
learning. The latter version of this algorithm will be used here. 

Speckle noise filtering is a pressing problem in image 
processing. Since speckle noise is a multiplicative noise, linear 
filters are not capable to remove or even reduce it because it is 
not possible to separate it linearly from images. Speckle noise 
is a major issue in radar satellite images, ultrasound images, 
and optical coherence tomography images. It appears due to 
the interference of waves reflected from an uneven natural 
surface. When an image is taken, useful true waves that are 
reflected from a surface in the image may interfere with each 
other, as well as with waves re-reflected from an uneven 
surface. This interference creates a specific granular pattern on 
an acquired image and complicates image interpretation as well 
as its automatic analysis.  

There are many nonlinear filters, which can be used for 
speckle noise reduction. The most known of them are the Lee 
filter [13] and the Frost filter [14]. Both these spatial domain 
filters were specifically designed for taking care of speckle 
noise. They are based on the analysis of local statistics in a 
small window around a pixel of interest. Weights are assigned 
corresponding to intensities from this window based on said 
analysis. A noisy intensity should be substituted a weighted 
estimated value found based on the minimum mean square 
error criterion. 

The BM3D filter introduced in [15] is commonly 
considered as one of the best universal nonlinear filters ever. 
This filter is based on the frequency domain processing of 3D 
blocks created from statistically similar overlapping patches. It 
is highly efficient for additive and speckle noise removal. 

It was proposed in [16]-[18] to use a deep learning 
technique for image filtering. Basically, it was suggested to use 
a classical feedforward neural network (multilayer perceptron - 
MLP) with several hidden layers as an intelligent filter. This 
approach is based on the simultaneous filtering of all pixels 
from an n x n patch, processing of overlapping patches with a 
small offset and averaging the filtering results for each pixel 
over all overlapping patches which to this pixel belongs. A 
learning process was organized in a way where a neural 
network should have learned how to remove noise from a noisy 
input patch and create a clear output patch.  

This idea was a basement for the use of MLMVN as an 
intelligent filter to remove additive noise from images [8]. 
However, unlike in [16]-[18] where MLP with several hidden 
layers was used, it was enough to use MLMVN with a single 
hidden layer to obtain very competitive results, which were 
slightly better than or comparable to the ones obtained using 
the BM3D filter [8].  



79 

There are some fairly recently published works where deep 
learning and, particularly, a convolutional neural network are 
used for speckle noise filtering [19], [20].  

In this paper, we would like to use MLMVN for speckle 
noise reduction. We will use the same basic approach, which 
was employed in [8] to filter additive noise. At the same time, 
a learning algorithm will be modified with the use of 
incremental learning. The results will be compared to the ones 
obtained using the Lee and BM3D filters as the most efficient 
traditional filters used for speckle noise filtering. 

 
II. SPECKLE NOISE AND ITS MODELS 

 
Speckle noise is a multiplicative noise. Its mathematical 

model can be presented in the most general form as follows 
 

( ) ( ) ( ) ( ), , , ,A x y I x y S x y R x y= × + , (1)  
 
where ( ),x y  are coordinates of a pixel, ( ),A x y  is an observed 
intensity value, ( ),I x y  is an intensity value from an ideal 
(clear) image, ( ),S x y  is a multiplicative component of 
speckle noise, ( ),R x y  is an additive component of speckle 
noise. 
Often an additive component is not presented (for example, in 
ultrasound imaging) and in such a case model (1) shall be 
transformed to 
 

( ) ( ) ( ), , ,A x y I x y S x y= × . (2)  
 
We will use in this paper model (2). 

To simulate speckle noise corresponding to various image 
acquisition techniques, various statistical models of noise 
should be used accordingly. In this work, to simulate noise S 
in (2) we used the following model. A field of the same size as 
a corresponding image to be corrupted should be generated. 
This field contains evenly distributed random numbers having 
the following properties. Its mean as a noise mean shall be 
equal to that of an image to be corrupted. A variance of noise 
shall be measured in terms of a fraction of the variance of an 
image to be corrupted. We used in this work a noise variance 

20.05σ , 20.1σ , and 20.2σ  where σ  is a standard deviation 
of an image to be corrupted and 2σ  is its variance, 
accordingly. A field, generated as it was described, shall be 
multiplied component-wise with a clear image I. As a result, 
this image becomes corrupted according to (2). The result 
shall be finally divided by the corresponding mean value. 
 

III. FILTERING USING MLMVN 
 
We use here the same approach to speckle noise filtering as 

the one used for additive noise filtering in [8]. Our expectation 
to get a good result was based on the following considerations. 
MLMVN was used in [8] as an intelligent filter for additive 
Gaussian noise and its efficiency was compared to the one of 

BM3D filter. Since MLMVN returned results that were 
slightly better than or at least comparable to what can be 
obtained using BM3D filter – which is highly efficient also for 
speckle noise filtering, we should have expected that 
MLMVN can also be efficient in speckle noise reduction. 

Let us very briefly recall key moments of the approach 
presented in [8]. 

The most important in this approach is that a two-layer 
MLMVN (thus a network with a single hidden layer) takes an 
n x n patch from a noisy image and creates an m x m filtered 
patch (where m n<  ) on the output. This means that a neural 
network processes a smaller sub-patch in the middle of the 
input patch. An image is divided into m x m overlapping 
patches with the offset equal to 1. To get a final result after 
processing of all patches, it is necessary to average the results 
over all overlapping estimations of every single intensity 

value: ( ) ( )
1

, , /
xyR

i xy
i

f x y f x y R
=

= . Here xyR  is the number of 

overlapping estimations of the pixel with the coordinates 
( ),x y  and ( ), , 1,...,i xyf x y i R=  are these estimations. 

Hence, to use MLMVN for filtering as it is described, it 
shall have the 2 2n H m→ →  topology where 2n n n= ×  is 
the number of network inputs corresponding to the number of 
pixels in each input patch, H  is the number of hidden 
neurons, and 2m m m= ×  is the number of network outputs. 
Thus, the number of output neurons matches the number of 
pixels in an output patch. To take care of patches in any of the 
border areas, an image should be cropped by an amount of 
pixels matching the size of an output patch. 

To organize a learning process, it is necessary to create a 
learning set. Each learning sample consists of 2n n n= × inputs 
(intensities, which are taken from a noisy patch) and 

2m m m= × desired outputs (intensities, which are taken from 
a clear patch). Patches to be included in a learning set should 
be selected randomly from various images. The wider the 
variety of images used in the learning set, the better the results 
should be expected, in terms of the network generalization 
capability. 

To project integer intensities on the unit circle (which is 
necessary because MLMVN is a complex-valued neural 
network), the exact same approach that was used in [8] is used 
here. The unit circle was divided into 288 sectors while only 
the first 256 of them were used. This is important in order to 
avoid occasional mix of black (0) and white (255) output 
values. If occasionally an output of the network could fall into 
sectors from 256 through 287, then the following procedure 
was applied to adjust the output 

 
255 272 255,
272 288 0.

r r

r r

< < → =
≤ < → =  

 
Here, as it was already mentioned above, we used a batch 

learning algorithm presented in [12]. However, two 
modifications to this algorithm were made. Typically, any 
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learning process is based on the minimization of the learning 
error. There is a common expectation that the smaller the 
learning error, the more capable a neural network should be of 
generalization. 

However, the actual goal of any learning process is to 
achieve the best possible generalization capability of a neural 
network. Taking this into account, we modified the learning 
algorithm presented in [12]. Since the goal of learning in our 
case is to reach the best filtering results, a validation error 
calculated for images that did not participate in the learning 
process and averaged over all of them, was used as a stopping 
criterion. Hence the goal of learning should be minimization 
of the validations error – not the learning error. 

To speed up the learning process and avoid overfitting, we 
also made another modification to the learning algorithm. 
Basically, we applied an incremental learning technique in the 
following way. A learning set for solving a problem of image 
filtering should be fairly large [8]. The only way to make a 
neural filter robust is to include in a learning set many 
learning samples taken from many images. However, if a 
learning set consists of tens of thousands of samples and we 
try to learn the set as a whole, this may lead to overfitting or to 
the enlargement of the number of hidden neurons in the 
network. The latter may help to learn, but it negatively affects 
the generalization capability. This is because a network 
basically “memorizes” a learning set but cannot generalize as 
it is desired. There is also another disadvantage of this – a 
significantly longer time needed for learning. An alternative 
approach is to learn not a learning set as a whole, but to divide 
it into smaller batches and run a learning process batch by 
batch. We organized a learning process in the following way. 
Let us suppose our learning set contains N samples. Let us 
divide it into /r n k=  batches containing an equal number of 
samples. A learning process starts from random weights and 
only samples from the 1st out of r batches should be involved. 
The batch learning algorithm [12] should be applied. To stop 
the learning process for a given batch, a threshold value for a 
desirable level of the learning error (in terms of the root mean 
square error – RMSE) should be specified. Once the 1st batch 
is learned, we move to the 2nd one. It is important that while 
we start learning the 2nd batch from the weights resulted from 
the learning of the 1st batch, but samples from the 1st batch are 
not involved in the learning process for the 2nd batch. Upon 
the learning process converging for the 2nd batch, we move to 
the 3rd one, etc. Finally, when the rth batch was learned, this 
completes a global learning iteration, which means that a pass 
over the entire learning set is complete. At this moment, we 
filter all images from a validation set – which did not 
participate in the learning, and evaluate the average testing 
RMSE and peak signal to noise ratio (PSNR). Our goal, as it 
was mentioned above is to minimize testing RMSE or (which 
is the same) maximize testing PSNR. If the validation error 
exceeds our desired targeting value, we return to the 1st batch 
and the next global iteration should be started from the 
weights resulted from the previous one. This process should 
continue while the validation error exceeds the desired level. 

Of course, the learning process can also be stopped by 
restricting the maximum amount of its global iterations.  

 
IV. SIMULATION RESULTS 

 
In our experiments, we used exactly the same collection of 

410 images, which was used in [8]. It contains 110 images 
which are available from [21] and 300 images from the 
authors’ collection1.  

Learning sets were created from 400 images, while 10 
images, which have not participated in the learning process, 
were used for validation. We created three learning sets 
corresponding to noise variance 20.05σ , 20.1σ , and 20.2σ  
(where σ  is a standard deviation of a clear image), 
accordingly. 

To create a learning set, 100 patches were randomly 
selected from each of 400 images. As a result, each learning 
set contains 40,000 samples.  

Based on the experimental results, we found that the best 
size of an input patch is 7x7 and the best size of an output 
patch is 5x5. 

The number of hidden neurons in a single hidden layer 
may vary. In our experiments, we used from 512 to 3072 
hidden neurons. Our experiments show that a larger number of 
hidden neurons makes it possible to improve the network’s 
generalization capability. At the same time, the number of 
hidden neurons does not affect the duration of the learning 
process, which is based on the incremental learning procedure 
described above. A smaller network needs more iterations to 
learn a single batch, while a larger network needs fewer 
iterations, but more time per each iteration. It should also be 
noted that we did not use parallel data processing in our 
simulations. They were performed using a serial software 
simulator. 

In our experiments, we tested batches containing 50, 100, 
200, and 400 learning samples. Since 100 patches were taken 
to a learning set from each of 400 learning images, this 
corresponds to batches composed from blocks taken from a 
single image (50 or 100), two images (200) and four images 
(400). We found that with a batch containing 200 learning 
samples it possible to get better results than with batches of 
other size. This optimal size does not depend on the noise 
standard deviation. Thus, our entire learning set containing 
40,000 samples is divided into 200 batches containing 200 
samples each. 

Hence, a global learning iteration with a batch containing 
200 samples consists of sequentially running the learning 
algorithm [12] for each batch. This process starts from the 
random weights for the first batch and continues for each 
following batch starting from the weights resulted from the 
learning of a preceding batch. 

 
 

                                                           
1 All software simulations were performed using designed in MATLAB. The 
corresponding MATLAB functions along with the data used for simulations in 
this paper can be found at http://www.freewebs.com/igora/ under “Download 
Software Simulators and Data” right after publication of this paper. 
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TABLE I 
SIMULATION RESULTS: FILTERING USING MLMVN VS. BM3D  FILTER AND LEE FILTER  

FOR NOISE WITH THE STANDARD DEVIATION 
20.05σ , 20.1σ , 20.2σ  AND ALL TEST IMAGES USED IN SIMULATIONS. 

TEST IMAGES 1 2 3 4 5 6 7 8 9 10 AVERAGE 

NOISE
20.05σ  

 

MLMVN 
7X730725X5 
71 ITERATIONS. 

PSNR 32.81 29.53 30.33 30.79 29.07 28.95 34.28 33.12 35.12 32.04 31.60 

RMSE 5.82 8.51 7.76 7.36 8.98 9.10 4.92 5.62 4.47 6.37 6.94 

BM3D FILTER PSNR 32.17 29.04 29.44 30.39 28.96 28.37 32.21 31.78 34.39 32.45 30.83 
RMSE 6.28 9.00 8.59 7.71 9.09 9.73 6.25 6.56 4.86 6.08 7.48 

LEE FILTER PSNR 26.87 26.79 26.72 28.13 27.10 27.06 29.57 28.74 30.60 27.12 27.87 
RMSE 11.12 11.66 11.77 10.00 11.24 11.31 8.47 9.32 7.52 11.23 10.30 

NOISE
20.1σ  

 

MLMVN 
7X730725X5 
10 ITERATIONS 

PSNR 30.65 27.34 27.69 28.52 26.98 27.09 32.35 30.80 33.02 29.86 29.43 

RMSE 7.47 10.95 10.51 9.56 11.41 11.28 6.15 7.35 5.69 8.19 8.86 

BM3D FILTER 
PSNR 30.10 26.68 27.15 28.11 27.01 26.75 31.41 30.45 33.37 31.64 29.27 

RMSE 7.97 11.82 11.19 10.02 11.37 11.72 6.85 7.65 5.47 6.67 9.07 

LEE FILTER 
PSNR 26.62 25.17 25.19 26.44 25.25 25.20 27.38 26.81 28.71 24.85 26.11 
RMSE 11.89 14.05 14.01 12.14 13.93 14.01 10.89 11.63 9.79 14.58 12.69 

NOISE
20.2σ  

 

MLMVN 
5X520483X3 
52 ITERATIONS 

PSNR 28.12 25.17 24.98 26.15 24.85 24.76 30.21 28.35 30.47 28.10 27.12 

RMSE 10.01 14.06 14.38 12.55 14.59 14.73 7.87 9.74 7.63 10.04 11.56 

BM3D FILTER 
PSNR 26.62 24.50 23.83 26.96 24.32 23.92 29.91 27.51 31.80 26.29 26.57 
RMSE 11.94 15.39 16.46 11.56 15.50 15.50 8.77 10.76 7.01 12.32 12.49 

LEE FILTER 
PSNR 24.07 22.66 22.46 24.09 22.84 22.76 25.08 24.47 25.80 29.31 24.35 
RMSE 15.95 18.75 19.19 15.91 13.39 18.56 14.20 15.24 13.08 8.73 15.30 

 
 

Fig. 1. Convergence curve (PSNR vs. # of global 
iterations) for the learning set for noise with the 

variance 20.05σ  

Fig. 2. Convergence curve (PSNR vs. # of global 
iterations) for the learning set for noise with the 

variance 20.1σ  

Fig. 2. Convergence curve (PSNR vs. # of global 
iterations) for the learning set for noise with the 

variance 20.2σ  
 

 
We tested three RMSE threshold values (4.0, 5.0, and 6.0) 

as stopping criteria for the learning process running for every 
single batch. Contrary to a standard, traditional logic of the 
learning error minimization, our experiments show that the 
RMSE threshold 6.0 gave better filtering results than 4.0 and 
5.0. Evidently, lower thresholds lead to some kind of 
“memorization” of the corresponding learning samples, but we 
should not forget that our goal is to obtain better 
generalization capability and better filtering results for our 
validation images. 

On the first global iteration, only the learning of the first 
batch starting from random weights requires 15-30 local 
iterations. To learn the rest of batches, 5-10 iterations are 
needed. On the next global iterations, just a few local 
iterations are needed to learn every batch. This speed up the 
learning process drastically. 

Even after the very first global learning iteration, which 
takes just a few minutes, the method presented here shows 
slightly better results than BM3D filter (for noise with 
variance 20.05σ , 20.1σ ) and about the same results as BM3D 



82 

filter (for noise with variance 20.2σ ). These results can be 
improved continuing the learning process. In Fig. 1-3, 
convergence curves for the learning algorithm described here 
are shown. In every experiment, if the results in terms of 
validation PSNR were improving, then the learning process 
would continue to run. Our final goal was to get the average 
PSNR over 10 test images by 0.5-0.7 higher than the one 
resulted from BM3D filter. Table 1 contains the results for all 
three noise variances. The method, which is presented here is 
compared to BM3D filter and Lee filter. The results are shown 
for all 10 validation images, which have not participated in the 
MLMVN learning process. The last column contains RMSE 
and PSNR averaged over all 10 test images. The best results 
are shown in bold. MLMVN outperforms the BM3D filter for 
7-9 out of 10 validation images and the Lee filter for all of 
them.  

Fig. 4-7 illustrate the results of filtering of one out of the 
ten test images corrupted by speckle noise with variance 

20.05σ . Fig. 8-11 illustrate the results of filtering of one out 
of the ten test images corrupted by speckle noise with variance 

20.1σ . While BM3D filter can remove noise completely, at 
the same time it also “washes” or even removes small details 
from an image. After MLMVN filtering some very slight 
noise leftovers can still be visible, but MLMVN preserves 
small details on an image more efficiently. This is resulted in 
higher PSNR obtained using MLMVN for all test images 
containing many small details. At the same time, the BM3D 
filter slightly outperforms MLMVN when working with 
images containing no small details.  

Image processing with BM3D filter was done using the 
MATLAB implementation available online from the web page 
devoted to BM3D filter by its authors [22]. 

 
V. CONCLUSIONS 

 
The main result presented in the paper is the experimental 

proof that MLMVN can be used for intelligent speckle noise 
filtering by processing overlapping patches. It performs 
slightly better or at least it is comparable to the BM3D filter. 
MLMVN better preserves small details in images and this is 
its main advantage. We also used minimization of the 
validation error, not of the learning error as a stopping 
criterion for the learning algorithm. To avoid overfitting and 
better adapt a large learning set, an incremental learning 
approach was employed to organize the learning process. As a 
result, the learning process can be significantly sped up. 
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Fig. 4. The “Train Station” - original image, which 
was not used in the learning sets  

Fig. 5. The “Train Station” image from Fig. 4 
corrupted by speckle noise with variance 20.05σ  

Fig. 6. The image from Fig. 5 filtered with 
MLMVN containing 3072 hidden neurons. 
PSNR=32.81. Small details are mostly preserved. 

Fig. 7. The image from Fig. 5 filtered using BM3D 
filter; PSNR=32.17. Many small details are gone 
after filtering. 

Fig. 8. The “Sailfish” image, which was not used in 
the learning sets (the original image) 

Fig. 9 The “Sailfish” image from Fig. 8 corrupted 
by speckle noise with variance 20.1σ  

 

 

Fig. 10. The image from Fig. 9 filtered with 
MLMVN MLMVN containing 3072 hidden 
neurons. PSNR=32.35. Small details are mostly 
preserved 

Fig. 11. The image from Fig. 9 filtered using 
BM3D filter; PSNR=31.41. Many small details are 
gone after filtering 
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Abstract— The article considers the task of classifying 
fractal time series based on the construction of their recurrence 
plots. Short realizations of EEG signals were used as input data. 
Two classification machine learning methods were considered: 
in the first case, quantitative fractal and recurrent 
characteristics of the time series were classification features, in 
the second case, image recognition of recurrence plots was 
carried out. The results showed fairly high classification quality 
for both methods, and relative advantage of the image 
classification method. 

Keywords— fractal time series, classification of time series, 
recurrence plot, machine learning classification 

I. INTRODUCTION 
Time series analysis is found in many practical 

applications ranging from human activity detection to 
cybersecurity. In many cases, the problem of time series 
classification occurs. Moreover, any classification task that 
uses ordered data can be considered as a time series 
classification task. 

Over the past decades, time series classification methods 
based on machine learning have been developed [1-5]. One of 
the most popular approaches to classification is to extract from 
time series a set of some features, which are input data for the 
classifier [6-9]. 

Nowadays methods of nonlinear dynamics, including the 
method of recurrence plots, are widely used for time series 
analysis. Recurrence analysis is based on repeatability of time 
series states and allows presenting a time series as a geometric 
structure. The topology of such geometric structure allows to 
reveal and analyze the characteristic features of time series 
dynamics of different nature [10, 11]. 

With the development of machine learning methods and 
approaches to the selection of features for classification, a 
number of researchers began to use quantitative recurrence 
characteristics of time series in the tasks of classification. 
Thus, for example, in [12] the classification of time series is 

considered by an example of video compression algorithms 
with the use of distance measure of cross recurrence plots; in 
[13], using the support vector machine, the heart rate 
variability is classified based on recurrence features; in [14] 
support vector machine algorithm and features of recurrence 
plots are used.  

The other approach to time series classification is the 
visualization of recurrence plots and image recognition using 
deep neural networks. In [15], this approach is proposed to 
recognize and monitoring user behavior; in [16] and [17], the 
recognition of recurrence plots using convolutional neural 
networks was applied to different types of time series. 

The classification of time series with fractal properties is 
of particular interest. Numerous studies have shown that time 
series, changing the character of dynamics, also change the 
fractal properties. This concerns attacked traffic [18], 
biomedical signals [19], financial series [20], etc. In [21–23], 
it was shown that change in the fractal properties of the time 
series leads to change in the recurrence characteristics. Thus it 
is possible to use recurrence quantitative characteristics as 
features for classification of fractal time series [23-25] or to 
use visualization of recurrence plots for classification [26]. 

The purpose of the present work is comparative analysis 
of two approaches to classifying fractal time series: first use 
fractal and recurrence quantitative characteristics as features 
for a classifier and second base on the classification of 
recurrence plot images  

II. RECURRENCE PLOTS  
A recurrence plot is a matrix of distances between points 

of a time series in pseudophase space. It is assumed that the 

analyzed time series ( )x t  1,...t N=  is the trajectory of some 
dissipative system. Using the Packard-Tackens's method  [27], 
one can reconstruct attractor of the system in the m-
dimensional phase space from this trajectory, where the phase 

variables are time-delay values of ( )x t : 
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( )( ), ( ),..., ( ( 1) )F x t x t x t mτ τ= + + −  

where τ  is the time lag. 
In this case, the recurrence plot is a square matrix ,i jRP , 

, 1,...i j N= . An element of this matrix ,i jRP  is equal to 1 if 
the distance between the points ( )ix t  and ( )jx t  in the m-
dimensional phase space F  does not exceed some pre-
assigned value ε . Otherwise, ,i jRP  equal to 0. [28] 

If put the recurrence plot elements ,i jRP  according black 
and white, a some topological structure of the time series is 
got. Qualitative and quantitative topological analysis of the 
recurrence structures allows to classify time series based on 
their recurrence l properties. Quantitative measures of 
recurrence structures were discussed in detail in [29,30]. 
Consider the main ones. 

Recurrence rate (RR) shows the density of recurrence 
points, i.e., the probability of recurrence ( )ix t  in the m-
dimensional phase space: 

,2 , 1
1 N

i ji j
RR RP

N ==  . 

Important in the topology of recurrence structures are 
diagonal structures, which show the time interval when one 
time series section comes close enough to another. 
Deterministic time series, for example, periodic ones, have 
long diagonal lines, while stochastic series are either very 
short or do not have them at all. 

To calculate quantitative characteristics based on diagonal 
structures, we consider the frequency distribution of the 
lengths l of diagonal lines in a recurrence plot: 

( ) { }; 1...i lP l l i N= = , 

where il  is length of i -th diagonal line, lN  is number of 
diagonal lines. The average length of the diagonal lines is 
calculated as follows: 

( )
( )

lN
i ii

N
ii

l P l
L

P l

⋅
= 


. 

The determinism (DET) or system predictability measure 
is called the following relation of recurrence points: 

( )
,, 1

lN
i ii

N
i ji j

l P l
DET

RP=

⋅
= 


 

Denote the frequency distribution for the set of lengths of 
vertical lines as 

( ) { }; 1, 2,...,kP k Kν ν= = , 

where kν  is length of k -th vertical line, K  is number of 
vertical lines.  

The laminarity measure (LAM) characterizes the presence 
of system states when the system motion along the phase 
trajectory practically stops: 

( )
min

,,

ν ν
ν ν

==



N

N

i ji j

P
LAM

RP
. 

Quantitative measures of recurrence can be used as 
features in the classification using machine learning [23-25]. 

III. FRACTAL CHARACTERISTICS OF TIME SERIES 
The fractality of stochastic processes is to preserve 

distribution laws when changing the time scale. A stochastic 
process ( )X t  is self-similar with a parameter H  if the 

process ( )Ha X at−  is described by the same distribution laws 
as ( )X t . The parameter H , 0 1H< < , is called the Hurst 
exponent and it is the self-similarity measure. The moments 
of the self-similar stochastic process satisfy the following 
scaling relation 

 ( ) q qHE X t t ∝
  .   

Multifractal stochastic processes are inhomogeneous 
fractal ones. Scaling relation for their moment characteristics 
is described by 

 ( )( ) q qh qE X t t  ∝
  ,   

where ( )h q  is generalized Hurst exponent. The Hurst 
exponent H  of multifractal processes is equal to the value 

( )h q  at 2q = . [31] 

There are many. One of the most practical approaches to 
estimate the fractal characteristics by time series is the method 
of multifractal detrended fluctuation analysis (MFDFA) [32]. 
MFDFA allows to calculate the fluctuation function ( )F τ  

which has scaling relation ( )( ) h q
qF τ τ∝ . 

IV. CLASSIFICATION METHODS 
As a result of a number of preliminary experiments, the 

simplest type of feedforward neural network (perseptron) was 
selected as a classifier based on quantitative features. In this 
work the perseptron with seven layers was used. 

The ReLU (rectified linear unit) semi-line function was 
used as an activation function. The main advantage of this 
function is the multifold increase in the rate of the gradient 
descent convergence in comparison with traditional activation 
functions, which is due to the linear nature of the function 
[33]. 

After each fully connected layer of the neural network, the 
regularization layer was connected. The method of batch 
normalization was used in layer regularization to improve the 
efficiency of neural network learning and to solve the problem 
of overfitting [34].   

Batch normalization reduces the covariance shift, i.e. the 
divergence of distribution parameters of features values in the 
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learning and test samples (mathematical expectation, 
dispersion, etc.). That is, when using normalization batches, 
the input data are normalized in such a way as to obtain a zero 
math expectation and a unit dispersion. Normalization is 
performed before entering each layer. 

Also batch normalization has a number of advantages, 
including: faster convergence of models is achieved, each 
layer of the network is trained more independently of the 
others; batch normalization is a mechanism of regularization, 
because it brings some noise to the outputs of nodes hidden 
layers, etc. 

The Adam (adaptive moment estimation) algorithm was 
used as the optimization method for the neural network [35]. 
In contrast to the classic stochastic gradient descent, which 
supports a single learning rate, Adam calculates individual 
adaptive learning rates for each parameter calculated on the 
basis of the first and second gradient moments. 

The Adam algorithm has many advantages, among which 
are the following: it is simple to implement, computationally 
efficient, has small memory requirements, and is good for 
tasks with a large number of parameters. 

The most frequently used for image classification are 
convolution neural networks, which are deep neural networks. 
Deeper neural networks should theoretically work better than 
smaller models. But the big problem is optimization in deep 
models, as they are more difficult to optimize because 
gradients spread from upper to lower layers. [36] 

To solve this problem, a deep residual network 
architecture was developed, based on a residual block, which 
is a number of bundled layers with activations, with a shortcut 
connection (fast connections). The basic idea of the residual 
network is that instead of the usual serial connection of layers 
of neural network, a fast access connection is used, which 
allows the signal to pass almost without changes. [37,38] 

In this case, if on some layer the network has already 
sufficiently well approximated the original function that 
generates the data then on further layers the optimizer in Res 
blocks can make weights close to zero, and the data will pass 
through the shortcut connection almost unchanged, which 
leads to a much faster convergence and better learning.  

In this work, a residual neural network containing 131 
layers with weights was constructed for image classification. 
These layers were divided into 11 separate layers and 120 
combined into blocks with a quick access connection. The 
Adam algorithm was also used as the optimization method for 
this residual neural network. 

V.  INPUT DATA 
To conduct a comparative analysis, the well-known 

dataset was used [39]. It contains records of 
electroencephalograms (EEG) for various human conditions. 
It is widely known that EEG realizations have fractal 
properties, which vary depending on the state of a person [19, 
40]. It allows us to use fractal and recurrent characteristics as 
features for classifier. 

This date set, which contains 5 classes of EEG records, is 
traditionally used for binary classification: epileptic seizure 
data (one class) and all other cases (four classes). Each class 
consists of 100 files, where each file corresponds to one 
object. Every file contains 23 records with length of 178 

values, which corresponds to 1 second. Thus, the data is 
divided into 2 classes, where the first contains 2300 time 
series, and the second - 11500. 

Fig. 1 represents two EEG realizations from the first class 
(above) and two realizations from the second class (below). 

 
Fig. 1. EEG realizations of the first class (above) and of the second class 
(below). 

Fig. 2 shows the recurrence plots constructed by the above 
time series. At the top of Fig. 2, plots of the first class are 
represent, and at the bottom - of the second class. These 
recurrence plots were the basis of inputs to neural networks. 
In the first case, the recurrence plot was the matrix for 
calculation of quantitative recurrence characteristics, and in 
the second case, recurrence plot was image for recognition. 

      

    
Fig. 2. Recurrence plots of the first class (above) and of the second class 
(below). 

VI. EXPERIMENT DESCRIPTION 
When classifying the entire data set was used (11,500 time 

series), where 8,500 time series were selected for training 
(6,800 cases with epilepsy and 1,700 without it) and 3,000 for 
testing (2,400 cases with epilepsy and 600 without it). 

Consider the case when the classification was carried out 
according to quantitative characteristics. Fig. 3 shows the time 
realizations and the corresponding functions of the 
generalized Hurst exponent ( )h q , evaluated by the MFDFA 
method. 
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Fig. 3.  EEG realizations and corresponding functions of generalized Hurst 
exponent. 

The left part of Fig. 3 represents a typical realization and 
function ( )h q  for the 1st class of EEG records, and on the 
right part the 2nd class realization with the corresponding 
function ( )h q  is shown. Preliminary studies have 
demonstrated that realizations of different classes have 
significant differences in the range of generalized Hurst 
exponent ( )h q  and Hurst exponent H  values. It should be 
noted that the short length of the time series (178 values) 
causes large errors in the direct estimation of generalized 
Hurst exponent [5, 8]. Fig. 4 shows the recurrence plots for 
realization presented in Fig. 3. 

  

 
Fig. 4. Recurrence plots: first class (left) and second class (right)  

For each recurrence plot, recurrence characteristics, such 
as determinism, average length of the diagonal lines, 
laminarity and others were obtained. Table 1 presents some 
quantitative recurrence characteristics corresponding to the 

plots shown in Fig. 3. We can note a significant difference 
between the characteristics of different classes realizations. 
Studies have shown that such differences are typical. 

TABLE I.   QUANTITATIVE RECURRENCE CHARACTERISTICS  

Class RR Det L LAM 
1 0,027 0.147 4.58 0.293
2 0,035 0.031 3.12 0.064

 

Thus, in the case of classification based on quantitative 
characteristics, the following features were received at the 
input of a fully connected perceptron: 

• statistical characteristics (median, coefficient of 
variation, etc.) calculated from the values of the 
normalized EEG time series; 

• fractal characteristics (the value of the Hurst exponent, 
the range of values of the generalized Hurst exponent 
and some its values, etc.) obtained from sample 
generalized Hurst exponent which was estimated by 
the MFDFA method; 

• recurrent characteristics, such as DET, LAM, L, etc., 
obtained from the recurrence plot of EEG time series 
recurrence plot. 

In the second case (classification based on recurrence 
plots), black-and-white images of recurrence plots of EEG 
time series were provided to the input of a residual neural 
network. 

VII. RESULTS AND DISCUSSION 
As a result of binary classification, in both cases confusion 

matrix with True Positive (TP), False Positive (FP), False 
Negative (FN) and True Negative (TN) values was obtained. 
The following metrics were selected as the classification 
results. 

Accuracy is proportion of correct algorithm answers: 

TP ТN
Accuracy

TP FP FN ТN

+=
+ + +

. 

This metric is poorly informative in tasks with unbalanced 
classes. Since in our task the distribution of EEG records by 
classes is uneven, it is also necessary to consider other metrics. 

Precision shows the proportion of objects that are called 
positive by the classifier and are truly positive: 

 TP
Precision

TP FP
=

+
 

Recall shows what proportion of positive class objects 
from all objects of a positive class the algorithm found: 

TP
Recall

TP FP
=

+
 

Recall demonstrates the ability of the algorithm to detect a 
given class in general, and Precision demonstrates the ability 
to distinguish this class from other classes. Precision and 
Recall do not depend, unlike Accuracy, on the correlation of 
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classes and are therefore applicable in conditions of 
unbalanced samples. 

One of several ways to combine Precision and Recall 
metrics into one aggregated criterion is to calculate the 
Fmeasure, in this case it is harmonic mean of Precision and 
Recall: 

2 *Precision Recall
F measure

Precision Recall+
=  

Table 2 shows the classification metrics obtained after the 
experiment by both methods. 

TABLE II.  CLASSIFICATION METRICS 

 Classification by 
quantitative 

characteristics 

Classification by 
recurrence plots 

Accuracy 0.97 0.984 
Precision 0.93 0.9792 

Recall 0.926 0.94 

F-measure 
0.928 0.9592 

 

Both methods showed a fairly high classification quality. 
The obvious advantage of image-based classification allows 
us to make the assumption that the most important features for 
recognition are recurrence ones. In this case, the recurrence 
plots themselves, presented in the form of black and white 
images, contain more information about the time series than 
the quantitative characteristics calculated from them. It can 
also be assumed that fractal characteristics calculated over 
short time series do not carry enough information to create the 
advantage of classification according to the quantitative 
characteristics of the time series. 

It is worth noting that in [41], the classification results of 
the considered dataset using the machine learning algorithms 
Artificial Neural Networks, Naive Bayesian, k-Nearest 
Neighbor, Support Vector Machines and k-Means are 
presented. These results do not exceed the results presented in 
this paper. 

VIII. CONCLUSION 
A comparative analysis of the machine learning 

classification methods of fractal time series based on the use 
of recurrence plots have been carried out. The data for the 
binary classification were the EEG records. One class was 
represented by EEG realizations with epileptic seizure, 
another - without a seizure. 

Two different classification methods have been used. In 
the first, classification on the basis of quantitative 
characteristics of the time series, such as fractal and recurrent 
was carried out. In the second, images of recurrence plots were 
classified. 

In both approaches, neural networks were used as 
classifiers. In the case of classification based on quantitative 
characteristics, fully connected perceptron with regularization 
layers was chosen. In the case of classification based on 
recurrence plots images, the residual neural network was a 
classifier. 

Both methods showed a fairly high classification quality. 
Higher accuracy was shown by the method of image 
recognition. The results can be used to classify biomedical 
signals with fractal properties. 

Future research will be aimed at improving the network 
architecture for recognizing images of recurrence plots and 
development of methods for obtaining more “contrasting” 
recurrence plots in the sense of image classification. 
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Abstract— This study proposes a sequence of data analysis 
techniques for prediction purposes which consists of the use of 
exploratory factor analysis for classification, clustering of 
variables in a factor for focusing to a prediction goal and 
prediction of missing data via an artificial neural network using 
performances of engineering students’ data. Average end-year 
scores of courses have been used to represent performance of a 
student. Prediction goal is the forecasting of a course score 
before the examination. Factor analysis has been used to group 
courses under individual factors. The factor in which course 
score to be predicted exists is clustered to group students with 
similar scores from various courses in that factor, excluding the 
course score to be predicted. An artificial neural network is 
trained for course scores in the cluster and target course score 
of a student is simulated in the artificial neural network for 
prediction after completion of training with an acceptable 
training error. The study showed a significant accuracy for 
prediction. In addition, the realized work has shown that it is 
possible to re-evaluate an education program, guide a student 
for better academic performance and provide support for 
employment via a combination of data mining methods. Python 
has been used to carry out the analysis.  

Keywords—factor analysis, clustering, neural network 

I. INTRODUCTION 
Artificial neural networks are designed to mimic the 

human brain. For an artificial neural network used for 
prediction, sensory inputs are processed via hidden layers 
consisting of artificial neurons to provide desired outputs. For 
this purpose, an artificial neural network is trained with inputs 
for desired outputs and this is accomplished by feeding back 
output errors due to comparisons with expected outputs and 
internal weight adjustments for connection between neurons. 
For processing large amounts of data, artificial neural 
networks may require more neurons and computational power. 
This leads to consumption of more time and resources. For 
some big data solutions, it becomes a necessity to support 
artificial neural networks with data mining methods. 

Data mining with huge amount of data is a trending topic 
in healthcare [1]. Likewise, students attending education 
programs prodive huge data. There are uses of data mining 
techniques under certain titles such as pattern tracking, 
classification, clustering, regression, association and 
prediction. These techniques can be applied directly or in 
conjunction depending on goal of desired information to be 
extracted. Prediction and estimation are substantial 
components of data analysis goals. In order to extract 

significant outcomes and create strategies based on extracted 
information, it may be required to simplify multivariate data 
to its components (i.e., core variables) instead of processing it. 
When data is too big and/or complicated, an approach like 
factor analysis can be used to reduce set of variables in the 
dataset. Hence, dataset can be prepared for further processing 
to help information retrieval or extraction. In the paper, four 
years of performance data regarding courses students have 
taken for engineering education is used to analyze education 
structure, to cluster similar students and training a neural 
network (NN) with the corresponding cluster, for prediction. 

In this study, 1499 students and 50 compulsory courses 
they attended have been processed. Engineering education 
consists of compulsory courses and elective courses. 
Graduated students are IT employee candidates. IT has various 
fields requiring different specialties. Education at universities 
is structured to cover all different fields. However, in general, 
update of traditional education programs in universities are 
slow to follow latest trends in IT sector. This enforces 
universities to review and update their courses and education 
programs accordingly. Therefore, a multi-disciplinary 
approach for decision making is a necessity.  

In order to support decisions regarding education 
programs and guidance for students, an assessment and 
evaluation approach should be developed based on student 
performances.  

II. COMBINED METHODOLOGY 

A. Factor Analysis Method for Education Program Dataset 

Exploratory factor Analysis (EFA) applied on multi-
dimensional data depends on assumption of causality. When 
there are satisfactory evidences of cause and effect in data 
subject to information extraction, each step and feature of EFA 
becomes representation of underlying facts (latent variables) 
of a cause or in other words, base hypothesis. Thus, methods 
applied in EFA such as rotation becomes crucial. EFA extracts 
factors with the help of correlation. However, causality and 
correlation do not always overlap. 

Student performances in the study that are based on year-
end averages have been processed via EFA. For this purpose, 
50 fundamental courses have been chosen. These courses are 
compulsory for all engineering education students in their four 
years of education. While some courses are offered by the 
social sciences, most of the courses are related to engineering, 
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IT technologies and courses that require mathematics 
background.  

Typically, there are five steps in a factor analysis [2]; 

• Determining any variable to be analyzed 

• Testing the variable, the measurement could be done 
by considering the score of Kaiser Meyer Oikin 
(KMO), Bartlett Test of Sphericity as well as 
Measure Sampling Adequency (MSA) 

• Conducting main process in factor analysis 

• Conducting factor rotation process or rotating the 
formed factor 

• Determining the group 

In the dataset, column variables are courses and rows are 
performance scores with student ID indexes. All courses are 
subject to analyze. 

Analysis of data should allow rejection of null hypothesis 
for this study. Therefore, relationships found between 
variables will depend on facts or in other words, evidence. To 
that end, Kaiser Meyer Oikin (KMO) and Bartlett Test of 
Sphericity tests have been applied to dataset. For a large 
dataset that includes multiple sub-relations, the entire dataset 
may not fit the model properly. This factor may cause a high 
chi-squared test result. 

Main process of EFA requires determining of number of 
factors. As the first step, the correlation matrix for the dataset 
was calculated using Pandas DataFrame correlation function 
with Pearson method as in [3]. Using the 50x50 square-shaped 
correlation matrix, eigen values were obtained. Generally 
accepted method to determine number of factors is using the 
number of eigenvalues in the vector that are greater than 1. In 
the eigen values vector, 14 values were greater than 1 and so, 
this value has been used to define the number of factors.  

Following the preliminary calculations and evidence 
collected to continue with the EFA, varimax rotation [4] has 
been chosen. When goal is to extract uncorrelated factors out 
of a dataset, in general, varimax rotation satisfies the desired 
results. There are rotation methods using different approaches. 
Two of these are varimax, and promax. These rotation 
methods may output different factor structures that each may 
be required for various purposes.  

Unlike principal component analysis (PCA) which models 
the variance in the data in its entirety while treating noise and 
signal equally,  factor analysis is used to identify common 
factors shared between variables but does not respond to 
independent noise or factors that belong to only one variable 
[5]. Thus, humanly interpretable factors can be acquired after 
the process. Processing data for assessment and evaluation of 
a subject like education where conclusions are subject to 
discussion, underlying factors found in a dataset should be 
compatible with human decision making. 

For fitting the factor analysis model, maximum-likelihood, 
principal axis or minimal residual (minres) can be used. 
Among these fitting methods to use, minres has been chosen 
for the study because it shows monotonically decreasing of 
residual norms [6]. 

B. Clustering of an Extracted Factor 

Following the factor analysis, distinguishing factors in the 
engineering education program have been retrieved. For 
prediction of a student success rate for a course, corresponding 

factor which the course is in should be determined. Next step 
is to cluster students in the factor in question using their 
performance values. Using the courses in the factor, a new 
dataset is created with students and their scores for courses. To 
predict a particular course for a student, the course to be 
predicted has been excluded from the students’ dataset in the 
factor. After applying K-Means clustering, the student was 
moved in a relevant cluster. 

The students in the cluster have been used to create a new 
dataset, after excluding the student with the course subject to 
prediction. Thus, another important step for neural network 
training and prediction has been accomplished. For clustering 
process, in order to fit dataset, an arbitrary number of iterations 
value has been used. Trials have shown that a maximum of 
1000 iterations are adequate to create centroids with desired 
accuracy. Also, number of centroids has been set to 16 
arbitrarily, based on trials. Fitted estimator and centroids have 
been gathered following the main process of K-Means 
algorithm. The main disadvantage of this algorithm is its 
sensitivity to the initial centroids and its convergence to local 
optima [7]. 

C. Neural Network Training for Prediction 

With the support of EFA and K-Means clustering, the 
neural network had a significantly simplified data for training. 
Nonetheless, for a better training of neural network, trials 
shown that it is required to purify dataset from the noise before 
clustering process. 

In the study, to predict a student’s success rate with higher 
precision for a course in such dataset, outliers should have 
been filtered out. For each student, the average vector distance 
of seven input courses from dataset has been calculated. The 
same calculation has been made for target course. In an ideal 
case, these values should match. The student removal 
threshold has been set to 30 for the sub-dataset consists of 
these eight values. A higher value has shown negative impact 
on NN training while a lower value filtered out tolarable 
student data. 

The NN is created accordingly to number of inputs 
required by number of courses in the factory with the course 
that is the prediction goal. The NN consists of five hidden 
layers and an output in addition to auto-modified input layer. 

Trials for the study has shown that choosing gradient 
descent with momentum is more suitable for the dataset in 
question. It was not necessary to change the default value for 
momentum. Gradient descent with momentum is specially 
suited for noisy gradients [8]. Its convergence performance 
with accuracy has been better compared to Broyden–Fletcher–
Goldfarb–Shanno (BFGS) algorithm. 

III. ANALYSIS RESULTS AND DISCUSSION 

A. Factor Analysis 

Tests to be performed prior to further analysis can be seen 
in Table I. In Table II and Table III, sub-matrixes regarding 
corresponding factors derived from the main correlation 
matrix have been shown. 

TABLE I. PRE-ANALYSIS 

Tests 
Results 

Subtest Value 

Kaiser-Meyer-Olkin Measure of 
Sampling Adequacy. MSA 0.859 

Bartlett's Test of Sphericity Chi-Square 17827.175 
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Tests 
Results 

Subtest Value 

Df 1498 

Sig. 0.000 

 

TABLE II. SUB-CORRELATION MATRIX FOR FACTOR I 

Correlation matrix 
for Factor I 

Courses in Factor I 

M1 M2 M3 M4 M5 M6 E1 M7 E2 

M1 1.000 0.314 0.167 0.232 0.148 0.298 0.198 0.201 0.152 

M2 0.314 1.000 0.393 0.294 0.267 0.457 0.277 0.377 0.251 

M3 0.167 0.393 1.000 0.305 0.266 0.317 0.298 0.317 0.295 

M4 0.232 0.294 0.305 1.000 0.143 0.319 0.213 0.357 0.321 

M5 0.148 0.267 0.266 0.143 1.000 0.290 0.301 0.211 0.164 

M6 0.298 0.457 0.317 0.319 0.290 1.000 0.319 0.324 0.292 

E1 0.198 0.277 0.298 0.213 0.301 0.319 1.000 0.264 0.267 

M7 0.201 0.377 0.317 0.357 0.211 0.324 0.264 1.000 0.402 

E2 0.152 0.251 0.295 0.321 0.164 0.292 0.267 0.402 1.000 

TABLE III. SUB-CORRELATION MATRIX FOR FACTOR III 

Correlation matrix 
for Factor III 

Courses in Factor III 

E3 M4 E4 C1 C2 C3 M8 E2 

E3 1.000 0.307 0.330 0.244 0.227 0.361 0.332 0.229 

M4 0.307 1.000 0.404 0.359 0.286 0.446 0.403 0.321 

E4 0.330 0.404 1.000 0.330 0.322 0.416 0.401 0.314 

C1 0.244 0.359 0.330 1.000 0.371 0.388 0.290 0.316 

C2 0.227 0.286 0.322 0.371 1.000 0.441 0.382 0.424 

C3 0.361 0.446 0.416 0.388 0.441 1.000 0.488 0.396 

M8 0.332 0.403 0.401 0.290 0.382 0.488 1.000 0.412 

E2 0.229 0.321 0.314 0.316 0.424 0.396 0.412 1.000 

 
Results in Table I show that chi-square value is high and p 

value equals to zero. This is expected due to size and 
complexity of the dataset. By the reason of measure of 
sampling adequacy (MSA) for the KMO test is around 0.86, 
overall MSA that is more than 0.5 suggests that there is enough 
correlation between the variables for a dimension reduction 
[9]. 

In the study, correlation threshold for factors has been set 
to 0.322 that is the lowest maximum value of factor rows. This 
allowed at least one factor with a single variable in list of 
factors providing the highest possible threshold for all factors. 
A part of correlation matrix specific to first of 14 factors is in 
Table II. Course names from M1 to M7 represent fundamental 
courses of math and physics. Courses E1 and E2 are field-
specific engineering courses. Although at first glance it may 
be thought that E1 and E2 courses should be in different 
categories, it was confirmed that the content of the courses was 
closer to the courses in this factor compared to other 
engineering courses. Therefore, this factor can be considered 
as mathematical basics of the education program. 

In Table III, courses C1, C2 and C3 are information 
technology lessons. There are three different types of courses 
in the table. E3 course includes sections as introductions from 
all other courses in the factor. For this reason, this factor can 

be considered as the technical fundamentals of the education 
program. M4 and E3 courses appear in both tables. This points 
to latent features of the four years education program. The 
other factors grouped similar courses more obviously. Coding, 
web design, language, social, career courses and such have 
been put in the relevant factors. When one or more course 
performances are subject to prediction, these factors hint on 
courses to be compared. 

B. K-Means Clustering 

After completion of EFA, course determined for prediction 
goal was searched in factors. This allowed a focused clustering 
via K-Means. For a dataset, a number of clusters of objects 
close to each other can be obtained [10]. In a factor consists of 
9 variables (courses), distance calculations still depend on 
euclidean distance approach. 

The expected outcome from the clustering process was 
clustering of the most similar-performance students. This is 
for ensuring that NN to be trained for prediction will have an 
adequately correlated and relatively small data compared to 
the main dataset. It can be considered as extraction of factors 
having entire dataset given without summarizing. 

Dataset has been filtered by vector distances and split into 
two parts. The first part is the input for NN and the second part 
is the prediction goal. Each row’s vector distance of NN inputs 
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from the entire dataset has been calculated in addition to 
prediction goals’ absolute distance from all prediction goals in 
dataset. Rows with average absolute difference between these 
values exceeded an arbitrary threshold, such as 30, have been 
removed from the dataset. 

Due to complexity of dataset correlation matrix as seen in 
Fig. 1., filtering and clustering focusing on a specific part of 
the dataset is required after EFA. 

Fig. 1.  Correlation matrix heatmap 

Courses displayed in Fig. 1. have course-content relevant 
prefixes. These are; 

• M for courses in mathematics or physics branches 

• C for IT-related courses 

• E for technical engineering courses 

• L for language courses 

• B for business sector related courses 

• H for history courses 

• P for projects 

In the study, 50 students that have taken courses in Table 
III, except IT-related C3 course have been chosen. Course C3 
has also been excluded from factor III dataset for creation of a 
new dataset. For ten students, min-max normalization and K-
Means clustering have been applied to this dataset after 
appending corresponding student to the dataset, with a unique 
index. The cluster that included this specific index after 
clustering progress has been determined. Student has been 
excluded from the cluster and remaining relevant students’ 
indexes have been used to create a new cluster with complete 
performance scores, from the original dataset. Thus, a cluster 
with the most relevant scores to the prediction goal has been 
created. 

For clustering, trials with dataset with eight specific 
courses which includes 800 students has shown that 16 
clusters were adequate for predictions. A future work has been 
noted for automating determination of number of clusters for 
obtaining the best results based on sub-dataset features. Fig. 2. 
shows the Python clustering code used for pre-NN training. 
This code snippet requires Scikit-learn and Numpy (np) 
libraries. The sub-dataset has been represented by Pandas 
library data frame object (df). 

Fig. 2.  Python code used for clustering performance scores 

C. Neural Network Training 

The final phase of proposed analysis is the training of a NN 
with focused on cluster. To this phase, EFA has been used to 
summarize the entire dataset and K-Means clustering has 
shown the most relevant clusters of students for predictions. 
The NN was created with seven inputs and an output. Five 
hidden layers have been included in NN. 

The NN created with Python’s Neurolab (nl) in Fig. 3. has 
been trained with student performance scores in the created 
cluster. 10 iterations have been run and results have been put 
in list of predictions for each student. Goal was to provide a 
range of predictions for students. 

Fig. 3.  Properties of NN used for prediction 

Table IV shows 10 of 50 prediction results. Column for 
course C3 shows current performance scores. Columns min 
and max show minimum and maximum predictions based on 
inputs courses. The last column shows whether the prediction 
is in the range of minimum and maximum prediction values. 
Four courses were in range while six were out of range. 

Four of the current performance scores of column C3 were 
in prediction range while three of them were close to their 
ranges. Prediction results for student data that were not in 
dataset have pointed to the fact that there are more factors to 
be included into prediction. On the other hand, this study has 
shown that while working with large datasets, extraction of 
latent variables and clustering of relevant data supports 
understanding of features of cases. 

The study has successfully determined 24 of the 50 
students’ performance scores according to their prediction 
ranges. For 26 performance scores out of their ranges; 

• Maximum distance from predicted range is 28.19 

• Minimum distance from predicted range is 0.31 

• Average distance from predicted ranges is 12.1 

The study has decreased the load of the NN by focusing to 
a smaller but the most relevant part of a large dataset, instead 
of working on the entire dataset. During trials with eight 
courses dataset that has 800 students’ data, clustering has 
limited maximum number of students to be trained by NN 
around 80. A NN training iteration has been terminated if 
minimum and maximum predictions have not been changed 
above 0.05, three times. A loop which has been run for 10 
times for each student has collected variety of these values. 

TABLE IV.  NEURAL NETWORK RESULTS 

 Neural Network Inputs and Outputs 

 Students’ performance scores Prediction 

 E3 C2 E2 M4 E4 M8 C1 
C3 
(T) 

min max stat 

S1 58 52 76 68 72 73 62 44 59 72 false
S2 63 65 50 65 60 59 63 62 59 65 true 
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S3 59 24 54 52 48 36 48 48 26 38 false
S4 66 69 48 67 91 78 67 62 63 70 false
S5 62 62 64 55 47 43 71 58 53 60 true 
S6 66 51 48 68 31 55 47 45 31 52 true 
S7 70 43 40 80 82 73 62 82 66 77 false
S8 71 55 70 71 63 65 68 66 62 74 true 
S9 71 54 57 54 73 61 56 44 54 62 false
S10 86 65 75 85 77 70 84 88 74 88 false

D. Evaluation of Methodology 

This study is expected to give way to further and in-depth 
analysis of student data. Thus, it will be possible to form 
student profiles to be used for selection of projects and 
internships during their education and employment after 
graduation. Likewise, with the support of topic models and 
similar methods combined with the methods used in this 
paper, it is possible to improve academic guidance to match 
students’ expectations in the light of their skills evaluated. 

Outlier data has its importance as much as data appropriate 
for NN training when the analysis is about a subject like 
evaluation and summarization of an education program. Data 
filtered out that has irrelevant vector distances compared to the 
dataset points to problematic performance scores. The 
remaining noisy data has been clarified with NN training 
progress, with performance scores relatively far to min-max 
ranges provided, during prediction trials with more students. 

Other than the human-ways of criticism, EFA shows the 
effective part of an education program by simplifying its 
contents (reducing dimensions), by performance scores 
analysis. Comparisons between educational departments of 
different disciplines and evaluations of differences between 
relevant departments of different educational institutions may 
reveal problems and clarify methods to be followed for a better 
education. 

Predictions that are out of range are hints of the need for 
more attributes to be processed in addition to performance 
scores, for more precision regarding academic success. Some 
of the additional attributes have been discussed in detail in 
[11]. It is considered that students’ performance rates should 
have a more priority in employability for more productivity. 
Especially under extraordinary conditions, some of the 
attributes directly affecting productivity become more 
important, reminding the importance of algorithmic fairness in 
[12]. 

At the prediction phase, in a loop that ran 10 times, each 
of the 50 students were clustered, removed from their clusters 
and the remaining students in their clusters with their complete 
performance scores were used in NN training. Following the 
NN training, performance scores of each of 50 students were 
applied to NN inputs. Thus, 10 NN outputs per each student 
have been acquired. Different clustering and NN training 
results have been obtained in each loop. The minimum and the 
maximum NN outputs per student have been recorded and 
considered as prediction range. 

Fig. 4. displays NN predictions for course C3. 50 students’ 
performances regarding seven courses used as NN inputs. 
Course C3 scores have been predicted between minpred and 
maxpred ranges. Some of the predictions significantly 
appeared out of range. Fig. 5. represents the algorithm of the 
study. 

Fig. 4. Performance scores of 50 students with prediction ranges 

Fig. 5. The algorithm used in the study 

The importance of performance scores, or grades, is often 
a topic open to a continuous discussion[13]. During extraction 
of correlations between courses, some significant issues of 
interest have been surfaced. For example, if a student has a 
goal of getting employed in a job that requires data science 
knowledge, they should have the necessary knowledge 
regarding linear algebra. On the other hand, the relevance 
between data science related courses and mathematics courses 
including linear algebra does not satisfy the theoretical 
expectation. This fact has been noted for future work and this 
study has been performed for creating a measurable facts 
extraction for decision making. 

IV. CONCLUSION 
The current study has shown the importance of factor 

analysis in the evaluation and assessment of an education 
program. The factors represent groups of courses which are 
determinative on a computer engineer’s qualities based on the 
actual education program. Using different EFA rotation 
methods on dataset has shown that it is possible to extract 
more information by enriching the dataset with more student 
and course features. This not only helps maximize student 
performances, but can also provide guidance for the selection 
of elective courses, the selection of projects to be involved in, 
the selection of companies for internships, and career options 
for post-graduate employment. 

Clustering after EFA ensures focusing to a specific portion 
of dataset to meet desired outcomes such as prediction. NNs 
are known for their performance in information processing. 
Using multi layered NNs, it is possible to process complex 
information.  But in some cases, it causes consumption of 
more resources and more time for meeting a goal. In order to 
overcome known issues of NNs such as overfitting, large 
dataset size or bad dataset segmentation, preparing dataset 
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appropriately before NN training is important as this study 
suggests. 

Processing data with multilayered NNs provides a more 
direct method for prediction. In general, before training a NN, 
data is prepared in the favor of training performance. This 
study proposes an approach that provides options for deep 
analysis decisions with a data preparation process before NN 
training. Finally, trained NN gives the valuable implicit 
information that is useful for further decisions. 
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Abstract—In the police activities of any country, there are 
two major directions: identifying signs of crime preparation 
and preventing its commission (prediction), as well as crime 
prevention by eliminating the conditions for its commission 
(prevention). At the same time, various theories are explaining 
that the place and time of the crime occur at random, and 
when certain conditions are met for its commission, which 
depend on the type of crime and various factors of the 
objective side of the crime (place, time, mechanism of 
commission) and object of encroachment. Currently, a huge 
number of criminal events has been accumulated in the 
databases of law enforcement agencies over a long time (more 
than 20 years). These events occurred at a specific place 
(geolocation) and at a specific date and time. Considering a 
certain residential area as a closed system with processes 
taking place according to some laws, it can be assumed that 
criminal events also occur according to some hidden patterns. 
In modern science, some technologies enable identifying such 
hidden patterns in large data arrays – Data Mining. 
Identification of hidden patterns allows performing the 
function of predicting the commission of new criminal events in 
space and time. This article considers one of the technology 
approaches – Adaptive Matrix Model. As a result, we obtained 
a fairly simple and small model for crime prediction that 
produced promising experimental results. Ways to further 
improve accuracy are suggested.  

Keywords—crime prediction; spatiotemporal data mining; 
adaptive matrix model 

I. INTRODUCTION 
The task of predicting the commission of crimes in space 

and time is relevant and currently many software products 
solve this problem to varying degrees. Predictive policing is 
a means of forecasting and predicting crime using 
sophisticated techniques that require computer analysis. 
Police analytics software maps crimes and carries out 
analyses of crime-related data. Law enforcement officials 
utilize police analytics or crime analytics software to predict 
and forecast potential crimes. They then use those forecasts 
to properly distribute policing resources, target investigations 
and dispatch law enforcement officials. Police analytics 
software mines and sorts data, helping police departments 

uncover crime patterns and then use that information to drive 
policing strategy and resource distribution. These solutions 
import statistical, spatial, and temporal information, conduct 
its analysis and generate detailed reports. 

Police analytics software is typically used in conjunction 
with other police software, including records management 
and dispatch functionality. To qualify for inclusion in the 
Police Analytics category, a product must: 

• Import crime-related data from multiple sources; 

• Produce analytical crime reports; 

• Perform predictive crime analysis. 

Examples of products are: 

• Accurint Crime Analysis provides crime pattern 
analysis, predictive analytics, crime mapping and 
reporting to crime investigations and intelligence 
analysis by assisting you in pattern identification, data 
mining, analysis and prediction of serial events and 
more [1]; 

• PredPol uses a machine-learning algorithm to make 
its predictions. Historical event datasets are used to 
train the algorithm for each new city (ideally 2 to 5 
years of data). PredPol then updates the algorithm 
each day with new events as they are received from 
the department [2]; 

• Verisk Crime Analytics uses data aggregation and 
management, analytical tools, and training to help 
customers predict, measure, deter, and respond to 
crime risks [3]; 

• RICAS – Realtime Intelligence Crime Analytics 
System is the intelligent system of criminal data 
analysis, which brings together in one view-space the 
most advanced techniques and methods of criminal 
analysis and analytical research in real-time, which 
can significantly improve the efficiency and 
effectiveness of crime detection in hot pursuit and 
previously unsolved crimes [4]. 
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Software products are based on technologies that can be 
expressed in the Table I below [5]. It summarizes predictive 
policing methods related to predicting crimes, i.e. identifying 
places and times that correspond to an increased risk of 
crime. As the table shows, conventional approaches start 
with mapping crime locations and determining (using human 
judgment) where crimes are concentrated (the hot spots). 
These approaches might include making bar graphs showing 
when crimes have occurred (time of day or day of the week) 
to identify “hot times.” The corresponding predictive 
analytics methods start, at the most basic level, with 
regression analyses similar to what one would learn in an 
introductory statistics class and extend to cutting-edge 
mathematical models that are the subjects of active research. 
Some methods also attempt to identify the factors driving 
crime risk. 

TABLE I.  LAW ENFORCEMENT USE OF PREDICTIVE TECHNOLOGIES: 
PREDICTING CRIMES 

Problem 

Conventional Crime 
Analysis (low to 
moderate data 
demand and 
complexity) 

Predictive Analytics 
(large data demand 

and high complexity) 

Identify areas at 
increased risk 
Using historical 
crime data 
 
Using a range of 
additional data 
(e.g., 911 calls, 
economics) 
 
Accounting for 
increased risk 
from a recent 
crime 
 
 
Determine when 
areas will be most 
at risk of crime 
 
 
 
Identify 
geographic 
features that 
increase the risk 
of crime 

 
 
Crime mapping (hot 
spot identification) 
 
Basic regression 
models created in a 
spreadsheet program 
 
 
Assumption of 
increased risk in areas 
immediately 
surrounding a recent 
crime 
 
Graphing/mapping the 
frequency of crimes in 
a given area by 
time/date (or specific 
events) 
 
Finding locations with 
the greatest frequency 
of crime incidents and 
drawing inferences 

 
Advanced hot spot 
identification models; 
risk terrain analysis 
 
Regression, 
classification, and 
clustering models 
 
 
Near-repeat modeling 
 
 
 
 
 
Spatiotemporal 
analysis methods  
 
 
 
 
Risk terrain analysis 

 

The key points in the search for hidden patterns of 
committed criminal events are: 

• the presence of a certain closed system, namely, a 
certain territory on which certain number of people 
live, part of whom make these events; 

• a long period of data accumulation in the format: 
event class, date and time, geo-coordinates; 

• a long period of accumulation of metadata about the 
date. 

An important part of the search for hidden patterns in the 
commission of crimes and their further prediction is the 
preparation of data. It is very important to have a uniform, 
noise-free data belonging to the same class of events. For this 
purpose, a preliminary classification of all events is carried 
out according to predefined signs. Such signs include 

circumstances and the mechanism for committing a crime. 
The commit mechanism may have a multi-level detail 
system. Accordingly, a class of homogeneous events can be 
sub-classified. Let's look at an example. 

Take only one prepared class of events – theft with 
penetration into apartments or houses. The events were taken 
in a city with a population of more than 1 million people 
permanently residing in the territory. Maps of the distribution 
of events by geo-coordinates and temperature maps of the 
concentration of events by year (Fig. 1) show the existence 
of stable events concentration areas. 

Fig. 1. Maps of events distribution by geo-coordinates and temperature 
maps of the events concentration by year 

Then we divide the existing map of events by a grid with 
a cell of 300×300 m, in our case it will be a 64×64 matrix 
(Fig. 2). One can take any grid and accordingly a larger or 
smaller matrix will be formed. The number of events that 
occurred in the territory covered by the corresponding cell 

2017 

     
 

2018 

    
 

2019 
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will be assigned to each element of the matrix. There will be 
no undefined values, some elements will be zero. 

 

 
Fig. 2. Map of events distribution, same map with a grid, and color-coded 
matrix representation of the same map 

Considering a single cell, we can display the diagrams of 
absolute values and the dynamics of events in the cell for 
different months and days of week. 

 

Fig. 3. Absolute values of events distribution over days of week and its 
dynamics 

In this study, we are going to use the 64×64 matrix 
representation of the events distribution data which we call 
“observation fields”. In general, rectangular fields of any size 
(not just square ones) can be considered. 

II. ADAPTIVE MATRIX MODEL APPROACH 
State matrices will be used as a mathematical description 

of the sequence of observation fields 

 ( ), , 1, 2, , , 1,2, ,n ij nX x i M j N= = =  , 

where M and N – number of rows and columns of matrix nX  
respectively, n = 0,1,2,… – current discrete time. 

As a hypothesis about the mechanism of a sequence nX  
generation, the operation of linear transformation of matrix X 
into matrix Z of the same size was introduced in [6] as 

 1 2
1 1 1

*
N N N

j j j j Nj j
j j j

Z A X A X A X A X
= = =

 
 = =
 
 
   , (1) 

where jX  – jth column of matrix X, ijA – M×M 
transformation matrices, unknown in a general case. 

Transformation (1) using the operations of cyclic 
rearrangement and transplantation [6] or vectorization and 
devectorization [7] can be reduced to the standard vector-
matrix form. Vectorizing matrix X in the form 

( )1 2, , ,T T T T
NX X X X

+

=  , introducing the block 

transformation matrix 

11 12 1

21 22 2

1 2

N

N

N N NN

A A A

A A A
A

A A A

 
 
 =  
  
 




   


 

(here ijA – M×M transformation matrices in (1)) and the 
product 

1 2
1 1 1

, , ,

T T TT N N N

j j j j Nj j
j j j

A X A X A X A X
+

= = =

              =                 
   , 

after devectorizing we get 

 *Z A X A X
+

+

 = = 
 

, (2) 

where ( )
+
•  denotes vectorization, ( )

+
•  – devectorization. 
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Since real observation fields are almost always distorted 
by various kinds of disturbances, a matrix analogue of a first-
order Markov sequence was introduced in [6] as 

1 1*n n nX A X W+ += +  

(here ( ),n ij nW w=  – discrete matrix white noise), which, 
taking into account (2), can be represented in the form  

 1 1n n nX A X W
+

+ +

+

 = + 
 

. (3) 

If the parameters of the transformation A are unknown, 
we can solve the problem of estimating them in real time 
using some adaptive identification procedures. Matching (3) 
with a tuned filter 

 
^

1n n nX A X
+

+

+

 =  
 

, (4) 

it’s easy to write the adaptive Widrow-Hoff algorithm [8] 

 1
1

T
n nn

nn n T

n n

X A X
A A X

X X

α
+ +

++
+ + +

−
= + , (5) 

where nA  – current estimates of transformation A 
parameters, 0<α<2 – a scalar parameter of the algorithm. 

It should be noted that in practical applications this 
approach is ineffective due to the large number of unknown 
parameters. For example, in our simple case with M = N = 
64, it is necessary to estimate in real time 

( )2 16777216MN =  unknown parameters of matrix A. This 
circumstance motivates to look for alternative approaches to 
solving the problem of observation fields forecasting. For 
that purpose we introduce a simplified transformation 

 1 2
1 1 1

*
N N N

j j j j jN j
j j j

Z A X b AX b AX b AX
= = =

 
 = =
 
 
   , (6) 

corresponding to a two-dimensional field description in the 
form   

 1 1n n nX AX B W+ += + , (7) 

where A and B are (M×M) and (N×N) transformation 
matrices. Description (7) contains 2 2M N+  parameters, and 
for M> 2, N> 2 it is obvious that 2 2 2( )M N MN+ < , and the 
gain in the number of estimated parameters is greater with 
larger M and N. For example, for the considered case of M = 
N = 64 the number of transformation parameters in (7) is 
8192, which is significantly less than in model (4). 

Algorithm (5) due to a specific structure of (7) cannot be 
used for direct calculations and requires significant 

modification. In principle, description (7) can be converted 
to a matrix-vector form 

1 1( )T
n n nX B A X W

+ + +
+ += ⊗ +  

(here ⊗  is the tensor product symbol), however, the number 
of parameters in the matrix TB A⊗ , as in case (3), is 

2( )MN . 

Hence we come to a problem of synthesizing algorithms 
for estimating the unknown parameters of matrices A and B 
in (7) and forecasting of observation fields using the obtained 
estimates. 

Let us match (7) with a custom filter of the form 

 
^

1n n n nX A X B+ = , (8) 

introduce three types of errors that occur during the tuning 
process 

1 1

1 1 1

1 1 1 1

,

,

,

n n n n n

A
n n n n n

B
n n n n n

V X A X B

V X A X B

V X A X B

+ +

+ + +

+ + + +

= −


= −
 = −

 

and two criteria characterizing the forecasting quality  

 

2
1 1 1 1

2
1 1 1 1

,

,

A T
n n n n

B A A T A
n n n n

J Tr V V V

J Tr V V V

+ + + +

+ + + +

 = =

 = =

 (9) 

where Tr is the matrix trace symbol. 

Each step of the estimation process consists of two sub-
steps: tuning of matrix 1nA +  based on error 1nV +  and 
criterion 1

A
nJ +  and subsequent tuning of matrix 1nB +  based 

on error 1
A

nV +  and criterion 1
B
nJ + . A gradient tuning 

algorithm can be written as 

 1 1 1 1 1

1 1 1 1 1 1

,

,

A A A T T
n n n n n n n n n

B B B T T A
n n n n n n n n n

A A A V B X

B B B X A V

γ γ

γ γ
+ + + + +

+ + + + + +

 = − ∇ = −


= − ∇ = −
 (10) 

where 1 1,A B
n nγ γ+ +  – scalar algorithm gain coefficients, 

1 1 1 1 1,A T T B T T A
n n n n n n n nV B X X A V+ + + + +∇ = ∇ =  – (M×M) and (N×N) 

matrices formed by derivatives of criteria 1
A
nJ +  and 1

B
nJ +  

with respect to the tuned parameters. 

It can be shown that the maximum parameter tuning rate 
is ensured by a special choice of gain coefficients 1 1,A B

n nγ γ+ +  
where (10) takes the form 
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2
1

1 1
1 1

2
1

1 1
1 1 1 1

,

,

A
n A

n n nA T T A T
n n n n n n

B
n B

n n nB B T T T
n n n n n n

A A
Tr X B B X

B B
Tr A X X A

+
+ +

+ +

+
+ +

+ + + +

 ∇ = + ∇ ∇ ∇

 ∇
 = + ∇
 ∇ ∇

 (11) 

which is a generalization of the optimal (α=1) Widrow-Hoff 
algorithm to the case of a two-dimensional field. 

Evolution of forecasting errors during the operation of 
algorithm (11) is described by difference equations 

 

2
1 1

1 1
1 1

2
1 1 1

1 1
1 1 1 1

,

,

A A
n n n nA

n n A T T A T
n n n n n n

B B
n n n nB A

n n B B T T T
n n n n n n

X B
V V

Tr X B B X

A X
V V

Tr A X X A

+ +
+ +

+ +

+ + +
+ +

+ + + +

 ∇ ∇ = − ∇ ∇

 ∇ ∇
 = −
 ∇ ∇

 (12) 

in this case it can be shown that 
2 2 2

1 1 1
B A

n n nV V V+ + +≤ ≤ , 
i.e. algorithm (11) provides a monotonous decrease in errors 
in the process of parameters tuning. 

The practical use of algorithm (11) can be complicated 
by the fact that in the vicinity of optimal modes when the 
errors 1nV +  and 1

A
nV +  are small, the values of gain 

coefficients 1
A
nγ +  and 1

B
nγ +   increase sharply which can lead 

to computational instability. This can be avoided by 
introducing the following modifications to algorithm (10): 

• additive 
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• multiplicative 

1 12 2
1

,
A B

A M B MM M
n n

n n n nX B A X

γ γγ γ+ +
+

= = . 

Here ,A Bγ γ are regularizing terms, 

0 2, 0 2A B
M Mγ γ< < < < . 

The process of errors decrease when using algorithm (11) 
is limited from below to a value determined by the 
characteristics of interference 1nW + . If 

{ } 1 11 0,
T

n nn WM W M W W P I+ ++

+ +  = = < ∞ 
  

 (here { }M •  is 

the mathematical expectation symbol), then the error is 
limited by the value  

 
2min ( ) ( )T T T

WV Tr B A I P B A I= ⊗ + ⊗ + . 

A matrix analogue of the autoregression equation can 
also be considered 

 ( )
1

1 1
0

*
r

h h
n n n

h

X A q X W
−

−
+ +

=

= + , (13) 

where hq−  – backward shift operator defined as 
h

n n hq X X−
−= , , 0,1, , 1hA h r= −  – matrix convolution 

operators of type (1). The total number of parameters of such 
a model is ( )2

MN r . 

The number of unknown parameters of the forecasting 
model can be significantly reduced by using a simplified 
transformation instead of structure (13). In this case either 
this structure can be used  

 ( )1 1 1 1n n n n r nX A X X X B W+ − − + += +  , (14) 

containing 2 2M rN+  parameters (here A and B  – (M×M) 
and (rN×N) transformation matrices) or 
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1 1
1 1

0

r
h h

n n h n
h
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+ +
+ − +

=

= + , (15) 

containing ( )2 2M N r+  parameters. 

Introducing matrices 
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(15) can be rewritten in a compact form 

 1 1n n nX AX B W+ += +   . (16) 

Then we match (16) with the tuned predictor 

 
^

1n n n nX A X B+ =    , 

which allows to reduce the problem to the one already 
considered above and solve it using the matrix analogue of 
the Widrow-Hoff algorithm. 

III. EXPERIMENT 
To check operability of the proposed approach, we try to 

forecast the described above 64×64 observation fields 
sequence corresponding to events distribution maps. 
Considering daily and weekly patterns in crime distribution 
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data, we apply autoregressive model of type (16) with the 
following block matrix structure 

( )1 2 3

1

2
1

3
6

,

0 0
, 0 0 .

0 0

n

n n

n

A A A A

B X

B B X X

XB

−

−

=

   
   
 = =  
       



 

 
This model has ( )2 264 64 *3 24576+ =  tuned 

parameters. We use 1 year (365 fields) of historical data. As 
the proposed adaptive approach is basically of the online 
type (parameters tuning is performed after each forecasting 
step), we don’t need to divide data into training and test sets. 
As we can see from the errors graph (fig. 4), algorithm (11) 
ensures quite fast convergence of the tuned weights. 

 
Fig. 4. Errors evolution during the model tuning 

Fig. 5 shows an example forecast. It can be seen that 
despite not all points’ locations coincide, general patterns are 
forecasted quite accurately. This allows adjusting police 
patrols distribution to match the predicted patterns, which 
increases probability of crime prevention or quicker reaction 
to ones that would actually happen in the “hot” areas. 

 
Fig. 5. Forecasting example 

IV. CONCLUSIONS 
In this paper, we introduced an adaptive matrix model 

approach to crime events forecasting. Experiments show 
promising results and suggest ways of improving forecasting 
accuracy by e.g. taking into account local patterns and 
external events. 
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Abstract— This paper examines existing intelligent 
forecasting approaches, in particular, for solving the problem of 
evaluating Nuclear Power Plant’s (NPP’s) energy production. 
Artificial intelligence (AI) and machine learning (ML) 
techniques contribute to energy consumption forecasting 
models. Such models considerably improve the accuracy, 
reliability, and precision contributing to conventional time 
series forecasting tools. NPPs do physically produce more or less 
of the demanded amount of energy. The process of calculating 
imbalances requires a comparison of electricity purchased or 
sold under contract with the results of commercial metering of 
physical production and consumption. This study orients to 
choose the rational approach by reviewing different ML models 
for energy prediction. Advanced analytics and AI-enabled 
algorithms can help identify off-line behaviors to increase 
efficiency and help balance supply and demand. Better short-
term forecasts can improve power planning by enabling 
operators to both reduce their dependence on polluting stations 
and activate an increase in the number of alternating sources. 
Adjusting the amount of energy produced will lead to energy 
conservation and an improved environmental situation. 

Keywords— artificial intelligence, machine learning, energy 
consumption, nuclear energy efficiency, deep learning, artificial 
neural network 

I. INTRODUCTION 
There are three main energy development trends called 

decentralization, decarbonization, and digitalization (also 
known as Energy 4.0). Decentralization intends moving away 
from monopolistic energy markets to improve energy 
efficiency, implement energy saving measures, and introduce 
modern methods of energy management and audit [1-3]. 
Regional grid operators generate energy demand forecasts 
based on historical information and environmental factors 
(such as temperature). They then compare forecasts with 
available resources (e.g. coal, natural gas, nuclear, solar, wind, 
hydro). Electricity generation technologies highly depend on 
environmental conditions and subject to routine and 
unscheduled maintenance [4].  

Since energy comes from three different resources like 
fossil fuels, renewable and nuclear resources [5], it is required 
to keep tracking of energy consumption in terms of types in 
different areas in order to make energy consumption plans, 
based on a specific usage and area. For all energy types 
mentioned above, estimating the usage is essential for agile 
energy management in NPP. Optimized ML-based forecasts 
of the energy demand will lead to energy savings and improve 
the environmental situation [6].  

Nowadays the energy sector requires more attention for 
smart energy consumption tracking. Using energy predictive 
models, authors can predict the amount of energy, which is 
consumed in different areas and make plans for energy 
efficiency events. Forecasting the energy usage both in short-
term and long-term manner helps to understand the 
sustainable way of energy use. Having multiple factors, such 
as water, wind, temperature, predicting energy consumption 
requires model to be accurate and span multiple horizons in 
time and space to better quantify support uncertainty use 
cases. [7]. Nowadays ML models are widely applied to 
multiple industries since they behavior as a function which 
best map the input data to output [8-10]. ML models deploy 
prediction tasks for energy consumption with high accuracy 
[11]. 

II. RELATED WORKS AND PROBLEM STATEMENT 
ML and artificial neural network (ANN) techniques have 

recently been very helpful in promoting energy consumption 
forecasting models [12-14]. Future ML algorithms will 
require meaningful inclusion of specific domain data [2, 3, 
15-18]. In practice, traders can buy more or less electricity 
than they sold, and manufacturing companies can physically 
produce more or less than use in fact. The process of 
calculating imbalances requires comparison of purchased or 
sold electricity under contract with the results of commercial 
metering of physical production and consumption volumes. 
One of the tasks is to determine the price and adjust the 
amount of energy produced, which in turn will lead to energy 
conservation and an improved environmental situation. 
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Traditionally, an autoregression method is used to 
forecast electricity consumption: a linear algorithm based on 
the forecast of the future to the immediate past [19]. It is 
possible to build separate autoregressive models for different 
types of days. However, all other factors affecting energy 
consumption are used indirectly because of their influence on 
past values of electricity consumption. This method allows 
getting good forecast results in stable situations [20]. 
However, with an unexpected sharp change in external 
parameters, the application of this approach does not allow to 
predict the situation correctly. For example, in the event of a 
severe cold, even if the approximate weather forecast is 
known, the method does not allow it to be used. 

The purpose of the study is to predict energy efficiency 
using real-time atomic electricity using ML methods [6]. The 
subject of the study is the analysis of selected machine 
models for energy prediction: multiple linear regression 
(MLR), Support vector regression (SVR), Random Forest 
and Extreme gradient boosting (XGBoost). Scientific novelty 
is based on the study of non-traditional machine learning 
models using hyper parameterization.  

Authors calculate energy efficiency as a time series 
problem. For this reason, there have been implemented time 
series methods such as ARIMA from statsmodels and 
Seasonal Decomposition using the Prophet library. Prophet is 
an open source library published by Facebook based on a time 
series model (trend + seasonality + holidays). It allows you 
to make time series forecasts with good precision using 
simple intuitive parameters and supports the inclusion of 
special seasonality and holidays. 

When the forecasting model is not working as planned, 
authors want to be able to adjust the method parameters to 
suit the specific problem. Setting up these methods requires a 
deep understanding of how basic time series models work 
[21]. For example, the first input parameters for automated 
ARIMA are maximum resolutions, autoregressive 
components, and average components. A typical analyst will 
not know how to adjust these orders to avoid behavior, and 
this is an experience that is difficult to acquire and expand. 
The Prophet Library offers intuitive, easy-to-configure 
options. 

Using time as a regressor, Prophet tries to set several linear 
and nonlinear functions of time as components [22]. 
Seasonality modeling is the same approach used by 
exponential smoothing in the Holt-Winters technique [23]. In 
fact, authors set the prediction problem as an exercise in 
setting curves, rather than looking closely at the dependence 
of each time series observation. The trend is modeled by 
fitting a detailed linear curve over the trend or a non-periodic 
part of the time series. The linearity of the series shows the 
minimal impact of data change. 

III. CLASSIFICATION OF THE INTEGRATED ML MODELS 
Support Vector Regression (SVR) is a ML algorithm that 

can be used to solve both classification and regression 
problems [24]. However, it is mostly used in classification 
problems. In this algorithm, each data element is constructed 
as a point in an n-dimensional space (where n is the number 
of functions), and the value of each function is the value of a 
specific coordinate. Then authors classify by finding a 
hyperplane that divides the two classes very well (Fig. 1). 
Support vectors are simply the coordinates of an individual 

observation. The vector support machine is the boundary that 
best separates the two classes (hyperplane/line). 

The SVR problem statement is often derived from a 
geometric point of view. The approximate function of 
continuous value can be written as in (1). For 
multidimensional data, you increase x by one and include b 
in the w-vector for simple mathematical notation and get 
multivariate regression in (2). 

 
Fig. 1. Classification of data by SVR 

The SVR formulates the problem of approximating this 
function as an optimization problem that tries to find the 
narrowest tube centered on the surface, minimizing the 
prediction error, that is, the distance between the predicted 
and desired results: 

 ( )
1

, ,  , ,  ,
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M
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The former condition produces an objective function 
21min

2w
w , where w  is the value of the normal vector close 

to the surface. 

To imagine how the magnitude of the weights can be 
interpreted as a measure of the plane, let us consider the 
following example: 
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=
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where M is the polynomial order used to approximate the 
function. As the magnitude of the vector w increases, more	  
is nonzero, which leads to higher order solutions. 

Currently, Random Forest model is very common and 
versatile for most application tasks [25]. With its help it is 
possible to solve both the problem of division of objects into 
two or more classes (the task of classification), and to predict 
the material response for each object (the task of regression). 
By completing a composition of several build trees, 
combining the answers of each of them, you can get a stable 
and much better solution than many other algorithms. 

Consider the labeled sample of objects ( ){ } 1
, 

N

i i i
x y

=
, 

where 2
ix R∈  is a description of an object in two-

dimensional space, and { }0,1iy ∈  is a class label (Fig. 2). 
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Despite the fact the objects of different classes are 
strongly mixed in the middle, using a decision tree with such 
a sample is quite convenient to work, at each step, it is 
necessary to select the sign and threshold values at which the 
optimal by the given criterion of partition occurs [13]. The 
following criteria are often used when solving application 
problems. 

 
Fig. 2. The output of the classification task 

For iGain classification tasks: 

 
{ }

( ) ( ) 2
L,R C

H S,   log ( ),v
v c c

v c

S
H S p p

S∈ ∈

= −  , (4) 

where C is the set of classes of this problem, and cp  is the 
probability of class c for the set of objects S. 

For regression problems, a similar iGain criterion using 
variance: 

 ( ) ( )
{ }

( )
L,R

 v v
v

iGain SS S Var VaS r S
∈

= −  , (5) 

where Var (S) is the variance of the responses of objects from 
the set S. 

At each division, all objects are divided into two smaller 
groups. Specifying the maximum number of objects sets one 
of the possible stopping criteria for the algorithm at the top-
leaf of a tree. 

The tree resulting from the algorithm can be represented 
in several ways. Thus, it is possible to fairly qualify the 
considered sample of objects with only one decision tree, if 
as the answer for the test object, which got into the cell, to 
give the number most common in this cell of the class. 

Multiple Linear Regression (MLR) is an extension of 
ordinary least squares (OLS) regression that includes more 
than one explanatory variable [26, 27]. Authors use the 
Standard Scaler for standardization for linear regression. 
Simple least squares regression (SLR) is a statistical analysis 
method that evaluates the relationship between one or more 
independent variables and a dependent variable; the method 
estimates the ratio by minimizing the sum of squares in the 
difference between the observed and predicted values of the 
dependent variable, configured as a straight line. In this 
introduction, OLS regression will be discussed in the context 
of a bivariate model, that is, a model in which there is only 
one independent variable (X) that implies a dependent 
variable (Y). However, OLS regression logic easily extends 
to a multivariate model that has two or more independent 
variables. The formula for multiple linear regression is: 

 0 1 1 2 2 ...i i i p ipy x x xβ β β β ε= + + + + + , (6) 

where iy  is the dependent variable, ijx  is the expansion 
variable, 0β  is the constant term, pβ  is the slope coefficients 
for each expansion variable, and ε  is the model error term 
(also known as residuals). 

Simple linear regression allows analysts to make 
predictions about one variable based on information that is 
known about the other variable. The multiple regression 
model is used to validate the data, for training the authors use 
SVR models, Random Forest, and XGBoost. In addition to 
multiple regression, authors validate the data with the k-fold 
cross and random split libraries to predict the model's 
suitability for the hypothetical test suite in the training step. 

Extreme Gradient Boosting Method (XGBoost) is one of 
the most popular and effective implementations of the 
gradient busting algorithm on trees. It originally started as a 
terminal application that could be configured using the 
libsvm configuration file [5]. After winning the Higgs 
Machine Learning Challenge, the model became well known 
in ML racing circles. 

XGBoost is based on the algorithm of gradient boosting 
of decision trees. The boosting method is a ML technique for 
classification and regression problems that builds a prediction 
model in the form of an ensemble of weak prophetic models, 
usually decision trees [21]. Training of the ensemble is 
carried out consistently unlike, for example, from bagging 
[28]. At each iteration, the deviations of the predictions of the 
already trained ensemble in the training sample are 
calculated. 

The behavior of the model at one point in the abstract 
linear regression problem is shown on Fig. 3 [29]. Suppose 
that the first model of ensemble F always produces a sample 
mean of 0f  value. This forecast is rather rough, meaning the 
standard deviation at the selected point will be quite large. 
Correcting this by teaching the model 1Δ  will "correct" the 
prediction of the previous ensemble 0F . In this way, authors 
get the ensemble 0F , where prediction will be summed up by 
model predictions 0f  and 1Δ . Continuing this sequence, 
come to the ensemble 4F  of the prediction, which is summed 
up from the forecasts 0f , 1Δ , 2Δ , 3Δ , 4Δ  and predicts 
exactly the value of the given target. 

 
Fig. 3. Illustration of Extreme Gradient Boosting Method [29] 

The most important factor in the success of XGBoost is 
its scalability in all scenarios. The system runs more than ten 
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times faster than existing popular single-machine solutions, 
scaling billions of examples in distributed or limited storage 
settings. The scalability of XGBoost is driven by several 
important systems and algorithmic optimizations. These 
innovations include a new tree-learning algorithm designed 
to handle liquid data, a theoretically sound weighted quantile 
sketch procedure allows handling the weights of specimens 
in a close examination of the tree. Parallel and distributed 
computing make learning faster, allowing you to learn the 
model faster. 

XGBoost supports all possible libraries such as scikit-
learn with the ability to add regularization. There are three 
supported forms of gradient boosting: standard gradient 
booster with shoe speed capability (training speed); 
stochastic gradient boosting [14] with the possibility of 
sampling by rows and columns of the data set; regulated 
gradient boosting [30] with L1 and L2 regularization. 

Function for optimization of gradient busting: 

 ( ) ( ) ( )1

1

ˆ ( , ( )) Ω ,
n

t t
i i i t

i
tL l y y f x f−

=

= + + , (7) 

where l  is the loss function, ( )1ˆ, t
i iy y − are values of the i-th 

element of the training sample and the sum of the predictions 
of the first t trees respectively, ix  is a set of features of the i-
th element of the training sample, tf  is a function (in our case 
a tree) that authors want to learn in step t, ( )itf x is a prediction 
on the i-th element of the training sample, ( )Ω tf  is a 
regularization of the function f. 

IV. IMPLEMENTATION OF ML MODELS FOR PREDICTING 
ENERGY PRODUCTION 

Formation of a dataset for the study of the energy 
consumption forecast. The dataset contains observations over 
a 5-month period: January 11, 2016 to May 27, 2016. The 
dataset is a combination of humidity and temperature 
measurements for households and weather data in Mykolaiv 
Region (Fig. 4). 

 
Fig. 4. Dataset for the energy consumption forecast 

Calculation of energy efficiency (production) is seen as a 
time series problem. For this reason, authors have 
implemented time series methods such as ARIMA from 
statsmodels and Seasonal Decomposition using the Prophet 
library. 

The Exploratory Data Analysis (EDA) method was used 
for data analysis and processing. Authors analyzed data from 
rp5.ua in combination with experimental datasets from 
archive.ics.uci.edu. The sunrise-and-sunset.com resource was 
used to calculate the day length in the Mykolayiv region. In 

this way, an experimental dataset energydata.csv was formed 
(Table 1).  

The following conclusions for the used dataset: most 
temperatures are highly correlated; the outside temperature 
(building and airport) is also highly correlated; 
transformations of humidity indicators do not affect linearity. 
The distribution of external humidity (measured from the 
airport side) also has negative vectors. The same result is true 
for RH6 (humidity outside the building). Therefore, the 
highest probability of humidity is above average. 

TABLE I.  THE EXPERIMENTAL DATASET OF ENERGYDATA.CSV 

Variables Definition 
date Date and time 

Appliances Energy use, Wh 
lights Energy use of lamps in the house, Wh 

T1, T2, T3, T4, T5, 
T6, T7, T8, T9 

Celsius temperature, °C 

RH_1, RH_2, RH_3, 
RH_4, RH_5, RH_6, 
RH_7, RH_8, RH_9 

Humidity, % 

T_out Temperature outside the weather station
(WS), °C 

Press_mm_hg Pressure (from Mykolaiv WS), mm of 
mercury 

RH_out Humidity outside WS, % 
Windspeed Wind speed (from Mykolaiv WS), m/s 
Visibility Visibility (from Mykolaiv WS), km 

Tdewpoint Tdewpoint (from Mykolaiv WS), °C 
rv1, rv2 Random variables 

  
Using the Prophet library authors specified the parameters 

of changepoint_prior_scale = 0.1, weekly_seasonality = 
True, daily_seasonality = True, we get energy consumption 
trends from January to May (Fig. 5), as well as weekly and 
daily consumption trends (Fig. 6). 

 
Fig. 5. Forecasting energy consumption by six months 

 
Fig. 6. Weekly and daily forecasting energy consumption 
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The observations of the dataset relate to a period of less 
than one year, so seasonality can be curbed. This seasonality 
can be expressed by dummy variables that explain the 
dependent variable (consumption). 

After adjusting the hyperparameters during validation 
setting, authors make the first estimate using MLR model. 
There is used the Standard Scaler for standardization for 
linear regression tests. The multiple linear regressions help to 
obtain indicators of the forecasting model. This model is used 
for data validation, for training authors use models of SVR, 
Random Forest, and XGBoost. 

For each of the models, authors perform 3 tests with 
changes in hyperparametics. The first test was optimized 
using the GridSearchCV library. GridSearchCV takes a 
dictionary that describes the options you can try on a model 
to train it. The parameter grid is defined as a dictionary, 
where the keys are the parameters and the values are the 
parameters to be checked. The GridSearchCV process will 
build and evaluate one model for each combination of 
parameters. Cross-validation is used to evaluate each 
individual model, and 3-fold cross-validation is used by 
default, although this can be changed by specifying the cv 
argument for the GridSearchCV constructor.  

Authors implemented the models described earlier and 
compared the results of their work using Root Mean Square 
Error (RMSE) to see how much the data differs from the 
typical from the arithmetic mean. The results are presented in 
the Table 2. 

TABLE II.  RESULTS AND PARAMETERS COMPARISON OF ML MODELS 

Model 
name 

Parameters Values RMSE 

MLR - - 0.569 

SVR regressor_gamma [0.001, 0.01, 0.1] 0.434 regressor_C [50, 60, 70] 

Random 
Forest 

n_estimators [100, 110, 130, 140]
0.407 max_depth [0.001, 0.01, 0.1] 

max_features [50, 60, 70] 

XGBoost 
n_estimators [4, 5, 6] 

0.443 max_depth [100, 110, 130, 140]
Learning_rate [0.1, 0.5, 0.7] 

 
From these results we conclude that the Random Forest 

model gives the best result for solving energy consumption 
forecasting problems due to the lowest RMSE deviation. The 
Random Forest model was selected for further training of the 
dataset. 

To analyze the resulting dataset of forecasted energy 
consumption and power generation data at South-Ukraine 
NPP, authors create an interface (Fig. 7) using the Predix 
development package using the Remote Monitoring & 
Diagnostics (RMD) Reference application. The Predix 
platform allows creating interfaces that focus on the 
Industrial Internet to manage and scale data analytics 
projects. 

 
Fig. 7. Web-interface for downloading and analyzing the resulting dataset 
of forecasted energy consumption and power generation data at South-
Ukraine NPP 

CONCLUSIONS 
The paper describes the general characteristics of 4 ML 

models used in the task of forecasting energy production: 
Multiple Linear Regression (MLR), Support vector 
regression (SVR), Random Forest and Extreme gradient 
boosting (XGBoost). The Random Forest model has shown 
the best results for the energy demand forecasting task. The 
Python programming language as well as the PySpark library 
were used to create and model it.  

As part of the research, GridSearchCV is used to train 
algorithms to optimize model parameters. After examining 
the process of adjusting parameters to determine the optimal 
values for these models, authors concluded that the Random 
Forest model is based on the highest performance on the set 
values of the parameters. 
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Abstract — Research related to feedback-neuro-
biosystems regarding the analysis of the status and behavior 
of T-objects under the cognitive influence of neural nodes. 
They focus on the study of parameters relative to normal 
states and behavior (normal wave movements of certain 
parts of the body), which used classical Fourier transform 
digital processing techniques and the cognitive connections 
were estimated approximately using neural network 
techniques and software technologies. In order to decompose 
the complex abnormal movement path, a scheme of 
multicomponent decomposition of segments of the trajectory 
of trajectories is used to further formulate the mathematical 
model. 

Keywords — software system, cognitive signal, tremor, 
modeling of objects and processes, multi-parameter 
identification, neural network analysis  

I. INTRODUCTION 
Use of the latest high-tech artificial intelligence, new 

high-performance computing solutions taking into account 
modern computer systems software architectures (parallel 
multi-step calculations, new multi-parameter identification 
algorithms) allows to provide a systematic approach to the 
design of high-tech methods of digital diagnostics and 
health monitoring, which requires gradual changes in the 
scientific-engineering methods. In the context of a number 
of European Union programs, including Horizon 2020 and 
Horizon Europe, critical millennium illnesses have been 
characterized by enormous and abnormal neurological 
tremors associated with human limb friction, rapid 
progression of which causes Alzheimer's disease, 
Parkinson's disease, cause paralysis of the nervous system. 
Early diagnosis and treatment will save hundreds of 
thousands of lives. According to WHO, more than 100 
million people in the world today are suffering from these 
diseases. [1] 

II.  COMPREHENSIVE METHODOLOGY AND ANALYSIS TOOLS 
FOR THE DIAGNOSIS OF NEUROLOGICAL CONDITIONS 
The authors propose a method of analysis for the 

diagnosis of neurological conditions of T-objects focused 
primarily on determining the parameters of abnormal 
movements of patients with tremor-signs caused by the 
negative effects of a certain set of neural nodes of the 
cerebral cortex. 

Model elements are integrated into the system by using 
appropriate interface conditions. Based on hybrid integral 
transformations (Fourier, Bessel, Hilbert), obtained a rapid 
analytic solution of the model as a vector function that 
describes the 3D elements of the trajectories at each ANM 
segment. The basis of the proposed hybrid transformation 
provides an integral vector solution of the model. The main 
element of the solution is the adaptive matrix (response) 
that determines the state parameters of the action of certain 
groups of brain neuro- cortex. 

The technique is based on a hybrid model of the neuro-
system (cortex nodes and tremor-object) based on the 
waveform propagation and the behavior of T-objects, 
namely, segmental description of 3D elements of 
trajectories of abnormal neurological movements of the 
studied T-object (limb of the hand) taking into account the 
matrix of cognitive influences of neuro-nodal groups of the 
cerebral cortex. Including the construction of hybrid 
spectral function system with all segments of ANM, [2, 5]. 

In order to decompose complex ANM motions into 
simpler elements, the number of chosen partitions 
arbitrarily, depending on the complexity of the ANM 
images. In this technique of analyzing the data of the spiral 
test, it is extremely important and up-to-date to obtain the 
frequency response using hybrid Fourier transform and 
methods of digital signal processing on hybrid spectral 
functions and spectral values [6, 10-11]. The mathematical 
model assumes quantitative characteristics of tremor. 

A known method of identifying tremor on the plane 
using a picture recognition Archimedean spiral that can be 
performed on the graphical pen tablet.  

The basis for the implementation of the hardware 
solution is the method of continuous determination of the 
position of the electronic pen with respect to any control 
coordinate [4]. To perform empirical studies, a touch pen 
(Wacom Cintiq 12WX digitizer on Fig.1) with a sampling 
rate of 133 Hz and an accuracy of ± 0.25 mm was used. 
The pattern looks like an Archimedes spiral with several 
turns for or counter-clockwise, with an inter-loop of 9 mm. 
This template is located on the screen of an interactive 
tablet, with the possibility of drawing a patient by an 
electronic pen. The e-pen is used to identify handwritten 
input (numbers, text information, template drawings) or to 
record and digitize arbitrary movements of the limb. 
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Analysis of forms of tremor is of great importance in 
neurological practice, in particular, in the diagnosis of 
Parkinson's syndrome, when increased visible naked eye 
tremor is an indicator of the pathological condition of the 
patient. 

 
Fig. 1. Example how to use the software with the Archimedes spiral 

pattern on a Wacom graphic tablet. 

We have proposed a graphical digital pen device with a 
built-in 3D micro-accelerometer for diagnostic testing. The 
microcontroller reads and processes information from a 
three-axis acceleration sensor (micro-accelerometer). 
According to the proposed formulas, the instantaneous 
coordinates of the accelerometer position in space are 
determined [3-6]. In parallel flow information is received 
about moving the electronic pen on the plane of the 
graphic tablet. 

Data of pen movement in the form of a 3D model of 
the ANM T-object is formed in a graphical window with 
the possibility of decomposing complex 3D motions into 3 
projections and further analysis of each of them and 
choosing the most decisive one for the identification and 
complex estimation of the parameters of the ANM. 

III. HYBRID MATHEMATICAL MODEL OF ANM T-OBJECT 
ANALYSIS BASED ON FEEDBACKS  

A. Basic physical assumptions  

Formulation and method of solving the direct 
inhomogeneous boundary value problem of ANM analysis 
based on cognitive feedbacks. According to the program of 
experimental research of ANM T-objects, the data of one 
of the determining projections of motion in the form of a 
spiral are used to obtain qualitative formulation of the 
problem and to construct the mathematical model of ANM, 
which is easily transformed into a Cartesian graph (relative 
to the z-axis, Fig. 2). 

This trajectory is related to the cognitive feedbacks of a 
certain set of cortex neural nodes, which send signals to 
control this oscillatory neurological movement and 
determine the overall dynamics of the ANM of the T-
object under study. 

In order to decompose the complex ANM path, a 
scheme of its multicomponent decomposition of segments 
of the trajectory of trajectories is used to further formulate 
the mathematical model. 

 
Fig. 2.  T-Object Neuro-Nodes Interaction System. Component 

decomposition of complex ANR path into arbitrary of simple 
elements of motion. 

 Accordingly, the trend distributions of the EEG signals 
of the neuronodes controlling the oscillatory neurological 
movement and, in general, determine the dynamics of the 
ANM for each j-th segment of the route are correlated. 

11, 1j n= + , where n1 is the number of breaking points of 
the ANR route. The partitioning can be set automatically 
arbitrarily, with any subtraction the number of segments 
whose lengths can also be different depending on the level 
of detail of the sections of motion and the choice of 
acceptable basis functions and their construction on the 
basis of acceptable dependences of their approximation. 
[5-8] One of the criteria for determining the lengths of the 
elements of the partition may be the amplitude 
characteristics of the individual trends of the oscillatory 
ANR motions, etc. [7].  

B. Mathematical formulation of the problem 

Based on the stated physical assumptions of this 
subject area of neurological analysis, the direct 
inhomogeneous initial-boundary-value problem of 
determining the ANM parameters of a T-object can be 
described as a system of equations: 
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 Here (1) is a system of wave equations describing the 
ANR-trajectory of tremor at each j-th segment of the 

trajectory 11, 1j n= + . Depending on the resultant action of 

the set of signals ( )* , ,jS t z  originating from EEG sensors 
for a given set of cortex neuronodes, that control the 

behavior of the investigated T-object, j 1, 1, 1b j n= +  - 
components of the phase propagation speed of the ANM 
waves, which are the amplitude characteristics of the wave 
tremor motion:  
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- is an adaptive matrix that determines the relationships 
and feedback effects of specific cortex neurosignals on 
selected small segments of the ANM path. The matrix 
element 

jiα  is a weighting factor (0 to 1) that determines 

the integral influence of the i-th neuron node iS  on the j-
th segment of movement (determined by data mining 
machine learning methods [9]). The interface conditions 
(3), (4) ensure the continuity and integrity of the solution 
of the problem for the entire multicomponent domain of its 
definition. 

C. Construction of an analytical solution to the ANM 
boundary value problem 

To construct the analytic solution of a direct 
inhomogeneous problem (1)-(4), we apply a hybrid Fourier 
transform, defined in [13-14]. The basis of the conversion 
is the hybrid integral operators written in matrix form: 
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 - set of spectral values of hybrid integral Fourier 

transform, which are the roots of the transcendental 
equation: 
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As a result of the application of hybrid integral 

operators (1)-(4) to the system of equations (1)-(4), the 
analytic solution of the transformation model is obtained 
and the uniform solution of the inhomogeneous boundary 
value problem ANM (1)-(4) obtained: 
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 Here, the influence matrix is the response of the ANM 
system to the influence of the k-th segment of the resultant 
action of the signals of a certain set of cortex neuro-nodes 
on the j-segment of the ANM route. 
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IV. SPATIAL RESULTS VISUALIZATION OF A DIGITAL 
ANALYSIS OF THE T-OBJECT'S ANM TRAJECTORY  

 
Fig 3.  Results of digital analysis of highly oscillated ANM movements 

performed by the limb of an electronic pen on an electronic 
tablet by the Archimedes spiral circumference of a patient's arm 
with severe signs of tremor. 
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Fig 4.  Results of digital analysis score of highly oscillated ANM 

movements performed  

Figure 3 presents the results of digital analysis of 
abnormal neurologically highly oscillatory movements 
performed by the extremity of an electronic pen on an 
electronic tablet by the circumference of a test pattern 
(Archimedes spiral) by the patient's hand with strongly 
expressed signs of tremor (T-object). 

A mathematical method for analyzing input 
information and converting data are described in the 
sources score Figure 4 [10-14]. 

Such sections of ANM movements can be studied more 
detailed, breaking them into separate segments over the 
studied time interval, establishing the dependence of their 
real amplitude and frequency characteristics on the integral 
temporal distributions of the cognitive signals of cerebral 
cortex nodes. 

CONCLUSIONS 
The analysis of forms of tremor is of great importance 

in neurological practice, in particular, in the diagnosis of 
Parkinson's syndrome, when the raised visible to the 
naked eye tremor is an indicator of the pathological 
condition of the patient. 

Hybrid model of a neuro feedback system developed, 
describes the state and behavior of tremor (T) objects - 
segment description of 3D elements of trajectories of 
normal neurological movements (ANM) through the 
cognitive impact matrices of groups of neuro-nodes of the 
cerebral cortex.  

An effective way of analyzing the results obtained is 
the ability to perform cyclic calculations based on the 
proportional reduction of the analyzed data sets. Obtained 
estimates are compared for each iteration of the limitation 
of the analyzed data. Presented results as frequency and 
amplitude characteristics curve, form the basis of the 
evaluation of the patient by computerized diagnostics. 
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Abstract— Time series in finance are distinguished by their 
highly complex nonlinear dynamics, which makes them hard to 
analyze and predict. This paper proposes a novel model based on 
combination of the empirical mode decomposition and 
multidimensional Gaussian neuro-fuzzy model in order to 
achieve better accuracy. The experimental results show 
significant improvement in comparison with the original model 
and its competitors. 

Keywords— time series, neuro-fuzzy, empirical mode 
decomposition, prediction 

I. INTRODUCTION 
Financial time series arise in stock, derivatives, currency 

and other markets and their technical analysis is important but 
highly challenging due to their noisy, nonlinear, non-stationary 
and high-frequency nature. 

Among various artificial intelligence techniques applied to 
the financial analysis neuro-fuzzy models have acquired special 
attention due to their inherent approximation capabilities. Work 
[1] reviews many successful applications of the neuro-fuzzy 
systems in business. 

The neuro-fuzzy model introduced in [2] achieved notable 
performance through utilizing the representational power of the 
multidimensional Gaussian function and stochastic gradient 
descent optimization procedure. But its accuracy is still behind 
what a modification of that model displayed on the synthetic 
MG times series with added noise [3]. That fact implies 
applying signal decomposition and denoising procedure may 
bring significant benefits.  

Hilbert-Huang transformation proposed in [4] has shown 
impressive results in various domains as a technique to process 
nonlinear and nonstationary time series. It comprises empirical 

mode decomposition (EMD), also known as Huang transform, 
which is used for signal decomposition into a set of simple 
intrinsic functions and Hilbert spectral transform. Validity and 
robustness of EMD was proved in [5]. Work [6] proves that it 
can be highly competitive as a denoising mechanism in 
financial data. 

EMD has been effectively utilized as a decomposition and 
denoising tool and combined with various artificial intelligence 
models. In combination with deep long short-term memory 
(LSTM) networks EMD was used for Taiwan’s CSR index 
forecasting [7]. Ensemble EMD (EEMD) and other 
decomposition techniques were used with artificial neural 
networks and support vector machines for stock market 
prediction [8]. In [9] complete ensemble empirical mode 
decomposition with adaptive noise (CEEMDAN) was 
combined with LSTM and displayed superior performance in 
comparison with regular LSTM networks and other models. 
Other examples of the mutually beneficial hybrid models are 
EEMD - independent component analysis (ICA) in the task of 
factor analysis [10], EMD - principal component analysis and 
BP neural network in analysis of Asia Pacific stock markets 
[11] and many other. 

II. MODEL ARCHITECTURE AND TRAINING 
The proposed model comprises three high level steps and 

depicted on figure 1. 
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Fig. 1. The high-level structure of the proposed model. 

On the first step, we apply EMD transform and obtain the 
intrinsic mode functions (IMF) which represent simple 
harmonic motion components of the original data. The IMF 

extraction procedure is called sifting and comprises the 
following actions: 

- Identify all local extrema; 

- Produce upper envelope ( )ue t  from all local maxima 
by a cubic spline; 

- Repeat the process for the local minima in order to 
obtain the lower envelope ( )le t . 

Standard deviation criterion is used to determine the 
number of sifting steps [4]: 

2
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2
1

| h (t) h (t) |
h (t)

T
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t k
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=

−
=          (1) 

An example of such decomposition is shown on figure 2. 

On the second step we use the obtained IMFs to train the 
forth layer receptive field functions one by one as in an 
example displayed on figure 3. 

 

Fig. 2. The example of time series decomposition into IMFs. 

 

Fig. 3. The illustration of the forth layer learning. 
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Fig. 4. The general neuro-fuzzy model architecture on the third step.  

 The learning of the centers ϕ
jlc  and the matrices 1−

jlQ  
performed in the following way as in [2]: 
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where cλ and Qλ repesent learning steps cβ  and Qβ  is a 

momentum hyperparameters, Q
jlτ  is a matrix and c

jlτ  is a 
vector of backpropagated error values for each 
multidimensional Gaussian. The difference with learning in [2] 
that we run the learning procedure separately for each 

( ( ))jf x k and use the corresponding IMF as a training set. This 
part of the learning algorithm can be implemented in parallel. 

Then we train the whole model on the real original training 
set. Weights learning is achieved through the Kaczmarz 
iterative method [2]: 

 ( ) ( ) ( ) ( )( )
( )( ) ( )( )

( )( )kxf
kxfkxf

kxfpky
kpkp

T

T−
+=+1  (3) 

where ( )kp  is a weights vector, ( )ky -reference signal 

value, ( )( )kxfpT - output value. 

III. EXPERIMENTAL RESULTS 
The proposed hybrid model displayed performance 

improvement in comparison to original neuro-fuzzy model in 
stock market prediction task on the daily log returns of Alcoa 
and American Express datasets with 2528 records. Learning 
process plot is presented on figure 5. 

The neuro-fuzzy model is implemented on Microsoft .Net 
Framework. Math.NET Numerics package [12] was used for 
the linear algebra operations and Accord.NET package [13] - 
for the reference neural networks implementation. 

The computational experiments were carried out on a PC 
with 16 GB of RAM and two-core Intel Core i5 processor. 

In order to estimate prediction accuracy Symmetric Mean 
Absolute Percent Error (SMAPE) and Root Mean Square Error 
(RMSE) criteria were used: 
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where  ( )y k  represents reference signal value, ˆ( )y k  is a 
prediction, and N  is a length of the training set.
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Fig. 5. Experiments on Alcoa and American Express daily returns plot 

The optimal results for the proposed model were achieved 
with 1h

φ
= , 0.85cλ = , 0.9cβ = , 0.85Qλ = , 0.95Qβ = . 

Training of the competing bipolar sigmoid model was 
performed with alpha value 0.37, learning rate 0.6 and 100 
epochs. 

Results presented in table below show that introduced 
model has better prediction accuracy than the original neuro-
fuzzy model but is more resource consuming. 

Model 
Daily log returns dataset results 

Execution time, 
ms 

RMSE, % SMAPE, % 

Proposed model 889 2.98 3.13 
Simple MDG based 
neuro-fuzy model 450 3.17 3.45 

Bipolar Sigmoid 
Network 2512 3.31 3.65 

IV. CONCLUSION 
 

This paper introduces a novel hybrid model for financial 
time series analysis which combines the decompositional and 
denoising power of empirical mode decomposition and 
learning and representational capabilities of the 
multidimensional Gaussian neuro-fuzzy model. Such solution 
handles complex relations in financial data, which is proven on 
the real life time-series forecasting tasks. 
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Abstract—With the advancement in smart devices and high-
speed internet, a continual increase in videos demands an 
efficient and automatic video indexing and retrieval system. To 
accomplish it, content-based video indexing is an optimal 
solution by detecting text in videos. In this study, we proposed a 
text detection system based on machine learning approaches.  
We compared conventional machine learning approaches with 
deep learning method. For deep learning, we implemented 
Convolutional Neural Network (CNN), while Logistic 
Regression (LR) and Support Vector Machine (SVM) are 
employed as conventional machine learning techniques to 
predict the outcome as text or non-text data. We evaluated the 
proposed systems on our own dataset obtained from various 
Turkish videos. LR obtained an overall accuracy of 95.0%, 
whereas SVM achieved 98.7% while CNN secured 99.8% 
accuracy. The experimental results show that CNN (deep 
learning approach) was more effective for our Turkish text 
dataset as compared to LR and SVM. 

Keywords—text detection, CNN, SVM, LR 

I. INTRODUCTION 
The progression of world towards 5G data communication 

system triggers more multimedia data formation on hourly 
bases. Besides lightning-fast internet, the evolution of smart 
devices drastically contributed in generation of unstructured 
and structured audios, videos and images data that eventually 
requires good indexing and retrieval systems. Business 
platforms like Cincopa, free video hosting websites like 
Vimeo, Dailymotion, and Youtube™ or social-media 
networks like Facebook provide opportunity to publish and 
share videos among closed groups or public. The user has the 
hectic responsibility to manually annotate the description of 
video while uploading it to these web-platforms. The manual 
annotation sometimes may lead to unaligned description with 
respect to content present in video. Likewise, it also restricts 
the searching efficacy, thus strongly demands content-based 
video indexing and retrieval scheme. 

 Apart from audio content along video, text appearing 
within video frames provides important information about 
visual content that can be adopted for automatic video 
indexing. These textual content is categorized as scene text or 
graphical text. Graphical text is the supplementary insertion of 
textual content at the time of editing, well-known as artificial 
text or caption text. On the other hand, scene text occurs 
naturally at the time of recording the video or capturing the 
image. The text present inside video frames or images varies 
in fonts, sizes, and style with different positing and 
alignments. Scene text detection requires more complex job 
due to less readability as text appears with inconsistent 

orientation, irregular contrast and uncertain resolution 
because of capturing conditions and constraints. However, as 
graphical text is artificially embedded, the editor generally 
uniformly aligns the text in horizontal or vertical orientation, 
thus makes detection and extraction relatively easier. 

As textual content detection and extraction from videos, 
images, or documents is an old problem, researchers presented 
various methods and techniques. These proposed research 
approaches are normally classified into unsupervised methods 
like [1] and supervised techniques such as presented in [2]. 
Unsupervised methods are generally based on connected 
components approaches like Stroke Width Transformation 
(SWT) or Maximally Stable Extremal Regions (MSERs). 
Whereas, supervised models usually based on sliding window 
that extracts contextual features like color, texture and edges 
to train the classifier either based on conventional machine 
learning algorithms like LR, SVM, or deep learning such as 
CNN.  

Scientists designed distinct approaches for text detection 
with slight variations based on unsupervised methods, like in  
[1] we performed morphological procedure with some 
heuristic and geometric constraints to detect and extract 
Turkish text from news and sports videos. Similarly, authors 
in [3]  calculated local entropy to exploit statistical features of 
image by horizontal projection analysis and computed 
gradient difference to get horizontally aligned artificial text in 
Urdu videos. For English text detection, author in [4] used 
another unsupervised approach based on Laplacian operator 
by labeling the candidate text region obtained through 
maximum gradient difference using k-means clustering. Later 
Sobel edge maps helped in extracting the boundaries of text 
fields.  

For multilingual text detection researchers suggested 
different supervised approach like in [2], we presented a CNN 
model (consists of 3 convolutional layers) as feature 
extraction approach for Turkish text detection and achieved an 
overall F-measure of 99.95% on our own dataset created from 
Turkish videos. Another author proposed a modified version 
of CNN in [5] called Multi-scale Spatial Partition Network 
(MSP-Net) to do block-level image classification as text or 
not-text. It spatially divided feature maps into various block 
sizes and finally classified those by three fully connected 
layers with 94.6% F-measure score on TextDis benchmark.  

An English and Chinese text detection method introduced 
in [6], named as Efficient and Accuracy Scene Text (EAST) 
detector, used Fully Convolutional Network (FCN) and Non-
Maximum Suppression (NMS) to predict outcome using 
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multiple channels pixel-level text score maps. Authors tested 
EAST network on various dataset and obtained F-measure 
score of 80% on ICDAR2015 and 76.08 on COCO-Text. 
While a slight variation of one-step NMS with FCN in [7] 
performed convolutional feature extraction, multi-level 
feature fusion and multi-task learning and passed the resultant 
to Recalled-NMS in order to remove quadrilaterals within text 
spaces that also maintains low confidence text regions. It 
achieved F-measure of 81%, 74%, and 86% on ICDAR2015, 
MSRA-TD500 dataset and ICDAR2013 respectively.  

Moreover, author in [8] presented six text line detection 
models based on standard VGG-16 network with some 
modified convolutional layers that learns from weakly 
annotated data to predict textual regions at multiple scales 
with maximum F-measure score of 86.9% on ICDAR2013 
dataset. An end-to-end hybrid model named as CRNN in [9] 
used Deep CNN for feature extraction and Recurrent Neural 
Network (RNN) for prediction, and achieved 89% F-measure. 

In the same way, author in [10] detected Arabic text by 
training the  CNN classifier and Bidirectional Long Short 
Memory (BLSTM) network with text images of five different 
orientations. In [11], author employed Convolutional Auto 
Encoder (CAE) for feature extraction and SVM for candidate 
region classification as Arabic text or non-text with an F-
measure score of 84%. 

For Turkish text detection, mostly unsupervised 
techniques have been employed except in [2]. In [12] author 
employed connected component and histogram analysis to 
extract the sliding text, then recognized characters and words 
by Transformation Based Learning (TBL) that achieved 92% 
words recognition accuracy and 99% character recognition 
accuracy. Later author enhance [12] by incorporating Hidden 
Markov, n-gram language and Glyph models in [13] that did 
semi-supervised training and accomplished 1% WER while 
recognizing. In addition, in [14] authors proposed Turkish 
News videos retrieval system with semantic annotation by 
segmenting news based on silence periods and performed text 
detection by vertical and horizontal histogram analysis and 
connected component. 

Literature review depicts that Turkish text detection and 
recognition is in fancy state, therefore, in this study, we 
compared three distinct learning-based methods for text 
detection on Turkish Text dataset used in [2]. These methods 
includes LR and SVM as conventional machine learning 
techniques while CNN as deep learning approach. Our aim is 
to analyze the performance and efficiency of deep learning 
and traditional machine learning approaches for horizontally 
aligned artificial text detection in Turkish Videos. 

The paper enlists three more sections. The next section 
presents dataset (materials) used for this study, while section 
3 explains learning-based methods performed to detect text. 
Section 4 summarizes the experimental results. Lastly, section 
5 outlines concluding remarks. 

TABLE I.  DATASET  

Labels 
Dataset Type 

Total Samples Training Set Testing Set 

Non-text 54680 32808 21872 

Text 61131 36679 24452 

Total 115811 69487 46324 

 

II. MATERIALS 
As text detection for Turkish videos is in fancy state, no 

benchmark dataset is available publically as per our 
knowledge. Thus we prepared our own dataset of horizontally 
aligned Turkish graphical text obtained from various Turkish 
news, sports and business channels. For information about 
dataset compilation see Section 3 of [2].   

The dataset consists of 115811 grayscale image samples, 
each of size 32 x 128. Among these, 61131 images belongs to 
text regions while 54680 instances are non-text images, as 
summarized in Table 1. The dataset is divided randomly into 
training and testing sets. 60% of dataset is used to train the 
models while 40% is used for evaluation purposes. Fig. 1 
depicts few samples from dataset. 

III. METHODS 

A. Logistic Regression (LR) 

Logistic Regression is a conventional machine learning 
algorithm used to classify categorical targets by performing 
regression analysis with help of sigmoid function as core 
operation as shown in Fig 2.  

It squashes and maps the input values x to range between 
0 and 1, then assigns weight w and bias (b0 and b1) coefficients 
to predict the output y as in (1).  

  	 	 ∗ 		 ∗  (1) 

B. Support Vector Machine (SVM) 

The SVM is a supervised machine learning arsenal 
preferred as discriminative classifier for various data 

 
Fig. 1. Samples from dataset, each of size 32 x 128, (A) displays 3 non-

text images samples, (B) shows 3 text images samples 

Fig. 2. LR - core function (sigmoid). 
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classification problems. SVMs are practiced for classification 
as well as regression tasks by finding the optimal separating 
hyperplane that distinctly classifies new instances. The 
hyperplane divides N-dimensional space (N is the number of 
features) into appropriate labels by finding group of data 
points (support vectors) that resides on the edge of class 
descriptors. SVM objective is to discover the best possible 

hyperplane with maximum margin (distance between data 
points of classes) as illustrated in Fig. 3.  

 It requires less computation power as it only retains 
support vectors (data points that lies on border) while 
discarding rest of training instances. Initially, algorithm was 
formulated for data that is linearly separable, but with addition 
of kernel techniques [15], it can be exercised for non-linear 
cases by mapping non-linear to linear space. Different kernels 
have been evolved, but for our analysis, we used Radial Basis 
Function (RBF). RBF kernel is determined by (2) with as 
gamma (learnable parameter). 

 	 	 exp 	 	  (2) 

C. Convolutional Neural Network (CNN) 

CNN is a simple deep learning based algorithm that 
converts the input data to useful representation to do complex 
image classification. It usually consists of convolutional 
layers, pooling layers and fully connected layers (known as 
dense layers) as depicted in Fig. 4. 

Convolutional layers learn the feature representation of 
input image by assigning appropriate weights and biases to 
each neuron connecting with some neurons of preceding layer. 

The resultant is passed to activation function such as Rectified 
Linear Unit (ReLU). Pooling layer plays role to reduce 
features dimensionality. In the end, a fully connected layer 
combines all the learned features of previous layers to 
formulate the prediction in output layer (classification layer) 
with help of probabilities computed by softmax layer. 

IV. EXPERIMENTAL RESULTS 
Each classifier outlined in previous section has few 

learnable parameters, which are fine-tuned to obtain best 
results, described in this section. The 115811 samples in 
Turkish text dataset are split randomly into training set 
consists of 69487 samples (60% of total dataset) and testing 
set containing 46324 instances (40% of dataset). Same 
number of training and testing samples were fed to all three 
proposed methods and evaluated performance in terms of 
precision (P), recall (R), F-measure (F), and overall accuracy 
(OA). 

All the experiments were carried out on Jupyter Notebook 
with Python 3.6 environment along with Keras and Tensor 
flow packages, running on Nvidia GeForce 410M (512MB 
RAM) and 2.3GHz Intel CoreTM i5 processor of 8GB RAM. 

A. Logistic Regression 

The LR model is trained with ‘lbfgs’ optimizer. It achieved 
an overall accuracy of 95.0% on testing dataset, with recall: 
95.0%, precision: 95.0%, and F-measure: 95.0%. Table 2 
shows the results obtained for LR classifier. 

TABLE II.  CLASSIFICATION ACCURACY FOR LR 

True Labels 
Predicted Labels Evaluation Results (%) 

Text Non-text P R F 

Non-text 1307 20565 95.3 94.0 94.7 

Text 23443 1009 94.7 95.9 95.3 

Overall 95.0 95.0 95.0 

Fig. 5 shows the Receiver Operating Characteristics 
(ROC) curve as performance evaluation of LR on Turkish 
dataset. 

B. Support Vector Machine 

Classification parameters plays vital role in SVM, 
therefore we preferred RBF kernel due to its popularity and 
effectiveness in classification. We empirically calculated and 
fine-tuned the parameter C=12 and gamma=1.0E4. SVM 

Fig. 4. Hyperplane with support vectors in SVM 

 
Fig. 3. Network architect of proposed CNN model. 
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produced promising results with an overall accuracy of 98.7%, 
recall: 98.7%, precision: 98.8%, and f-measure 98.7%, 
summarized in Table 3.  

 

 

TABLE III.  CLASSIFICATION ACCURACY FOR SVM 

True Labels 
Predicted Labels Evaluation Results (%) 

Text Non-text P R F 

Non-text 399 21473 99.1 98.2 98.6 

Text 24249 203 98.4 99.2 98.8 

Overall 98.8 98.7 98.7 

 

C. Convolutional Neural Network 

For deep-learning approach, we proposed a CNN architect 
in Fig. 4. Image feature map is fed as input layer (size 32x128) 
to two consecutive convolutional layers, each with an output 
shape of 32x128x16, a kernel of size 3x3 and same size 
padding is turned-on. Followed by 2x2 max-pool layer, and 
dropout is fixed to 0.10. Next comes two more convolutional 
layers having a depth of 32 with 3x3 kernel and padding. 
Again 2x2 max-pool layer is placed for dimensionality 
reduction and dropout is set to 0.25. Two more convolutional 
layers with depth of 64 is placed followed by 2x2 max-pool 
layer and performed a dropout of 0.4. All convolutional layers 
have ReLU as activation function. The flattened features are 
fed to fully-connected layer with softmax activation function 
to predict the output either as text or non-text.  

TABLE IV.  CLASSIFICATION ACCURACY FOR CNN 

True Labels 
Predicted Labels Evaluation Results (%) 

Text Non-text P R F 

Non-text 71 21801 99.8 99.7 99.8 

Text 24424 28 99.7 99.9 99.8 

Overall 99.7 99.8 99.8 

 

The model is trained with Adam optimizer while learning-
rate of 0.001. The proposed CNN model accomplished an 
overall accuracy of 99.8%, recall: 99.8%, precision: 99.7%, 
and F-measure: 99.8%. The results are tabulated in Table 4, 
and Fig. 6 shows the loss and accuracy curves for this trained 
model. 

V. CONCLUSION 
In this study, we performed comparative analysis of deep 

learning and machine learning algorithms for detecting 
whether an image has text or not. Even though text detection 
is language independent, but we focused on Turkish language 
as it’s still an under-stressed area. For this, a dataset compiled 
from Turkish videos were used to train LR and SVM models 
as machine learning methods while CNN model was trained 
as deep learning approach. Experimental results showed that 
CNN outperformed other two conventional methods on this 
dataset. CNN achieved an accuracy of 99.8%, while SVM 
secured 98.7% and LR produced 95.0% prediction accuracy 
on our dataset. Although methods obtained promising results, 
but cross-validation is worth exploring in our future work. 
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Abstract—Online data processing in sensor networks problem 
is of particular relevance in connection with the widespread 
use of such systems for restoring physical fields from local 
measurements, for example, in environmental monitoring 
systems. In order to reduce model dimensionality, clustering of 
sensors net is carried out previously. In this paper, we 
consider the problem of restore fields of complex structure 
using data from sensor network.  Nonlinear distributed 
regression kernel-based method is applied using sequential 
regularization based on optimal estimates concordance. A 
generalization of this approach to non-stationary case is also 
considered, for which recurrent regularized kernel-based 
learning algorithms are proposed, using both moving average 
and sliding window approaches.  

 
Keywords—data agregation, distributed estimation, kernel 

method, online learning, recurrent estimation, regularization, 
sensor network.  

I. INTRODUCTION  
Decentralized estimation of multidimensional functional 

dependencies problem according to the data of distributed 
measurements has recently gained particular urgency in 
connection with the widespread use of wireless sensor 
networks that allow parallel measurements in real time [1]. 
Such systems are widely used in environmental monitoring 
systems, control and study of atmospheric phenomena, 
meteorological observation and many other applications. 
Typical is the task of estimating two-dimensional 
temperature or optical fields from distributed spatial 
measurements [2]. In sensor networks, mutual exchange of 
information is possible, which can significantly improve the 
estimation accuracy [3]. 

The restoration of functions from data obtained by the 
sensor network is a typical task of multivariate regression, 
for the solution of which it is advisable to use machine-
learning methods. At the same time, it has its own 
peculiarities related both to the complex, essentially non-
linear, nature of the functions being restored. Moreover, 
only small amount of a priori information is available, as 
well as the nature of the processing of data obtained using a 
network of a large number of sensors that are 

heterogeneously distributed in space and connected by 
network data transmission channels. 

Particular difficulties arise when it is necessary to restore 
in real time non-stationary fields that change in time 
according to an unknown law. 

For estimating of fields parameters from a variety of 
local observations, kernel machine learning methods have 
recently been widely used [4, 5]; the advantage of which is 
the ability to effective restore nonlinear multidimensional 
functions of a complex structure. Meanwhile, their 
successful application in information processing tasks in 
sensor networks is associated with the need to solve a 
number of additional tasks. 

Using the classical kernel approach, the complexity of 
the regression model is determined by the number of 
measurement points, which, when using data obtained by a 
network of sensors, can be extremely large. In this case, 
preliminary data aggregation with the construction of some 
sensor clusters is necessary, which will limit the complexity 
of the estimated model. 

The second problem is related to the choice of 
regularization method and parameters, since the problem 
under consideration is incorrect and requires special 
measures to stabilize the solution. 

Of particular interest is the development of recurrent 
methods for estimating the parameters of kernel regressions, 
which allows real-time processing of the data stream 
received from the sensor network. 

In this paper, we propose a methodology and algorithms 
for assessing kernel regression from distributed aggregate 
measurements obtained by preliminary clustering of data 
[6]. A two-stage regularization procedure is proposed, in 
which, at the first stage, a simplified linear model of the 
desired dependence is constructed, and at the second stage, 
the obtained estimates of linear model parameters are used 
as a priori information for estimating kernel model based on 
the principle of estimates optimal concordations [7, 8]. 

A recurrent implementation estimation method based on 
the use of "sliding window" principle [10,11] is also 
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proposed, which provides real-time estimates of non-linear 
kernel model from aggregated data stream. 

II. PROBLEM STATEMENT 
The problem of unknown two-dimensional function 

( )f x reconstruction using measurements of function values 
at Cartesian position of sensors ix is considered 

 
1 2 T T

1 1

( ), ( ) , 1, ,

( , ) , (y , y ,..., y ) ,
i i i

i i i n n

y f y f i n

x x

= = + ξ =

= =

x x

x Y
 (1) 

Clusterization of multiple sensors into L clusters is 
preliminarily carried out 1 2, ,..., ,LΩ Ω Ω where kΩ – 
number of elements in cluster, 

 1 1, ,
k k

k i k i
i ik k

y y
∈Ω ∈Ω

= =
Ω Ω x x  (2) 

aggregated measurements averaged over clusters.  
Then the model of aggregated measurements takes the 

following form 

 T
1 2( , ,..., ) ,L L L L L= = ⋅ +X x x x Y X w ξ


 (3)  

It is necessary, according to the results of aggregated 
measurements { , },L LX Y to restore unknown function ( ).f x  
Consider both linear and nonlinear model of unknown 
function 

• T 1 2 T( ) , ( , ) ,f w w= ⋅ =x x w w  

• T( ) ( ) ,f = ⋅x φ x c  

where T
1( ) ( ( ),..., ( ))M= ϕ ϕφ x x x – coordinate function 

vector, 1 2 T( , ) ,w w T
1( ,..., ), 1Mc c M= >>c – vectors of 

linear and nonlinear models unknown parameters 
respectively. 

III. LINEAR MODEL ESTIMATION 
To estimate the parameters of a linear model from 

aggregated data on cluster centers we will use the 
regularized functional  

 
2 T( ) ,L LJ = − ⋅ + α ⋅w Y X w w w  (4) 

then ridge regularized estimate has the form: 
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For linear model with bias  
T 1 2 T

o( ) , ( , )f w w w= ⋅ + =x x w w  estimates of unknown 
parameters, taking into account the conditions for their 
normalization, have the following form: 

• Least Squares Estimation (Bias Ridge Regression) 
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• Support vector method estimation 
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The obtained estimates are used as a priori information 
at the second stage of model estimation. 

IV. NONLINEAR KERNEL MODEL ESTIMATION 
In accordance with the general methodology of kernel 

estimation, we choose the coordinate functions from the 
following condition  

2T ( ) ( ) ( , ) exp( ), 0,k k k⋅ = κ = −μ − μ >φ x φ x x x x x  (8) 

Then aggregated measurements takes the form 
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We obtain estimates of the model parameters from the 
minimization of regularized functional 
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Solution of corresponding optimization problem is:  
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To obtain a priori values of nonlinear kernel model 
parameters, we use obtained estimates of linear 
approximation model parameters. 

In accordance with the principle of matching estimates, 
we introduce functional [6 - 8]: 

 2 2
0 0 0 0ˆ( ) ,L L L LI = + ω = −c ζ c ζ X w Φ c  (12) 

Using Lagrange function 

 T
0 0 0 0( , , ) ( ) ( )L n n LL Iν = + ν − −c ζ c X w Φ c ζ  (13) 

we obtain a priori values of nonlinear model parameters  
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Finally, non-linear kernel regression model is: 
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Thus, regularized kernel estimate of multidimensional 
regression depends only on the measured variables. 

V. RECURRENT ON-LINE MODEL ESTIMATION 
Consider the measurements sequence in the form of 

data stream 1{ }n
k ky ,= ( ) 0k k ky f x , k , ...= + ε = where )(⋅f  is 

an unknown nonlinear function, and kε  is a noise discrete 

random process, .}{,0}{ 22 σ=ε=ε kk EE  

In the kernel-model framework, identification model is 
T( ) ( ) 0k k k k k

ˆy f x x с , k ,n,= = φ + ε =         

In accordance with kernel-model technique, introduce 
kernel matrix ,T

nnn ΦΦK = , which may be computed 
directly without reference to the feature vectors, 
because 1n i , j i , j i jk , k ( x ,x ), i, j ,n.= = κ =K   

Takes into consideration the auxiliary (dual) variables 
vector nλ , such as 1n n nс −= Φ λ  [9].  

At that measurements prediction is 

 T T
1 1( ) ( ) ( )n n n n n n n n

ˆŷ f x x c x ,− −= = ϕ =Φ k λ  (16)  

where T
1 0 1 1( )=( ( ) ( ( ) ( ))n n n n n nx x ,x x ,x ... x ,x− −κ κ κk - kernel 

vector, kŷ - vector of measurements prediction, nλ  is an 
auxiliary variables vector estimate at instant n , which 
should be obtained by training sample 1

0{ }n
k k ky ,x ,−

= and in 
accordance with "kernel trick", express in terms of only 
kernel matrix 1n .−K  

Recurrent kernel-model identification algorithms should 
ensures on-line nλ  estimates. Sliding window kernel 
model approach [10, 11] consider for estimation at instant 
n  only last sn −  observations, so observation vector is 

.)...( T
1, nsnsn yy +−=y Consequently, kernel 

matrix T
n,s n,s n ,s=K Φ Φ  has a fixed dimension )( ss × and 

observation equation takes the form 
T

1 1n,s n ,s n ,s n ,s n n,s .− −= + = +y Φ w ε K λ ε  
Consider the “sliding” estimation cost function includes 

at any instant 1+n  a priori information term determined 
by previously estimate. Using the representation 

,, λΦw sn=  the optimization problem is: 
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λ
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Condition of optimality leads to normal equations: 

 ( )T 1 T 1
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Recurrent dual vector estimate takes the form: 
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At last, it is necessary to put forward the updating 
algorithm for inverse regularized sliding kernel matrix 

).(1
, γ−
snK Using the approach, proposed in [11, 12], two 

step inverse regularized kernel matrix updating algorithm 
1 1 1

1 1 1( ) ( ) ( )n ,s n ,s n ,s
− − −

− − −γ → γ → γK K K was proposed, which use 

“downsizing” matrix ),(1,1 γ−− snK determined from the 

sliding kernel matrix representation. 

Using formula (16) and the obtained estimates of dual 
variables (19), we obtain an estimate of nonlinear model in 
the form of linear combination of kernel functions, 
localized in the centers of clusters of sensor network. 

VI. SETTING THE AGGREGATION CENTERS 
A significant increase of distributed reconstruction 

accuracy can be achieved through rational clustering of 
sensors in the network, taking into account the quality of 
the estimation by optimizing data aggregation centers. 

Recurrent center optimization procedure is as follows: 

 ( 1) ( )+ ( ) ( ( )),xx n x n n x n+ = γ ⋅∇ Ψ  (20) 

where ( )nγ is the experimentally selected step factor. 
As a functional for setting up cluster centers, we take 
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At that, to adjust the k-th center, it is necessary to take 
the sum over all m ≠ k, but when differentiating, the term 
with the index m = k will disappear. 

As a result, the formation of aggregated groups of 
sensors is carried out according to the following rule: 

2 2( ) { } , ( ) ( )k i k i k i mn x x x n x x n , m k.Ω = − < − ≠     (22) 

VII. NUMERICAL EXPERIMET 
The obtained results was illustrated by a series of 

computational experiments on the restoration of a two-
dimensional function from measurements, taken by a 
network of sensors on a plane. 

In Fig. 1 shows the distribution of sensors with the 
formation of clusters a) and a model function with the 
measurements results b). 
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a) b) 

Figure 1.  Initial data for regression recovery 

Fig. 2 presents the results of estimation of linear a) and 
nonlinear kernel model b). 

 
a) b) 

Figure 2.   Regression recovery results 

In Fig. 3 presents the results of evaluating a complex 
nonlinear kernel model, a) measurement data of model 
function, b) recovery results. 

 

a) b) 

Figure 3. Nonlinear regression recovery results 

The experimental results indicate the efficiency of the 
proposed approach. 

VIII. CONCLUSION 
A method of multidimensional nonlinear regression for 

complex functions restoration using measurements, 
obtained by sensor network is proposed. To reduce the 
dimension of kernel model, preliminary clustering of the 
sensor network is carried out. A feature of the method is the 

implementation of two-level regularization, when estimates 
of linear model parameters are used as a priori information 
for constructing estimates of non-linear model by optimal 
estimates concordance.  

Further research may be related to construction of 
“second level” algorithms for tuning regularization 
parameters in real time. For this purpose, it seems to be 
efficient to use the dynamic cross-validation method [13, 
14], which makes it possible to assess the quality of non-
stationary models, obtained using data stream data from 
sensor network. 
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Abstract—The concept of critical modes of observation of 
an object with the help of discrete photographic equipment and 
their influence on the quality of a digital image is defined. A 
feature of such modes is the inability to obtain a guaranteed 
quality of the digital image of the object of observation. During 
photography, this is characterized by a significant change in 
the level of external light sensitivity of the subject, the possible 
distance of photography, the operational shift of the image and 
other factors that affect the image quality. But observation in 
these conditions increases the activity, completeness and 
timeliness of documenting the image of the object. The article 
offers a formalized description of the successful observation of 
the object. It contains the concept of a given probability of 
recognition of the object of observation of its image. It 
determines the rational level of image quality. The parameters 
of the photographic equipment which can provide the 
predicted qualitative image are offered. Such parameters of the 
photographic equipment are its light sensitivity and resolution. 
The algorithmic relationship between the limit values of light 
sensitivity and resolution is determined. It allows assessing the 
degree of achievement of the highest perfection of a discrete 
iconic tool, taking into account the specified depth of 
recognition of the object by its image. An algorithmic 
assessment of the influence of photographic noise on image 
quality is proposed. The algorithms developed in the article are 
verified by a computational experiment. It allowed us to 
estimate the rational ranges of light sensitivity that won’t affect 
the resolution of the digital image of the observed object. 

Keywords—observation, photography, light sensitivity, 
photographic equipment, resolution, discrete visual means, object 
of observation.  

I. INTRODUCTION  
Documentation of the image of the object of observation 

is needful to solution problems in agriculture, ecological 
monitoring, geodesy, mapping, etc. Successful solution of 
such problems allows carrying out observations with the 
minimum influence of external conditions on the received 
results. There are conditions in which automatic systems for 
adjusting the parameters of discrete species surveillance 
work without taking into account the quality of the digital 
image. Under these conditions, it isn’t possible to guarantee 

the receipt of information about objects with a given depth of 
recognition of its image. As a result, it is impossible to 
predict the results of observation [1–2]. When observing by 
photography, such limitations are characteristic in the case of 
changes in the level of external lighting of the subject, the 
operational shift of the image, the possible distance of 
photography and other factors that affect the image quality. 

The image quality decreases sharply due to its pixelation 
when observations need to be made at dusk. This is a 
consequence of a significant increase in photographic noise 
[3, 4]. Photography from the maximum possible distance 
requires the use of maximum optical zoom. In this case, the 
minimum resolution and angle of view of the lens limit the 
ability to control the quality of the digital image on its image 
on the display. The ability to take high-quality photo image 
at dusk from the maximum possible distance increases the 
activity and timeliness of documenting the image of the 
object. Photography with predicted image shift will allow 
observing from the vehicles without losing the specified 
image quality. Thus, the task of predicting image quality 
when photographing in its atypical conditions is relevant. 

In [5–7] the general questions of increase of possibilities 
of recognition of the image of object during photography are 
considered. In [2, 8] are presented an algorithm for 
predicting the recognizable properties of photographic 
equipment (PE) with taking into account the operational shift 
of the image and the results of checking its adequacy for 
photographing objects in real conditions. Features of 
photography of a distant object are considered in [6]. 

For photography in low light conditions, the hardware 
recommendations are described in [9]: to increase the light 
sensitivity of the receiver, which is software implemented in 
the PE for the shooting mode “Auto”. Adherence to the 
above recommendations makes some sense but only in a 
limited range of image pixelation intensity. Such an effect 
hasn’t been evaluated, although it is known that visual 
pixelization of the image significantly reduces its quality.  

Thus, determining the features of the relationship 
between light sensitivity and resolution of the PE receiver in 
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critical photography modes is an unsolved part of the 
problem of obtaining the predicted image quality. 

The purpose of the article is determination relationship 
between the limits of light sensitivity and resolution in 
photography to perform tasks and identify ways to expand 
the capabilities of photography of the object in external 
conditions. 

II. METHOD 
Today PE is a complex and perfect software and 

hardware complex. It documents the objects observed in 
different environmental conditions. Taking into account the 
conditions of observation in the PE is due to automatic or 
manual adjustment of its parameters. 

 A formalized description for observation with the help of 
PE of the j-th object (j = 1, …, J) from the distance Sj and the 
given reliability of its results (the probability P of the image 
recognition isn’t less than its setpoint Ps) will look like [2]: 

[ ] ,
,1min,,,,

,
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JjlfdSP=P

PP
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S                (1) 

where dPE is the linear size of the PE distinguishing element 
(matrix pixel); f is the focal length of the PE lens; lj is the 
linear size of the recognition feature of the object. 

In (1) combines the requirements to the rational image 
quality of the image (P), the conditions of photography (S), 
the features of the object of photography (l) and the desired 
values of the influential parameters of PE (dPE, f). 
Compliance with (1) will allow predicting the observation of 
an object with a given level of image quality. 

The modes of automatic operation of the PE in atypical 
conditions are critical, in which the photographic image in 
the PE is remembered, but its expected quality (according to 
the set pixel size of the image) isn’t guaranteed. For such 
cases, the household PE provides manual control of 
photography parameters. In this case the photographer must 
have sufficient personal experience of such setting. It is 
necessary to be guided in the circumstances that translate the 
normal mode of operation of the PE to a critical. In addition, 
manual adjustment is provided only in professional photo 
cameras. This feature isn’t available in PE, in which the 
function of photography is secondary. In professional species 
equipment critical operating modes aren’t usually 
distinguished. 

Thus, it is important to determine the limits of PE 
parameters and the relationship between them, which will 
provide a predictable quality image. Necessary in this case 
are the following parameters of the PE namely its light 
sensitivity SISO and resolution d. The resolution of PE d is 
considered to be the linear size dPE = d of the element of the 
light-sensitive matrix (matrix pixel) – the current value of the 
resolution, which remembers the image according to the line 
of values in a particular sample. The intensity of the 
receiver’s response to the input signal is characterizes by 
light sensitivity SISO. When taking a photo, the input signal is 
the level of illumination of the receiver with light reflected or 
emitted from the subject. The output signal is the amount of 
response of the photo receiver in the form of an image on the 
display. 

At the limit of detection of the image segment E, the 
output signal i and from m pixels (elementary receivers of 
the light-sensitive matrix – photo detector) will be equal to: 

,1
1 i

m

m
i =                                     (2) 

where m1 is the number of elementary receivers with the 
output signal from them i1. 

If mi < m1 the segment isn’t recognized, if mi > m1 the 
segment is recognized better. When mi = m1 the value of i 
will be the criterion and i = icr. The value of mi is determined 
by the difference in photography or its dependent value, 
namely the resolution. The maximum resolution R of the 
light-sensitive matrix with an elementary receiver with side d 
will be: 

.
2
1
d

R =                                      (3) 

The number m of elementary receivers in the segment E 
in its square configuration with side lj = l will be equal to the 
following:  
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=                            (4) 

The minimum signal of the each elementary receiver i1 
depends on its area Q, the material of manufacture β and 
technological efficiency of manufacture and operation η:  
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Given the relations (3)–(5) of (2) can be reduced like:  
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If the (6) signal from m1 receivers exceeds the criterion 
value Hcr which determines the light sensitivity of the SISO 
photo detector the exposure H of the segment E will be 
sufficient. If the exposure of the segment has acquired a 
criterion value (the criterion value has acquired a signal                  
i = icr from segment E) we will have: 
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The light sensitivity of SISO is determined as follows:  
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k
S =                                   (8) 

The coefficient k is a constant and is given in the 
regulatory documentation. It is necessary to combine (7), (8) 
and bring to the following form:  

,const24 ==
li

k

d

S

cr

ISO βη                            (9) 

or  
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Equation (9) and (10) indicates that the image of the 
recognition feature l of the object will be detected at the 
current level of perfection of PE (icr, β, η, k) and photo 
shooting conditions (η, k) only when the ratio between the 
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light sensitivity of the photo detector and its resolution of a 
certain value. This confirms the previous conclusion about 
the inexpediency of an infinite increase in light sensitivity 
when photographing at dusk. A rational way is to increase 
the size d of the elementary receiver. For PE this will 
correspond to the transition to a smaller pixel size of the 
light-sensitive matrix. 

Given (9) the condition of photography can be considered 
inequality:  

.βη
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k

d

S
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ISO ≥                                 (11) 

Indicators of perfection (perfection of the selected light-
sensitive material β, perfection of manufacturing technology 
η, detection of caviar, standard coefficient k) are in the right 
part of (11). They are constant values for each individual 
case of photography. Thus, the whole right part is a constant 
of the object and the level of perfection of the PE. 

The PE parameters that change for each PE type and 
sample are in the left part. Therefore, according to (11), in 
order to achieve a smaller resolution d in the image, it is 
possible only by proportionally reducing the light sensitivity 
of the SISO. 

Given the above, (11) characterizes the practical 
possibility of achieving the highest perfection of the iconic 
means, in this case – the PE sample. If for a particular 
sample of PE the equality between the left and right parts of 
(11) is preserved – the limit values of distinction and light 
sensitivity are reached. Further studies on the possibility of 
achieving greater SISO with the achieved resolution d may not 
be successful. It is necessary to move to fundamentally 
different light-sensitive materials, technologies, methods of 
obtaining and processing images. 

III. EXPERIMENT AND DISCUSSION 
According to (11), there will be the following limit 

between the limit values of light sensitivity and PE 
resolution:   

.βη
2

4

li

k
dS

cr
ISO ≥                           (12) 

Determine the possible values of photography parameters 
in the right part of (12). The coefficient of proportionality k 
for household photo cameras is equal to 1 [10, 11]. The 
material of elementary receivers determines the quantum 
efficiency of the exposure process, that is, the ratio between 
the number of photons that hit the light-sensitive surface and 
the number of photoelectrons β created by them. Will assume 
that each photon initiates the emergence of one photoelectron 
(β = 1). The coefficient η is its efficiency and characterizes 
the technological efficiency of manufacture and operation of 
PE. The maximum possible value in this case will be one. 

The value іcr can be accessed through the contrast 
sensitivity of the human eye and will be 0.02 [12, 13]. 

The image length of the recognition feature l will be nd, 
where n is the number of pixels in the image. It will be 3d for 
detection, 6d for recognized and 12d for identified the object. 
Given the above, we move from (11) to the following:   
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Let’s perform mathematical calculations for the Canon 
Power Shot SX420 IS Black [14]. Its light sensitivity of 
Canon Power Shot SX420 IS Black will fluctuate in the 
range of SISO = 100 … 1600 units ISO, the pixel size of the 
light-sensitive matrix will be 20 Mpx, the pixel size of the 
image will be 5152 × 3864 px [15]. The smallest value of the 
resolution will be equal to 2 μm = 2 × 10-6 m. Mathematical 
calculations of the limit light sensitivity when photographing 
with different depth of recognition presented in Fig. 1.  

 
Fig. 1. The relationship between light sensitivity and the specified depth 
of recognition image.  

The results of the calculations using (11) and (13) shown 
in the graph show that together with the change of the task to 
the depth of recognition of the object by its image, the 
requirements for the limit value of light sensitivity of the PE 
change. When changing the detection task for identification 
the limit light sensitivity will change more than an order of 
magnitude. 

Calculations of the limit light sensitivity don’t match the 
passport data for this type of photo camera. This is due to the 
far from optimal technology of manufacture and operation of 
the PE, opportunities for further improvement of the light-
sensitive receiver, the influence of operational factors, 
especially in critical modes of operation of the PE. 

Photographic equipment manufacturers are offered a 
procedure for changing the requirements for light sensitivity, 
which can be considered rational in terms of its relationship 
with distinction and capabilities. Depending on the task of 
the depth of recognition of the object by its photographic 
image, the requirements for the limit light sensitivity vary 
slightly more than an order of magnitude. Such possibilities 
for change of light sensitivity are provided also in the Canon 
Power Shot SX420 IS photo camera. The same applies to the 
PE installed in the Galaxy A50 Smartphone [16]. 

In Coolpix AW100 [17], Panasonic TZ18 Lumix [18] 
photo cameras, the situation is different, where the specified 
value changes by two or more orders of magnitude. Thus, for 
predicted high-quality photographs, it is important to observe 
the range of calculated changes in the limit values of light 
sensitivity when photographing. 

The generally accepted approach to exposure 
management in PE allows changing its value within 3 … 4 
orders of magnitude, namely to ensure the efficiency of PE to 
the level of illumination in 20 … 30 lux. In summer it 
corresponds to 19 … 20 o’clock in the evening and 6 … 7 
o’clock in the morning. This illumination of the object is 
provided by a table lamp, which is installed at a distance of 
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1.0 … 1.5 m from it. However, it is desirable to take photos 
in the darker hours of the day, with a given or predicted 
image quality. Small contrast in the photo image will be 
more appropriate to the real conditions of photography. For 
example, the statistically determined average contrast value 
of a photo image in the corner of the lens field of view in PE 
“Landscape” photography is 0.18. 

We can compare the required range of changes in light 
sensitivity in the PE with the real possible value. The 
illumination of the Earth’s surface on a sunny summer day 
varies from Emax = 105 lux (12 … 13 hours) to                            
Emin = 0.22 … 0.32 lux on a lunar cloudless night. The 
dynamic luminance range of the Emax / Emin object will be  
2.8 × 105 ... 5.1 × 105 it’s about five orders of magnitude. 
Accordingly, the parameters of the PE that determine the 
exposure of the image must be changed the same number of 
times. Approximately 1 order in exposure control can be 
provided by changing the shutter speed from 1/500 sec to 
1/50 sec. Higher shutter speeds are possible in the PE but for 
shooting conditions their use will result in a significant 
image shift. By changing the aperture number in the range of 
2.4 ... 32.0 and taking into account the quadratic effect on the 
exposure value it can be controlled within at least two orders 
of magnitude. 

Also, the exposure control parameter is the light 
sensitivity of the receiver. According to Fig. 1, the 
multiplicity of light sensitivity change even for high-contrast 
images shouldn’t exceed one order of magnitude. 

IV. CONCLUSION 
Thus, the article defines the relationship between light 

sensitivity and the difference when observing an object in 
critical photography conditions. This makes it possible to 
obtain a guaranteed and planned level of information about 
the object of observation by photography. Algorithm of 
determination parameter of photography in the conditions of 
light sensitivity is determined. This allows you to assess the 
degree of achievement of the highest perfection of the 
discrete iconic tool, taking into account the specified depth 
of recognition of the object by its image. Developed in the 
article algorithm are verified by a computational experiment. 
This allowed estimating the rational ranges of light 
sensitivity, which won’t affect the resolution of the image of 
the observed object. Is estimated the impact on the depth of 
recognition of the object by its image of the photosensitivity 
of the camera in order to maintain the minimum possible 
value. The range of change of sensitivity of the camera by 
the order provided in photo cameras of the leading firms-
manufacturers can be considered recommended. Is estimated 
the multiplicity of light sensitivity change for images of 
different contrast. To solve the problem of observation by 
photography under critical conditions can offer the 
following:  

• Search for more light-sensitive substances for matrix 
receivers. 

• Development of algorithms for finding compromise 
modes of operation of photographic equipment in 
critical conditions with minimal impact on the quality 
of the photographic image. 

Further research in this area should focus on the 
development of hardware and software algorithms that are 

adapted to the causes of each case of critical conditions 
increase the accuracy of determining the relationship 
between the limit values of light sensitivity and resolution of 
the photo camera. 

REFERENCES 
[1] M. Korobchynskyi, M. Slonov, M. Rudenko, O. Maryliv, “Assesment 

of the Effect of Image Shift on the Results of Photo-Video 
Recording”, Conference proceedings, 2020 IEEE 40th International 
Conference on Electronics and Nanotechnology (ELNANO), Igor 
Sikorsky Kyiv Politechnic Institute, pp. 641–645, April 2020.                   
Doi: 10.1109/ELNANO50318.2020.9088766. 

[2] M. Korobchynskyi, A. Mariliv, A. Bohuslavets, S. Tsybulskyi, E. 
Sablina, V. Nechepurenko, “Algorithmic Model of the Cyclic 
Changes in the Temperature of the Solid Under the Effect of 
Convective Heat Exchanges with the Environment”, Conference 
proceedings, 2019 15th International Conference on the Experience of 
Designing and Application of CAD Systems (CADSM), Lviv 
Polytechnic National University, pp. 4/6–4/12, February –                 
March 2019. Doi: 10.1109/CADSM.2019.8779276. 

[3] J. Jarvis, C. Wathes, “Mechanistic modeling of vertebrate spatial 
contrast sensitivity and acuity at low luminance”, Vis Neurosci,                
vol. 3, pp. 169–181, 2012. 

[4] M. Born, E. Volf, “Electromagnetic theory of propagation, 
interference and diffraction of light”, Principles of Optics, vol. 6,                
pp. 327–329, 1980. 

[5] S. Babichev, B. Durnyak, V. Zhydetskyy, I. Pikh, V. Senkivskyy, 
“Application of Optics Density-Based Clustering Algorithm Using”,  
2019 IEEE 14th International Conference on Computer Sciences and 
Information Technologies (CSIT), Lviv, Ukraine, September 2019. 
Doi: 10.1109/STC-CSIT.2019.8929869. 

[6] V. Vasiliev, O. Mashkov, V. Frolov, “Method and technical 
meansures of the ecological monitoring”, Environmental science,                   
vol. 1 (5), pp. 57–67, 2014. 

[7] M. Dmitriev, O. Panchenko, O. Derkachov, I. Rutcovska, “Definition 
of regional condition at the airfield surface”, VNAU, vol. 1,                       
pp. 161–164, 2008. 

[8] V. Lytvyn, I. Peleshchak, V. Vysotska, R. Peleshchak, “Satelite 
Spectral Information Recognition Based on the Synthesis of Modified 
Dynamic Neural Natworks and Holographic Data Processing 
Techniques”, 2018 IEEE 13th International Scientific and Technical 
Conference on Computer Sciences and Information Technologies 
(CSIT), 2018. Doi: 10.1109/STC-CSIT.2018.8526595. 

[9] E. Mitchell, Photographic Science. The University of North Carolina 
at Chapel Hill: John Wiley and Sons, 1984. 

[10] Standart: Photography – Color reversal camera film, Determination of 
ISO speed. Published Standart ISO 2240:2003, 2003. 

[11] Standart: Optical Transfer Function – Definitions and Mathematical 
Relationships. Published Standart ISO 9334, 1995. 

[12] Jin Sun, Yuzhong Ma, Han Yang, Ning Wang, Yu Ding, Aiping 
Song, Yongwei Zhu, Juntong Xi, “Character Recognition Method for 
Low-Contrast Image of Numerical Instruments”, Conference 
proceedings, 2018 IEEE 3rd International Conference on Image, 
Vision and Computing (ICIVC), Institute of Electrical and Electronics 
Engineers, pp. 157–163, June 2018.                      
Doi: 10.1109/ICIVC.2018.8492727. 

[13] S. Puzović, R. Petrović, M. Pavlović, S. Stanković, “Enhancement 
Algorithms for Low-Light and Low-Contrast Images”, Proceedings, 
2020 19th International Symposium INFOTEH-JAHORINA 
(INFOTEH), University of East Sarajevo, Faculty of Electrical 
Engineering, pp. 1–6, March 2020.                      
Doi: 10.1109/INFOTEH48170.2020.9066316. 

[14] Canon: Digital photo Canon Powershot SX420 IS. Manuel,                       
pp. 20–22, 2018. 

[15] M. Park, J. S. Jin, Suhuai Luo, “Locating the Optic Disc in Retinal 
Images”, Proceeding, International Conference on Computer 
Graphics, Imaging and Visualisation (CGIV’06), Computer Society, 
pp. 141–145, July 2006. Doi: 10.1109/CGIV.2006.63. 

[16] Samsung: Smartphone Galaxy A50. Manuel, pp. 57–60, 2019. 
[17] Nicon: Digital photo Coolpix AW100. Manuel, pp. 20–21, 2011. 
[18] Panasonic: Digital photo Panasonic TZ18 Lumix. Manuel, pp. 33–35, 

2015. 



129 

 

 
 
 
 
 
 
 
 
 
 
 
 

Topic #2 
 

Machine Vision and Pattern Recognition 
  



130 

 



IEEE Third International Conference on Data Stream Mining & Processing 
August 21-25, 2020, Lviv, Ukraine 
 

978-1-7281-3214-3/20/$31.00 ©2020 IEEE  131 

Hybrid Multidimensional Deep Convolutional 
Neural Network for Multimodal Fusion 

 

Olena Vynokurova  
GeoGuard, 

Kharkiv National University of Radio Electronics 
Kharkiv, Ukraine 

vynokurova@gmail.com 

Dmytro Peleshko  
GeoGuard 

Lviv/Kharkiv, Ukraine 
dpeleshko@gmail.com 

Abstract — The Hybrid Multidimensional Deep 
Convolutional Neural Network (HMDCNN) topology for the 
multimodal recognition of the speech, the face, the lips, and 
human gestures behavior is proposed. In this case a 
hybridization is understood to be compatible use of 2D and 3D 
convolutional neural networks in one multimodal architecture. 
Conducted researches relate to improving the understanding of 
complex dynamic scenes. The basic unit of the proposed hybrid 
system is deep neural network topology, which combines 2D and 
3D convolutional neural network (CNN) for each modality with 
proposed intermediate-level feature fusion subsystem. Such a 
feature map fusion method is based on scaling procedure with a 
specific combination of pooling operation with non-square 
kernels and allows merging different type of modalities.  

Keywords— Multimodal fusion, hybrid system, deep 
convolutional neural network, 2D and 3D convolution and pooling 

I. INTRODUCTION 
By improving the quality of video semantic segmentation 

based on multimodal system we try to simplify affordance 
detection in cases of complex visual scenes. The essence of 
this simplification is the correct definition of the scene 
subjects and the actions classification in cases where the visual 
representation does not allow to correctly identify the 
functional interaction of objects and people. For example, in 
the case when 

- it is not clear who of several people gave the instruction 
command. 

- one and the same object of attention in different scenes 
can be identified by different modalities - in one scene, voice 
modality, and in another - only by visual one. 

- there are several attention objects of one type. And only 
the accuracy of the pointer's trajectory or additional 
information in the voice stream (for example, the dish is large, 
and not small) allows identifying the attention object uniquely. 
For successful semantic segmentation in described cases, one 
or two modalities may not be sufficient. 

Moreover, sometimes the physical parameters of the visual 
scene (changing illumination, point of view, etc.) require big 
datasets for acceptable recognition. In such cases, the addition 
of another modality makes it possible to avoid the use of a big 
dataset. 

In order to improve a semantic segmentation, HMDCNN 
topology is proposed that not only increases the accuracy of 
the segmentation of the visual scenes in the indicated cases, 
but also gives the opportunity to expand the set of necessary 
modalities specialized for cases of complex scenes. 

In the developed HMDCNN topology a set of most used 
standard modalities is used. But if necessary, the set can be 
completed by modalities for a particular case of affordance 
detection. In this case, the precision of semantic segmentation 
will not increase. 

The fusion procedure of modalities is one of the main parts 
in the HMDCNN topology that was developed. The modern 
artificial intelligence systems are the systems with the 
integrated video stream data processing where each of the 
streams is a selected modality. The fusion of the several 
modalities in single processing is lead to additional 
informativeness. This informativeness should not only 
improve the quality of processing but also move the robotics 
systems closer to natural communication processes. 

The main purpose of this moving is to essentially simplify 
the interfaces of interaction with robots, which are endowed 
with elements of artificial intelligence. In such case, the user 
cannot change his habits at the level of household interaction 
with smart devices, and, accordingly, the processes of 
adapting the "coexistence" of a person and a smart device will 
be much easier. 

From the point of view of modern methods of data 
streams, the processing several modalities is a parallelized 
initial processing of individual modalities and their fusion at 
the final stage. The fusion processes are already well 
developed, and their classification can be represented as [1]: 

• Input-level features fusion is the fusion of data at the 
level of input functions, like the merge of unweighted features 
vectors. 

• Intermediate features fusion (feature-level fusion) where 
each modality can be studied using the unimodal neural 
network (not necessarily Deep Neural Network, DNN). The 
weights, which obtained during the training of each unimodal 
DNN are combined together and the training process 
continues to the decision level. 

• Decision-level fusion is so called an ensemble of fusion 
or late fusion when the modalities merge at the decision level. 

In the case when the multimodal system contains audio 
modality among others it is recommended to use Feature-level 
fusion or Decision-level fusion [2]. 

II. RELATED WORKS 
Processing video stream in multimodal systems in the vast 

majority focuses on gestures, lips, faces, bodies / poses. Most 
modern multimodal systems are based on existing or 
modifications of existing models for individual modalities 
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recognition. Among the results obtained in the field of 
recognition of gestures, it is should be noted researches based 
on the using shallow networks [3] and deep or 3D networks 
[4-8]. 

In [3], an approach based on a skins model is proposed. 
The basic idea of identification (estimation) of motion is a 
background model (in YUV space) and a Kalman filter on two 
next frames. In fact, due to the movement assessment, 
resistance to the color of the skin is achieved. Symptoms of 
speech recognition are Mel-scale Frequency Cepstral 
Coefficients (MFCC). The main advantage of the proposed 
approach is that a large number of states can be used to classify 
gestures. This means that the gesture can be described in great 
detail. And the accuracy of recognition is very high. 

However, this number of states is also a problem - for the 
fusion it is necessary to reconcile the number of states of 
various modalities. The correspondence between the states 
obtains based on a threshold. Defining such threshold may 
also be a problem. 

One of the most successful models for recognizing 
gestures is described in [9]. The feature of the method is the 
use of two classifiers. The first of these is the classifier of 
motion, which is determined by normalized vectors in a given 
direction. And the second - a trajectory classifier that contains 
a skin detector, a normalized skeleton (skeleton) 
representation of one or two hands. The localization of the 
scene is carried out by the method of the threshold in the space 
YCrCb. 

One of the most successful models for recognizing 
gestures is described in [9]. The feature of proposed method is 
the use of two classifiers. The first of these is the classifier of 
motion, which is determined by normalized vectors in a given 
direction. And the second one is a classifier for trajectory that 
contains a skin detector, a normalized skeleton representation 
of one or two hands. The localization of the scene is performed 
by the threshold method in the space YCrCb. 

The main advantages of the method are: 

• gesture representation by a set of subgestures. 

• defining the trajectory of the gesture movement by a 
special point of gesture ("centroid" of the ROI area). The 
direction and acceleration of the gesture motion are 
determined using such “centroid”. 

• simplicity of practical implementation and high 
performance and precision of method at acceptable conditions 
in which recognition takes place. 

The main problems of the developed methodology are: 

• continuous gesture duration for an interval of 2 seconds. 
Accordingly, the continuation of the gesture after a pause is 
already a new gesture. 

• significant noise of the gesture pattern, repetitive 
subgestures. Correspondingly, there will be problems for 
identifying natural gestures. 

• the gesture identification method is dependent on the 
background model. Accordingly, the recognition efficiency 
will be different on different backgrounds in different lighting 
conditions. And this problem will deepen when zooming or 
moving the camera. 

• gesture recognition occurs in the plane, so it is impossible 
to spread the technique on the 3D model. 

Typical approaches using Hidden Markov Model (HMM) 
and CNN are now being developed in various uses of LSTM 
or 3D networks. For example, such models are proposed in [5-
7, 10-13]. 

III. HYBRID MULTIDIMENSIONAL DEEP CONVOLUTIONAL 
NEURAL NETWORK FOR MULTIMODAL FUSION 

HMDCNN topology is a hybridization of 2D and 3D deep 
convolutional neural networks which are coupled by proposed 
fusion subsystem for processing multimodal data streams. 

The proposed HMDCNN consists of five sequential 
processes of multimodal data stream processing. The first 
process is the generation of data tensors from audio and video 
modalities streams. The second process is a parallelized 
subsystem for generation of feature map for each modality 
stream. Such subsystem consists of 2D or 3D convolution and 
pooling operation. The proposed network topology is 
presented in Fig.1. In the HMDCNN, the size of the input, 
output, kernel, and stride of operations in Sequential models 
1-4 are shown in Tab. I for video modalities and Tab. II for 
audio modality. 

The feature map of each modality (the necessary condition 
is the same dimension of the feature map of each modality) is 
fed to the input of the process of feature matching and fusion, 
which will be described in detail in subsection 4.3. Tables IIIa-
c show the size of the input, output, kernel, and stride of 
operations in the fusion subsystem for different number of 
modalities. Feature Map Unions is a block for modalities 
feature concatenation. Feature Fusion Union is a block for 
modalities feature concatenation after fusion operation. 
Fusion Polling is a fusion operation which is based on 2D 
pooling operation with non-square kernels. 

In Tables I-III, the spatial size of the 2D or 3D convolution 
kernel for audio and video modalities has the following 
dimension Cd × Hd × Wd × Kd, where Cd is the kernel size 
in the time dimension (channels), Hd and Wd are the kernel 
dimensions of the modality frame in height and width 
respectively, and Kd is the number of kernels (filters). 

An important feature of the network for streaming video 
modality is its 3D pooling operation with the parameter 
pooling stride equal two in three dimensions in order to 
increase robustness to the moving ROI effect and to maintain 
ROI movement features in the neighborhood of the pooling 
kernel. The 3D convolutional operations are performed to find 
the correlation between high-level temporal and spatial 
information by fusion among them. No zero-padding is used 
in the network topology. 

By geometric shape the extracted features were close both 
to the square (a head, a gesture, the eyes) as to the rectangle 
(lips, gesture, palm). Therefore, in the developed network 
topology in the process of formation feature map of each 
modality for the 2D and 3D convolution operation both square 
and non-square filters were used. 
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Fig. 1.  Hybrid Multidimensional Deep Convolutional Neural Network Topology 

 
TABLE I. SIZE OF OPERATIONS IN NETWORK TOPOLOGY FOR VIDEO 

MODALITY PROCESSING (GENERATING VIDEO MODALITIES FEATURE MAP) 

Layer Input-size Output-size Kernel Stride 

Conv1 27×64×64×1 24×62×62×64 4×3×3 1 
Pool1 24×62×62×64 12×31×31×64 2×2×2 2×2×2 
Conv2 12×31×31×64 10×28×30×128 3×4×2 1 
Pool2 10×28×30×128 5×14×15×128 2×2×2 2×2×2 
Conv3 5×14×15×128 4×12×14×256 2×3×2 1 
Pool3 4×12×14×256 2×6×7×256 2×2×2 2×2×2 
Conv4 2×6×7×256 1×2×7×512 2×5×1 1 

 
TABLE ІІ. SIZE OF OPERATIONS IN NETWORK TOPOLOGY FOR AUDIO 

MODALITIES (GENERATING AUDIO MODALITY FEATURE MAP) 

Layer Input-size Output-size Kernel Stride 

Conv1 1×40×45×1 1×36×42×64 1×5×4 1 
Pool1 1×36×42×64 1×18×21×64 1×2×2 1×2×2 
Conv2-
1 

1×18×21×64 1×14×17×128 1×5×5 1 

Conv2-
2 

1×14×17×128 1×10×14×256 1×5×4 1 

Pool2 1×10×14×256 1×5×7×256 1×2×2 1×2×2 
Conv3 1×5×7×256 1×2×7×512 1×4×1 1 

 
TABLE IIIA. SIZE OF OPERATIONS IN FUSION SUBSYSTEM OF NETWORK 

TOPOLOGY FOR PROCESSING FEATURE MAP OF MODALITIES (FOR 2 
MODALITIES) 

Layer Input-size Output-size Kernel Stride 

G1 1×2×7×512 
1×2×7×512 

1×4×7×512 - - 

Θ1 1×4×7×512 1×3×7×512 1×2×1 1 
 

TABLE IIIB. SIZE OF OPERATIONS IN FUSION SUBSYSTEM OF NETWORK 

TOPOLOGY FOR PROCESSING FEATURE MAP OF MODALITIES (FOR 4 
MODALITIES) 

Layer Input-size Output-size Kernel Stride 

G1 1×2×7×512 
1×2×7×512 

1×4×7×512 - - 

G2 1×2×7×512 
1×2×7×512 

1х4х7х512 - - 

Θ1 1×4×7×512 1×2×7×512 1×3×1 1 
Θ2 1×4×7×512 1×2×7×512 1×3×1 1 
Ω 1×2×7×512 

1×2×7×512 
1×4×7×512 
 

- - 

Θ3 1×4×7×512 1×3×7×512 1×2×1 1 
Θj - Fusion Polling; Ωj - Feature Fusion Union; Gj - Feature Map Union 

 
TABLE IIIC. SIZE OF OPERATIONS IN FUSION SUBSYSTEM OF NETWORK 

TOPOLOGY FOR PROCESSING FEATURE MAP OF MODALITIES (FOR 4 
MODALITIES) 

Layer Input-size  Output-size Kernel Stride 

G1 1×2×7×512 
1×2×7×512 

1×4×7×512 - - 

G2 1×2×7×512 
1×2×7×512 

1х4х7х512 - - 

G3 1×2×7×512 
1×2×7×512 

1х4х7х512   

Θ1 1×4×7×512 1×2×7×512 1×3×1 1 
Θ2 1×4×7×512 1×2×7×512 1×3×1 1 
Θ3 1×4×7×512 1×2×7×512 1×3×1 1 
Ω 1×2×7×512 

1×2×7×512 
1×2×7×512 

1×6×7×512 
 

- - 

Θ4 1×6×7×512 1×3×7×512 1×2×1 1×2×1 
Θj - Fusion Polling; Ωj - Feature Fusion Union; Gj - Feature Map Union 
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At the stage of the formation of the modalities feature map, 

square filters were used for the pooling operation, which 
completely corresponds to the methodology of images sub-
sampling. 

It should be noted that the fusion subsystem combines the 
features of the selected modalities to each other. And the sub-
sampling operation of the dimension of the features in the 
middle of the modality does not occur. Therefore, the pooling 
operation is used in the fusion subsystem with non-square 
filters. 

Since a convolutional neural network with non-square 
kernels provides a transition from low-level attributes to 
higher-level attributes, this fact is lead to extraction and 
processing temporal features at the lower level that are 
connected with speech functions. 

Thus, at the output of the process of generating feature map 
for each modality stream, we have a unique set of features of 
the same dimension (in our case, the shape = 1×2×7×512). 

Batch normalization and Dropout operation were used for 
all layers. Except for the last layer, all layers used the 
activation function Parametric ReLU (PReLU) [14] 

[ ] [ ] [ ]( ) max(0, ) min(0, )i i i
io o a oψ = +  

where [ ]io  is the network layer output, ia  is the parameter of 
the steepness of the negative part of the function. 

The activation function of PReLU is a synthesis of the 
ReLU function and in comparison with the activation 
function of ReLU, PReLU has demonstrated better data 
stream processing. 

After that, the results are fed to the last process, which 
corresponds to the recognition (classification) of gestures. 

Optimizing tuned parameters of the 3DDCNN is based on 
cross entropy criterion optimization: 

1

ˆ( ) ( ) log( ( ))
Z

j j
j

E k y k y k
=

= −  

where ( )jy k  is label of class j  for k  observation,  ˆ ( )jy k  is 

predicted label of class j  for k  observation. 
To tune the parameters, we will use the root mean square 

propagation (rmsProp) [15] learning algorithm, which can be 
written in the form  

2
( 1) ( ) ( )

[ ]( )
W k W k g k

S g k

η
ε

+ = −
+

, 

where W(k) is the tuned parameters of network, k is instant of 
discrete time or number of observation, η  - learning rate (0 
< η < 1), S[g2](k) is the moving average at k discrete time  

2 2 2[ ]( ) [ ]( 1) (1 ) ( )S g k S g k g k= γ − + − γ . 

Here g(k) = ∇WE(k) is the gradient of the optimization 
criterion by the tuned parameters W, 0< γ <1. 

IV. EXPERIMENTS AND RESULTS 
To confirm effectiveness and compare the proposed 

approach with known approaches, it was chosen the Oxford-
BBC Lip Reading in the Wild (LRW) Dataset described in 
[16].  

For comparison of the proposed approach with known 
ones, the HMDCNN topology was adapted for two modalities 
– the audio (extracted MFCC) and video (features of lips 
motion) modalities, where the proposed fusion subsystem is 
used for the coupling modalities. 

The dataset consists of up to 1000 occurrences per target 
word for training, 50 occurrences per word for testing and 50 
occurrences per word for validating of 500 different words, 
spoken by hundreds of different speakers. All videos are 29 
frames in length, and the word occurs in the middle of the 
video. The word duration is given in the metadata, from 
which you can determine the start and end frames. 

Thus, the features tensors of the modalities were generated 
based on the dataset. For video modality, the tensor 
dimension was 27 × 64 × 64 (27 channel visual feature tensor 
with size 64 × 64 pixels) and, accordingly, an audio modality 
has 1 × 40 × 45 dimension, which corresponds to 40 MFCCs, 
which were calculated on sections 20 msec without overlap 
on a full audio signal with a length of 900 msec. Then, a 
matrix of eigenvectors with a dimension of 1 × 40 × 45 was 
generated based on matrix with MFEC coefficients. 

Fig.4 and Tables I, II, IIIa shows layer’s dimensions of 
Hybrid Multidimensional Deep Convolutional Neural 
Network for solving recognition task based on Oxford-BBC 
Lip Reading in the Wild (LRW) Dataset. 

The rmsProp training algorithm had the following 
parameters: learning step 0.0001 with decay parameter 10-6. 
The number of epochs was about 15. Dropout parameters in 
the sequential models were taken 0.1. 

In the paper [17] authors have presented main results for 
processing Oxford-BBC Lip Reading in the Wild (LRW) 
dataset based on different approaches. These approaches are 
7 type of deep networks:  

• Baseline - the multi-tower VGG-M,  
• N1 - the 2D convolution ResNet, while the back-

end is based on temporal convolution.  
• N2 - the same model as N1, but with 3D 

convolution.  
• N3 - Deep Neural Network (DNN) of 

approximately the same number of parameters 
(∼20M).  

• N4 - the same model as N1 based on a single-layer 
Bi-LSTM instead of temporal convolution.  

• N5 - the same model as N1 based on a double-layer 
Bi-LSTM instead of temporal convolution.  
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• N6 - the same model as N5, but trained end-to-end, 
using the weights of N5 as starting point.  

• N7 - is also trained end-to-end and the sole 
difference with N6 is that the outputs of the two 
directional LSTMs are concatenated together 
instead of added together. 

All models trained 15 to 20 epochs. All networks have 
approximately the same number of parameters (∼20M). The 
experimental results for proposed HMDCNN and approaches 
above are shown in Table IV. 

 
TABLE IV. THE RESULTS OF PROCESSING OXFORD-BBC LIP READING IN 

THE WILD (LRW) DATASET BASED ON DIFFERENT APPROACHES 

Network Accuracy 

Baseline (VGG-M) 61.1% 
N1 CNN with 2D conv (Res Net) 69.6% 
N2 CNN with 3D conv (Res Net) 74.6% 
N3 DNN 3D conv 69.7% 
N4 Network based on LSTM 78.4% 
N5 Network based on Bi-LSTM 79.6% 
N6 The same as N5, but trained end-to-end, using 
the weights of N5 as starting point 

81.5% 

N7 It is also trained end-to-end and the sole 
difference with N6 is that the outputs of the two 
directional LSTMs are concatenated together 
instead of added together 

83.0% 

Proposed HMDCNN 86% 

 
The accuracy of the proposed model is 86.0%, which 

corresponds to the improvement of the result relative to the 
baseline VGG-M network by 25.1% and an increase in 
accuracy relative to the state-of-the art by 3%. It should be 
noted that the provided network contains almost 2 times less 
configurable parameters. 

V. CONCLUSIONS 
As was already mentioned the proposed HMDCNN is 

intended to improve the understanding of the robot systems 
of various complex dynamic scenes. That is, in cases where 
the identification of action or subject is not unambiguous. 

The developed HMDCNN topology and fusion method 
give an opportunity to expand the set of new modalities 
without restrictions (the limitations are only computing 
resources of the operating environment). In this case, the 
processing of these modalities can be both in 3D and in 2D 
dimension. The level of data preprocessing can be different: 
from convolution operation sequences to deep network 
processing. 

It should be noticed that HMDCNN topology allows using 
the different patterns of fusion. In the process of developing 
HMDCNN, several variants of the fusion operation have been 
developed. The presented fusion procedure in the paper is 
chosen according to the criterion of the highest accuracy of 
the classification problem based on the selected datasets. The 
question of the choice of fusion procedure demands the 
individual research and in this paper has not been considered. 
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Abstract—In this paper, we describe searching for an 
explanation of some particular decision of shallow 
convolutional neural network classification result. The method 
is the division of the initial input image, followed by the hiding 
and classification of separate parts. As a result of local 
interpretation search, we get a pair of images, each of which 
represents hidden parts of the initial image but classified 
differently. We tested the proposed approach for a shallow 
convolutional neural network model of different training 
quality using the Food-5K dataset. The average quantity of 
images that are used for explanations is estimated. We 
compared the analysis of the division of the images with known 
hiding of the superpixels method and showed that the success 
explanation rate is better for the proposed method.  

Keywords—superpixel; classification explanation; black box 
model; interpretation; shallow convolutional neural network; 
division of image, part analysis. 

I. INTRODUCTION 
Most state-of-the-art approaches in computer vision 

problems related to pattern recognition use artificial neural 
networks (ANN). They allow to get very good results but not 
able to provide any explanations to the interested person 
about reasons, which influence this decision. This drawback 
sometimes raises the question of whether we can trust such 
automated artificial neural network decisions [1, 2]. This 
problem becomes more acute in case we are talking about 
sensitive environments making a decision for like person 
identification, medical diagnostic and health care, safety, and 
security, etc. 

Last years the usage of AI systems became the subject of 
regulations, e.g. General Data Protection Regulation 
(GDPR) [3, 4], introduced in European Union in 2016 and 
implemented in 2018, guarantees the right to have a local 
explanation about the logic involved to automatic decision-
making systems. Authors of Montreal Declaration of 
responsible AI development proposed such interpretability 
statement [5]: “The decisions made by AIS affecting a 
person’s life, quality of life, or reputation should always be 
justifiable in a language that is understood by the people 
who use them or who are subjected to the consequences of 
their use. Justification consists in making transparent the 
most important factors and parameters shaping the decision, 
and should take the same form as the justification we would 
demand of a human making the same kind of decision”. 
Finally, policy guidelines on Artificial Intelligence, which 
contain the “Transparency and explainability” chapter, were 
adopted by OECD and partner countries in May 2019 [6]. 

Different methods to get explanations [7] are known. 
Backpropagation (measures the influence of each pixel on 
the common result exploring backpropagation of a signal) 
and perturbation (creates some modification of initial signal 
and measures how classification result changes) are the most 
common ones. 

LIME (Local Interpretable Model-Agnostic 
Explanations) [8, 9] and SHAP (SHapley Additive 
exPlanations) [10 – 12] are amongst the most famous 
methods, used to search for interpretations. Authors base 
LIME on the construction of a separate explainable model 
that uses the perturbation input features vector as a training 
set. The issues of this approach relate to the need to select 
some limited quantity of initial features and the overall 
instability [10].  

The core of SHAP is the feature analysis based on game 
theory, which allows calculating the contribution (Shapley 
value) of every feature in the global solution. The major 
drawback of this approach is a significant computational 
complexity since it is necessary to review all 
possible combinations of all features. 

Causal interpretations of the black-box model are 
proposed in [13]. By causality, authors mean the 
investigation of change of output value after the changing of 
single input parameter while other parameters remain the 
same. 

Another way to understand how the model works is the 
search for counterfactuals [14 – 16]. According to [4], 
counterfactual is a statement that describes what initial 
values should be to achieve desirable output. This statement 
should be as close as possible to the decision in a 
particular case, so minimal changes should be applied to get 
the desired result from the current.  

Different modifications of neural network model to 
implement interpretability functionality are proposed. Search 
for critical data routing paths that inspect the intermediate 
layer outputs and build numerical “gates” those each input 
sample should pass to be classified correctly was introduced 
in [17]. Such analysis is stable to adversarial attacks. 
Construction of the special interpretable convolutional neural 
network (CNN) with automatic detection of different filters 
in high convolutional layer is proposed in [18]. An Attention 
Branch network that can improve performance, explanation, 
and accuracy compared to traditional CNNs is proposed in 
[19].  Paper [20] describes the building of a decision tree, 
which is trained on the convolutional features of high layers.  
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The contribution of the paper is the analysis of parts of 
images to build local perturbations of the initial image to find 
explanations of some particular classification result and 
investigations of its properties. 

II. SUPERPIXELS 
One of the first ideas for superpixels was introduced in 

[21] to replace the processing of a huge quantity of pixels 
with the processing of a reduced quantity of superpixels –
 regions, which preserve properties of images. Superpixel 
analysis was applied in LIME [8, 9] to get explanations about 
the influence of separate parts of the image on the 
classification. However, the effective selection of separate 
superpixels and combinations of them are unclear, except for 
the brute force method. Papers [22 – 24] refer to iterative 
replacing of some image fragments with the mean value 
preserving, but this method is computationally expensive. 
Since that time a lot of different superpixel algorithms are 
developed [25, 26]: graph based segmentation, quickshift, 
compact watershed, normalized cuts, SLIC, and others [27]. 

One of the most popular methods to build superpixels is 
SLICO [28, 29], that requires only the quantity of 
superpixels to be set up to segment the image. SLICO uses 
K-means clustering to merge similar pixels into subpixels. 
Limitations of SLIC/SLICO relate to superpixel’s borders, 
which are somewhat ragged, don’t adhere to content 
boundaries, and quantity of superpixels formed, which may 
not follow exactly specified required value [30, 31]. 
Additionally, SLIC may provide too uniform or too 
inhomogeneous results in case of an inappropriate quantity 
of superpixels chosen. For example, as you can see in Fig. 1, 
the first image contains 22 superpixels, but was generated for 
20 ones, the second image contains 8 superpixels, but 
quantity parameter was set up to be 10. Even such minor 
differences may reduce the performance for some methods of 
superpixels combining (e.g. exhaustive search). 

We tested SLICO implementations from [29] and [32] in 
this paper. 

    v   
 
 

Fig. 1. Examples of SLICO [29] segmentation results 

III. PART ANALYSIS OF IMAGE CLASSIFICATION PROCESS 
We will consider another way to get and hide various 

parts of images without involving content/semantic analysis. 
We assume that we already have some neural network 
classifier, trained beforehand, and we use it to recognize 
whether this image contains food. 

Let’s look at an example of the work of the proposed 
method, the initial image is shown in Fig. 2. It has been 
classified as “food” quite confidently, corresponding 
classifier outputs are 0.00001103 for “non-food” and 
0.99998581 for “food” classes, respectively. 

 
Fig. 2. The initial image 

Our first step is to split the image into 4 parts and 
generate 4 new images (Fig. 3) with each part hidden one by 
one in turn. It is possible to hide them with some specific or 
average color, or blur. It worth noting that this color should 
not be sensitive for content, e.g. the usage of color typical for 
the object being classified is not the appropriate choice. 

 
Fig. 3. First division step and the selection of sample image 

We classify each of the new four images independently. 
All samples in this case are classified as “food” with 
following output values: 0.99991733, 0.99952668, 
0.99988151, 0.9998247. We have to select one of them to 
work with further, so choose the least confident decision, 
sample 2. 

Choosing the image at the previous stage as a basic one, 
we again split it into smaller parts (Fig. 4), generate 
corresponding samples with hidden parts, and classify them. 
Again, all images were classified as “food” and we selected 
the sample with the weakest decision. 

 
Fig. 4. Second division step and the selection of sample image 

After the split at the next stage, we finally get one sample 
classified as “non-food” (Fig. 5, highlighted with a red 
border). Now we find a complement of this image with 
swapping back regions to original ones and vice versa and 
verify the result of its classification. Both images, the first 
one is of “non-food” class and the second one represents 
“food” one is shown in Fig. 6. This is the successful finish of 
the division algorithm. 
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Fig. 5. Third division step and the selection of sample image 

If both final images are of the same class, the algorithm 
fails. Here, we may step back and repeat the last division 
stage for another sample. If there are few sample images at 
any stage, which are classified as a required class, we may 
test all of them and receive few results. 

  
Fig. 6. Pair of complement images as the result of division algorithm 

IV. MODELING 
Investigations of shallow ANN architecture usage in 

solving different tasks [33 – 39] and other methods of ANN 
optimization like pruning [40, 41] show that the accuracy of 
smaller nets may be close enough to deeper and state-of-the-
art ANNs. Additionally, it is more convenient and effective 
to use tiny architectures to build cascades and ensembles of 
neural networks to make a cooperative decision. We assume 
that the architecture of ANN/CNN is shallow if it consists of 
only up to ten layers of any type.  

We created a shallow network that consists of two 
convolutional layers, two maxpooling and dropout ones, one 
hidden dense layer with 512 neurons, and the last output 
layer with 2 neurons for two corresponding food/non-food 
classes (Fig. 7). The size of the initial image was 64x64 
pixels, optimizing is done by Adam, batch size during 
training was set up to 128 images. Keras [42] software was 
used to work with neural network models. 

 
Fig. 7. Shallow CNN architecture used for food/non-food classification 

We used Food-5K dataset [43] for training and testing. It 
contains 2500 food and 2500 non-food images. 3000 of them 
were used as training ones, 1000 for testing, and 1000 for 

validation stages. It is mentioned in [44], that fine-tuned 
GoogLeNet (22 layered CNN) allows achieving 99.2% of 
accuracy. 

We wanted to investigate additionally how the quality of 
a trained neural network influences explanation procedure, 
so we fix the state of the network after 5, 10, 15, 20, 25, and 
30 training epochs. Corresponding classification accuracies, 
achieved on a test set, are: 91.6%, 95.25%, 97.9%, 98.3%, 
98.95%, 99.6%. 

We will use “explanation success rate” (ESR) metrics to 
compare the quality of explanations search for manual hiding 
of superpixels and division: if the method allows finding 
such an image, that helps to explain classification result, we 
will consider this experiment as successful (even if initial 
classification result was incorrect). We will test all images 
from the test set and accumulate an explanation success rate 
(ESR). 

We limit SLICO method with 10 superpixels and 
combinations of only 1, 2, and 3 hidden superpixels because 
of poor performance. We apply early stopping if the 
explanation is found for a smaller quantity of hidden 
superpixels. The proposed division approach was limited 
with a minimal size of a part, that makes sense (both height 
and width should be greater than 32), and early stopping is 
applied if the explanation is found for parts of a bigger size. 

We confirm explanation by both methods to be 
successful only in case if hiding of meaningful parts of the 
image (superpixels or parts) leads to the change of 
classification results and, at the same time, classification of 
only these parts (hiding all another) preserves initial 
classification results. 

Result for all inspected networks and methods are 
combined in Fig. 8. The size of a point (as well as the label 
inside) shows the number of superpixels, that was used for 
this network. The color of a point relates to the accuracy of 
the specific network achieved on the testing set. OX axis 
shows the success rate for explanations found for “non-food” 
class, OY – corresponding value for “food” class. This does 
not apply to the division approach, so these all points are of a 
unit size with corresponding network accuracy label. 

The network that classifies images correctly for 91.6% 
cases is not effective for searching for explanations both with 
superpixel and our approaches (Fig. 8). There is a huge 
success rate imbalance between two classes: explanations for 
“food” class were found in over 90% cases, whilst the same 
values for “non-food” class are below 40%. Approximately 
the same is true for the network after the next training stage 
(95.25% of test set accuracy), but the division of an image 
works better in this case. All other trained networks are 
similar in terms of success rate, but results achieved for 8 
and 10 superpixels seem to be more balanced between two 
separate food/non-food classes. 

Finally, the division algorithm shows much better results 
for searching for explanations for “non-food” cases 
compared to all previous superpixel-based approaches and 
just a bit worse ESR of “food” cases. 
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Fig. 8. Explanation success rate for different training stages of shallow 

CNN and division approach 

Let's compare the quantity of images required to classify 
for superpixels and division approaches. Assuming we have 
n  superpixels and want to create and process all 
combinations of k  of them (e.g. hiding all pairs of 
superpixels means 2k = , hiding all triples means  3k =  and 
so on), the total images with hidden parts to be investigated 

is n!

k !( n k )!-
. So, the total number of images, each of 

which has 4 hidden superpixels out of 10 is 210.  

In case we look at division, the quantity of images on the 
first step is 2

1 2q = , on the second – 4 2
2 2 2q = - , for the 

third – 6 4 2
3 2 2 2q = - - , forming in such a way common 

expression: 
1

2 2

1

2 2
n

n k
n

k

q
-

=

= -å . This function grows much 

faster (Fig. 9), than corresponding one for superpixels, e.g. 
for 4n =  we will have 172 images, but their size will be 256 
times less, than size of initial image. For most of images this 
threshold is enough to stop because of small size of parts. So, 
division is suitable when we need to inspect influence of 
pretty small parts of image on the overall classification 
result. That is not convenient to implement with superpixels 
because we would need a lot of them.  

 
Fig. 9. Quantity of images required for testing of superpixel combinations 

and partial analysis 

The statistics of the most accurate network (99.6% of 
correct classification rate) is shown in Table I. 707 
explanation attempts were successful using hiding of 
separate superpixel approach compared to 780 ones for split 
approach. 247 cases out of 707 were found hiding just one 
superpixel out of 10, 294 – hiding two superpixels, 166 – 
hiding three superpixels. 162 successful cases out of 780 for 

the division were achieved splitting image into 2 parts, 293 – 
into 4 parts, 282 into 8 parts and 43 – splitting into 16 parts. 

TABLE I.  SUPERPIXELS VS DIVISION COMPARISON 

Switching superpixels off 

Quantity 
of 

superpix
els 

Quantity of successfully 
explained images Average 

images per 
explanation 1 hidden 2 hidden 3 hidden 

10 247 294 166 50.38

8 224 280 189 27.87

6 274 300 159 10.98

4 292 277 162 4.76

Division and switching parts off 

Level1

1q  

Level2

2q  

Level3 

3q  

Level4 

4q  

Average 
images per 
explanation 

162 293 282 43 30.72

 

The average quantity of images that requires 
classification to get an explanation is shown in the last 
column of Table I. The performance of the division is nearly 
comparable to searching for explanations for 8 superpixels. 
But division in this case found 780 explanations, while 
hiding superpixels one by one only 693.   

Sometimes geometrical division of the image protects 
from the situation, when the object of interest in image falls 
into the entire superpixel. One of such example is gender 
recognition by face, examples of classification explanations 
are shown in Fig. 10. Parts of an image responsible for the 
correct class ("male" in the first case, "female" in the second) 
are highlighted. Second image is processed with division into 
three parts at each stage. The usage of superpixel-based 
method is not convenient here because it splits the part with a 
face in the nonregular fashion. 

     
Fig. 10. Example of gender classifications explanations 

V. CONCLUSIONS 
The investigation describes the idea of the usage of the 

division of an image into non-intersection pieces, hiding 
them, in turn, one by one with black color to generate 
perturbation sample images. These images are used to search 
for an explanation of a particular decision, made by the black 
box model in a form of artificial convolutional shallow 
neural network.    

One advantage of the part analysis is the success 
explanation rate, which is comparable to the method that is 
based on searching for superpixels and hiding them in turn. 
The proposed approach may be useful in cases when analysis 
of the context of the image is slow or makes no sense (e.g. 
with an analysis of regular images like faces). Future 
research of the division approach may relate to split not only 
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in quantities which are degrees of two, but three, or even 
different values at different stages.  

Additionally, we showed that the explanation success rate 
depends on the quality of the network and may be quite low 
even for a network of good accuracy (e.g. 91.6% of correct 
classification rate in our case). 
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Abstract—In this paper the K-means clustering algorithm 
was used to blur segments of image and amplify defects regions 
of the fabric samples. The usage of the comparison formula to 
transformed images allows to detect coordinates of defects and 
to measure their intensity marked proportionally to the 
difference between the etalon and defective images. 

 
Keywords—fabric image, intensity, defects, clustering, pixel, 

comparison, silhouette. 

I. INTRODUCTION  
There are many works devoted to fabric defects detection 

algorithms. Many of them consider detection defects on 
images with repeated patterns.  

Among them the papers [1,2] propose algorithms of the 
Fourier Transform to get the domain image. It is a base to 
extract features connected with the most significant 
frequency. Comparison with no defective structure was made 
for images got by the sliding window. The difference between 
the signal for the etalon image and a sample image is 
calculated. Variable are parameters of a size of sliding 
window, correlation coefficients etc. In the second work a 
spectral residual (SR) and “energy-map” (EM) methods are 
used for threshold segmentation. Test images are resized.  

In the work [3] for texture-periodicity in wallpaper groups 
a family of Gabor wavelets are used. The proposed method is 
periodicity-based Images must have at least two periodic 
units. Each cropped image is split into several periodic blocks 
Ward's hierarchical clustering is used to identify defective 
and defect-free blocks.  

In the paper [4] visual inspection systems for textile fabric 
defects detection is developed based on features extraction 
from segmented images.  

The study [5] proposes the method to classify metal 
defects using computer vision and machine learning. Training 
models are used to a type of defect on the steel plate.  

The work [6] presents the most powerful instrument for 
fabric defects detection as a special framework. It is based on 
gradient minimization and fuzzy c-means method. It allows 
to detect various types of defects. The algorithm has two 
steps: elimination of background and iterative clustering to 
get centers of defects. 

By this review of the short publication list we conclude 
that there are many various mathematical instruments to 
detect fabric defects. They differ between themselves by 
complicated procedures, types of fabric defects and accuracy 
for given time costs. In common the majority of the above-
mentioned approaches are quite time-consuming to be 
realized. In our paper we present very simple approach based 
on the clustering algorithm and comparison of images. 

II. IMAGE ANALYSIS 

To consider the approach for fabric defects detection we 
use some examples of the simulated images of a plain weave 
defects from the work [1].  

Two samples are given in Fig. 1: the etalon image and 
with marked defects. Defects on the second sample are visible 
and contrast enough.  

 

  

a)                                             b) 
Fig. 1.  Etalon (a) and defective image (b) 

The simplest approach to determine a location of defects 
consists in comparison by subtraction of two simulated 
images.  

In our case we can not use the logical OR operation as it 
is usually used for binary images. For gray images we 
propose the specific logical OR operations which for different 
operands results red color:  
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where ),( yxIr is a pixel intensity of the resulting image, 
),( yxIe is a pixel intensity of the etalon image, ),( yxId  

is a pixel intensity of the fabric image with defects, Tol  is a 
tolerance value to control a difference between an etalon and 
the controlled samples pixel intensity. 

Without a tolerance specific logical OR operations, we 
present as follows: 

s s s e d e dI( I I ) I ,I( I I ),red( I I )∨ = ∨ −    

Applying the formula (1) to images from Fig. 1 we get the 
resulting image with marked defects in Fig. 2.  

 

 
Fig. 2.  Specific difference between the etalon and the image with defects  

 
First of all, we see that the etalon image differs from the 

defective image essentially, mainly in the lower part. There 
are two reasons of this fact: the images were formed 
independently or one of them was shifted relatively to the 
other. That is why we see in the resulting image many red 
pixels. 

To evaluate positions and levels of the different figures in 
the images we use a pixel intensity function in the W columns 
and H rows of the matrix: 

        
W

j 1

H

i 1

I( i ) 1 / W( I( i, j ) ),i 1,2,...,H ,

I( j ) 1 / H( I( i, j ), j 1,2,...,W ,

=

=

= =

= =




  

where ),( jiI   is pixel intensity in i-row and j-column 
(1 ≤ i ≤ H, 1 ≤ j ≤ W).  

For the etalon and the defective image these functions 
in rows are presented in Fig. 3.  

 
Fig. 3.  Intensity functions for the etalon and defective image  

Functions in Fig. 3 give us distances in pixels between the 
peaks of the same image: 
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or distances between the peaks of the different images: 
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where )( ie lI , )( id lI  are a mean pixel intensity of the etalon 

and the image with defects, il  is a point on the OY axis. 
For the plots given in Fig.3. these distances are: 

 11ed = , 3edd = .   

The distance between different function indicates how 
much the etalon object positions differ from defective one. 
The difference within the same function are being taken into 
account for a grid step covering the image for future 
clustering. 

III. THE CLUSTERING K-MEANS ALGORITHM 
To make the subtraction approach insensitive to small 

shifts and deviations of sizes we propose to transform two 
images participating in comparison. We use the K-
means algorithm to get these two images. It partitions an 
image into K groups of image segments (clusters). By other 
words the K-means algorithm approximates the real image 
with the sample consisting of segments which pixels have the 
same intensity. 



144 

To obtain the elementary leaf as a basis to form clusters 
we choose a model as a rectangle. They are very simple for 
building and calculation. So, a virtual grid with horizontal and 
vertical steps and imaginary thin lines divides the image (Fig. 
4) into rectangles.  

 
Fig. 4.  Coverage of fabric image by a  grid 

K-means algorithm assigns segments to a cluster such that 
the sum of the distances calculated by chosen criteria between 
the cluster’s centre and the cluster’s members is at the 
minimum. The most acceptable feature of rectangle as the 
cluster’s member is a mean intensity. The functions to be 
minimized by the algorithm are as following: 

 
2

1 0 1 0
| |, [ ]

m K m K

ik k ik k
i k i k

S w I I S w I I
= = = =

= − = −   
(6) 

where wik = 1 if the segment of mean intensity irI  belongs to 

cluster k; otherwise, wik = 0. Also, kI  is the intensity of the 
i’s cluster (centroid). 

The hierarchical clustering algorithm for data includes the 
following steps: 

S0. For all the points of the input set xi, xj ∈	X. 
S1. Assignment of K cluster’s centers xi

0 (i=1,…,K) 
having interval of the image intensity S: 

 

,,...,1,*))1/((  x 0
i KiiKS =+=  

 
S2. Searching of leaf pairs by the similarity function:  
 ∀ (xi

0, xj  count F(xi
0, xj)) 

 
S3. Calculating and searching for pairs with the smallest 

distance value 
*( , ) min ( , ), , ,i j i jF x x F x x i j I= ∈  

and adding the members xi, xj, to of a new member (cluster) 
xnA. 

S3. (Optional) Recalculate the cluster’s centers xi
0 

(i=1,…,K)   
S3. Remove members xj from the list for searching.   
S4. End of the procedure (for all xi, xj ∈ X). 

The algorithm builds a binary hierarchical rolling tree 
(dendrogram) of the points in the clusters by the proximity 
function. 

An example of the clustering process as a dendrogram is 
shown in Fig. 5. 

 
Fig. 5.  Dendrogram of clustering process. 

IV. DETERMINATION OF DEFECTS BY 
COMPARISON OF CLUSTERED IMAGES  

To illustrate a work of the clustering algorithm we consider 
two images in Fig. 2 having dimension 319x323. If  they are 
covered by the 32x32 grid then each rectangle has dimension 
10x10.  

After the rolling up process has been performed the 
clustered images for 8 clusters were formed and given in 
Fig. 6. 

 

  

a)                                             b) 
Fig. 6.  Fig.6 Clustered images: a - etalon, b - with defects 

Applying the formula (6) to the clustered images 
(rectangles by 10x10) and the tolerance value 55 we obtain 
the resulting image in Fig. 7. 

 
Fig. 7.  Specific difference between clustered images  

Comparatively to the original image from Fig. 2 we have 
much fewer red pixels. They are connected with different 
positions and intensity of sample details of the etalon and the 
defective image.  
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Positions and intensity of these details we can observe in 
Fig. 8, where the mean intensity functions in rows 
demonstrate them. Especially lower part of the images. 

 

 
Fig. 8.  Intensity functions in rows for clustered images: red is for the 

etalon, blue is for the defective image 

So, we must change control parameters of the clustering 
algorithm. Having in mind that a distance between peaks of 
intensity functions in original images is near 11 pixels the 
minimal size of the rectangle must be of 11 pixels and less. If 
we cover the image by the 31x31 grid, then each rectangle has 
dimension 10x10. Corresponding clustered images are given 
in Fig. 9. 
 

   
Fig. 9.  Clustered images   

Now we need to measure a tolerance value for the 
comparison formula (1). The first method being more 
universal is less accurate. We calculate the mean intensity 
function in rows or columns (2) and search the biggest 
distance betwee two plots 

 

|,)()(|)(max sIsIsI cdcetol −= ,2550,s …=     (7) 
 

where )(sI ce , )(sI cd  are a mean pixel intensity of the 
clustered images: the etalon and of the defective fabric image. 
 In Fig. 10 we see two plots of the previous functions and 
can determine approximate value of a tolerance. The accurate 
tolerance value can not be known because the plots are for 
arithmetic mean intensity of pixels in rows. 

 
Fig. 10.  Mean intensity functions in rows of clustered images 

 

The second approach to measure the tolerance value is a 
metod based on so-called silhouettes. We find coordinates of 
pixels with greatest intensity in rows or columns :  

 

),yI(x)(xI jiiw {max= , H}  j  1 ≤≤ ,  W i  1 ≤≤ , 

),yI(x)(yI jijH {max= ,  W} i  1 ≤≤ , H  j  1 ≤≤ . (8) 
 
Then an accurate value of the tolerance is as a maximal 

difference between silhouettes of the clustered etalon and the 
defective image: 

 

m ax ( ) | ( ) ( ) | .tol ewc dwcI l I l I l= −    (9) 
 
Two silhouettes for previous clustered images (with step 31) 
as a view from the OY plane are shown in Fig. 11. For them 

a value 17 of tolI  was measured. Then applying the formula 
(1) to the clustered images with Tol=17 we get the image with 
marked defects in Fig. 12. 

 

 
Fig. 11.  Silhouette functions of clustered images 
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Fig. 12.   Resulting image with marked defects  

 
One more experiment we will do with the sample in Fig. 

13 having smaller contrast of defects comparatively to 
mentioned above.  

 
Fig. 13.  Defects of small contrast.  

 
Covering the image by the 31x1 grid then each rectangle 

has dimension 1x320. The corresponding clustered images 
(etalon and defective) and their silhouettes characteristics are 
given in Fig. 14. 

  

a)                                  b) 

 
c) 

Fig. 14.  Clustered images (a,b) and their silhouettes (c) 

 
Applying the formula (9) to the clustered images with 

Tol=13 we get the image with marked defects in Fig. 15. 
From two experiments we conclude that clustering allows 

determining irregularities of a texture image even if they are 
not very visible and contrasting. The main question of the 
approach is detrmination of a step for the covering grid. The 
approach also allows to measure defects intensity by 
measurement of red pixels brightness. , , , ,			 , 0,0 , ,	 

 
Fig. 15.  Resulting image with marked defects  

V. CONCLUSION 
The algorithm based on comparison of a clustered fabric 

etalon image and a defective fabric image was developed. It 
allows detecting coordinates and intensity of defects in fabric 
images. The algorithm is based on the K-mean clustering 
which amplifies defects and blurs the lines of drawing. To 
determine a difference between an etalon and defects the 
silhouettes function or mean intensity in rows function were 
being used. 
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Abstract— In recent years, the need for real-time pattern 
recognition applications has sharply increased. Along with deep 
and probabilistic neural networks, hybrid architectures such as 
neo-fuzzy networks and networks based on neo-fuzzy units 
turned out to be quite effective for solving this problem. In this 
paper, we consider the task of developing an architecture and a 
learning algorithm for a real-time pattern recognition system 
built on neo-fuzzy units. The objective function based on cross-
entropy allows formulating a learning criterion that provides a 
high learning rate. 

Keywords—neo-fuzzy units, real-time image recognition, 
cross-entropy learning criterion 

I. INTRODUCTION  
An important part of Data Mining and Data Stream Mining 

is general problem of pattern classification [1], for which 
many techniques have been worked out for now. The most 
powerful ones from accuracy point of view for today are deep 
neural networks (DNNs) [2, 3]. However, DNNs are 
characterized by a low duration of the learning process, which 
makes it difficult to use them in Data Stream Mining tasks, 
where the data from the training set enter to system 
sequentially in online mode. One of the fastest are 
probabilistic neural networks (PNN) [4], using so-called “lazy 
learning”. Nevertheless, PNN needs large volumes of the 
training samples, the number of neurons in the patterns layer 
increases dramatically, which makes this system too 
cumbersome. In addition, in real tasks, the generated classes 
are, as a rule, mutually overlapped, which, of course, requires 
the use of the fuzzy classification apparatus. In this 
connection, the extended generalized neo-fuzzy network 
(EGNFN) and algorithm for its learning in real-time mode was 
proposed in [5]. The “building” blocks of EGNFN are neo-
fuzzy neurons [6-8], and are a simplistic version of such 
universal approximators as Takagi-Sugeno-Kang neuro-fuzzy 
system. EGNFN showed good results in practical tasks 
solving, however, it has a five-layer architecture, which, of 
course, complicates its training. In tasks where information 
processing rate comes to the fore, this system loses its 
advantages. In this regard, we propose to use as nodes in the 
online pattern recognition system not standard elementary 
Rosenblatt perceptrons nor more “advanced” Yamakawa neo-
fuzzy neurons, but so-called neuro-fuzzy units (NFU) [9-11], 
which are “hybrids” of these neurons and have considerable 

approximating properties and differ noncomplex learning, 
which is easy to organize in real time. 

II. ARCHITECTURE OF IMAGE RECOGNITION SYSTEM, BASED 
ON NFU 

The architecture of regarded system is presented in Fig. 1 
and is essentially a set of parallel-connected neo-fuzzy units 
NFUj ( 1, 2,...,j m= , m is amount of presumable classes in the 
training set). System output signals ˆ jy  are formed that are the 
levels of belonging of the presented images to certain classes. 
The output layer is an elementary maximum detector that 
extracts from first layer output signals the maximum value and 

its corresponding class *j , as it is implemented in standard 
PNNs. 
Fig. 1. The image recognition system based on neuro-fuzzy units 

Thus, the training sample is a vector sequence 

( ) ( ) ( ) ( )( )1 ,..., ,...,
T n

i nx k x k x k x k R= ∈ ,  ( ){ 1 ,...,X x=  

( ) ( )},...,x k x N  where k = 1, 2, ..., N in general case - the 
current discrete time, while the volume N is unlimited and 
can vary in time, ( )ˆ jy k  describes reaction of neuro-fuzzy 

unit  j to the signal ( )x k , and the larger ( )ˆ jy k  value, the 

higher certainty degree that image ( )x k  appertain to class j. 
The assumption that the learning set X contains 
representatives of all m classes is also natural. 

The image recognition system contains m NFUjs (one for 
each class) that process input information in parallel and 
independently, and if the training set data are fed to the neuro-
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fuzzy units, the learning process comes down to nonlinear 
synapses NSUji synaptic weights adjusting [6-8]. 

Fig. 2 shows neuro-fuzzy unit (NFUj) architecture, and 
Fig. 3 - nonlinear synapse NSUji. 

Fig. 2. Neuro-Fuzzy Unit (NFUj) 

 

Fig. 3. Nonlinear Synapse NSUji 

Each NSUji is built from h membership functions ( )li ixμ
and described by h synaptic weights liw , which could be 
customized during learning sample data processing by 
optimizing the chosen goal function - learning criterion. As a 
membership function, it is advisable to use g-th degree B-
splines (g = 1, 2, 3,…) that respond the Ruspini conditions of 
unity decomposition: 
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where lic are membership functions centers, rather 
randomly located in input signal determining interval. 

If the rate comes to the fore in learning process, it is 
advisable to use second degree B-splines (g = 2), that are 
essentially standard triangular membership functions. 
Moreover, at each current time moment, only two neighbor 
membership functions are fired, i.e. in each non-linear 
synapse, only two synaptic weights are adjusted. 

Thus, the nonlinear synapse output can be represented as 

( )( ) ( )( )
1

h

ji i jli jli i
l

f x k w x kμ
=

=  

and NFUj output signal is  

( ) ( )( ) ( )( )

( )( )
1

1 1

ˆ
n

j j j j li i
i

n h

j jli jli i
i l

y k u k f x k

w x k

ψ ψ

ψ μ

=

= =

 = = = 
 

 =  
 




 

where ( )jψ   is the nonlinear activation function adopted 
in Rosenblatt perceptrons and satisfying G. Cybenko theorem 
conditions [12], for example, sigmoid or 

( )( ) ( )tanhj j ju k u kψ = . 

In this case, the each neuro-fuzzy unit NFUj output signal 
can be written finally as 

( ) ( )( )
1 1

ˆ tanh
n h

j jli jli i
i l

y k w x kμ
= =

 =  
 
 . 

III. ONLINE LEARNING OF IMAGE RECOGNITION SYSTEM 
BASING ON NFUS  

The learning of proposed system is based on the goal 
function associated with cross-entropy [1, 13] 

( ) ( )( ) ( )
( )

( )( ) ( )
( )

11 1 ln
ˆ2 1

11         1 ln
ˆ2 1

j
j j

j

j
j

j

y k
E k y k

y k

y k
y k

y k

+
= + +

+

−
+ −

−

 

where ( )jy k  is the exemplary signal, taking only two 

values: +1, if specific image ( )x k  pertains to class j, and -1 
otherwise. This criterion is always positive, except in the case 

( ) ( )ˆj jy k y k=  (perfect training). Applying the hyperbolic 
tangent activation function, we finally obtain the following 
learning rule 
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( ) ( ) ( ) ( ) ( )( ) ( )( )
( ) ( ) ( )(

( ) ( )( )) ( )( )
( ) ( ) ( ) ( )( )

ˆ1

         1

            1

         1

j j j j j

j j

T
j j j

j j j

w k w k k y k y k x k

w k k y k

w k x k x k

w k k e k x k

η μ

η

μ μ

η μ

= − + − =

= − + −

− − =

= − +

(1) 

where ( )kη  - is a learning rate parameter, 

( ) ( ) ( ) ( )( 11 1 1,..., ,..., ,...,j j jl jhw k w k w k w k=

( ) ( ) ( )1 ,..., ,..., ,...,j i jli jhiw k w k w k ( ) ( ))1 ,...,
T

j n jhnw k w k , 

( )( ) ( )( ) ( )( ) ( )( )( 11 1 1 1 1 1,..., ,..., ,...,j j jl jhx k x k x k x kμ μ μ μ=

( )( ) ( )( ) ( )( )1 ,..., ,..., ,...,j i i jli i jhi ix k x k x kμ μ μ

( )( ) ( )( ))1 ,...,
T

j n n jhn nx k x kμ μ - ( )1hn× -vectors. 

Since the adjustable synaptic weights in the learning 
algorithm (1) linearly depend on the learning error ( )je k , it 
can be optimized for rate, taking on form of one-step optimal 
Kaczmarz-Widrow-Hoff algorithm: 

( ) ( ) ( ) ( )
( )( )

( )( )2

ˆ
1 j j

j j j

j

y k y k
w k w k x k

x k
μ

μ

−
= − +  

or in matrix form for the system as a whole 

( ) ( ) ( ) ( )( ) ( )( )
( )( )

( ) ( ) ( )( )

2

ˆ
1

        1

Tk k x k
k k

x k

k k x k+

−
= − + =

= − +

y y μ
w w

μ

w e μ

     (2) 

where ( )kw  is the ( )m mhn× synaptic weights matrix, 

( ) ( ) ( ) ( )( )1 ,..., ,...,
T

i mk y k y k y k=y , 

( ) ( ) ( ) ( )( )1ˆ ˆ ˆ ˆ,..., ,...,
T

i mk y k y k y k=y  are ( )1m× vectors, 

( )( ) ( )( ) ( )( ) ( )( )( )1 ,..., ,...,
T

T T T
j mx k x k x k x kμ μ μ=μ  is the 

mhn  vector of all membership functions, ( )+  is the pseudo-
inversion symbol. 

Algorithm (2) can be given additional filtering properties 
by introducing an outdated information exponential 
smoothing into it. As a result, we come to a matrix 
modification of learning procedure [14] 

( ) ( )
( ) ( ) ( ) ( )( )( ) ( )( )
( ) ( ) ( )( )

1

2

1

1 ,

1 ,0 1

T

k k

k k k x k x k

k k x kα α

−

 = − +
+ − −


= − + ≤ ≤

w w

r y w μ μ

r r μ

       (3) 

where the component ( ) ( )( )
1 2

1
0 1

k

k x
τ

α τ
−

=

≤ − ≤r μ  

plays the role of momentum term, providing the algorithm 
with additional regularization. 

IV. EXPERIMENTS 
Many applications use information about user reactions 

now. For example, analysis of this information, allows 

changing interface versions, offering individual options or 
services, making decisions about actions in relation to the user 
(wake a driver who has fallen asleep). A person's reaction can 
be estimated by breathe frequency, heart rate, characteristics 
of speech, gestures or facial expressions. 

In [15], it was noted that only 7% of information in human 
communications carries speech, 38% is provided by voice 
modulations and 55% by facial expression. The person visage 
in a special way demonstrate not only a sentiment fleeting 
change, but also mood in general, state of health, and so on. 

Such studies are increasingly being taken in multimedia 
applications that are used in education. Given the students 
individual reactions during interactive lessons, application can 
manage educational content. In the distance learning 
conditions, this approach becomes very effective, because it 
allows individualizing the educational process, make it 
flexible, but retaining its focus [16]. 

The proposed architecture was used to recognize emotions 
in a real-time video. To study developed architecture 
properties in detail, it was decided to use datasets that contain 
individual video frames that demonstrate the change in facial 
expression in dynamics. These frames can be played back as 
video also. Datasets CK+ and PICS [17, 18] were selected for 
the study. Their feature are facial images of people whose 
emotions change over time (fig. 4). In the database, photos 
representing 7 main emotions - neutral, distress, joy, aversion, 
rage, anxiety, amaze -  were used.  
Fig. 4. Images for system learning and testing 

Characteristic points associated with facial features 
location are highlighted in the images (Fig. 5). They 
correspond to the well-known FACS system for describing 

studied emotions by facial movements [19]. 

The task of emotions recognition peculiarity is that only a 
small data set can be provided for recognition system learning. 
A data set of 507 photos was generated in the study, 102 
photos were taken from the PICS dataset, remaining 405 - 
from the CK+ dataset. For the experiment, images in which 
people placed in front, without head turning and tilting, the 
level of illumination is average, glare and dimming are 
missing were selected. People in the photo are present without 
glasses, tattoos, mustaches, beards or other artifacts on faces. 
The main criterion for selecting photos was the completeness 
of emotion alternation from least noticeable degree to greatest 
affective expression. In these datasets, not all samples contain 
such a variation range for each emotion. In addition, it was 
necessary to achieve equal representation of all seven above 
emotions in the experiment. However, it turned out that taking 
into account the main criterion for selecting photos; it was not 
possible to achieve equal number of samples. 

From selected set of photos 60% are randomly selected for 
training the system; the remaining 40% are used for testing. 
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System learning errors are shown in fig. 6 – 8 and in the 
tables 1 – 3.  

The membership functions number of in the experiments 
was different - from 5 to 11. The number of learning eras was 
varied from 1000 to 10000. The best combination of accuracy 
and speed is provided by 9 - 11 membership functions, with 
7000 - 10000 eras. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 5. Feature points for mood recognition 

  
Fig. 6. System learning error for 9 membership functions, 5000 learning 
epochs 

TABLE I.  NUMBER OF UNRECOGNIZED IMAGES FOR 9 MEMBERSHIP 
FUNCTIONS, 5000 LEARNING EPOCHS 

 
Emotions 

Rage Aversion Anxiety Joy Distress Amaze Neutral

Data set size 40 49 42 51 19 44 59 

The 
percentage of 
unrecognized 
images,% 

1.5 8.1 16.1 10.0 3.03 2.7 17.8 

Total amount of unrecognized photos = 15.79% 

 

  
Fig. 7. System learning error for 11 membership functions, 5000 learning 
epochs 

TABLE II.  NUMBER OF UNRECOGNIZED IMAGES FOR 11 MEMBERSHIP 
FUNCTIONS, 5000 LEARNING EPOCHS 

 
Emotions 

Rage Aversion Anxiety Joy Distress Amaze Neutral

Data set size 40 49 42 51 19 44 59 

The 
percentage of 
unrecognized 
images,% 

0 1.2 4.8 2.5 0 0 8.4 

Total amount of unrecognized photos = 4.93% 

 

 
Fig. 8. System learning error for 11 membership functions, 10000 learning 
epochs 

TABLE III.  NUMBER OF UNRECOGNIZED IMAGES FOR 11 MEMBERSHIP 
FUNCTIONS, 10000 LEARNING EPOCHS 

 
Emotions 

Rage Aversion Anxiety Joy Distress Amaze Neutral

Data set size 40 49 42 51 19 44 59 
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The 
percentage of 
unrecognized 
images,% 

0 0 1.6 0 0 0 5.6 

Total amount of unrecognized photos = 2.3 % 

 

CONCLUSIONS 
The paper considers the problem of recognition in real 

time. When it comes to the classification of emotions by 
images or by video, objects classes overlap, do not have 
constant and clear boundaries, quality criteria are not defined. 
To solve this problem, authors propose pattern recognition 
system that built basing on neo-fuzzy units. The hybrid nature 
of these neurons guarantees high accuracy of approximation, 
which, in turn, allows for accurate recognition. 

The real-time work requires the use of a learning algorithm 
optimal for speed. For the developed system, the authors 
propose algorithms that have filtering and adaptive properties. 

The experiments showed a high rate of proposed system 
learning, and its accuracy in recognition problems solving. 
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Abstract— A significant expansion of the scope of computer 
vision, in particular in real-time systems, places very high 
demands on them in terms of productivity and efficiency of 
information processing, and in feedback systems, it also 
requires information lag in it. Such requirements are not 
ensured by traditional approaches. The way out of the situation 
may be to use as a prototype the principles of organization of 
the human visual system, which has a very high selectivity of 
perception of video information.   The paper presents a 
generalized dynamic model of the organization of these 
principles. It is proposed to use them to organize the search for 
an object in a coarse image of a scene, to track an object and, if 
necessary, to carry out its classification or recognition at a 
more detailed level. 

 Keywords— retinal neural network; receptive fields; image 
preprocessing; object search; informative signs; local (ring) 
organization of neurons; adaptation mechanisms; intelligent 
video systems 

I. INTRODUCTION 
Intelligent video cameras and real-time video systems 

play a large role in automation systems for production 
processes, visual quality control of products, robotics, 
security and military systems, automation systems for 
scientific and biomedical research, etc. Moreover, the range 
of their application, the requirements for them are constantly 
expanding. This is especially true for video systems with 
feedback, where the results of real-time information 
processing are used to control the process or for other 
actions. Such systems put forward increased demands not 
only on the performance of computing facilities, but also on 
the lag of information in the feedback loop, which are not 
provided within the framework of traditional approaches 
[1,2]. 

On the other hand, the human visual system has improved 
over millions of years and has reached an extremely high 
level of organization. Therefore, the phenomenon of vision 
provides an extremely many diverse solutions for computer 
vision systems. Despite the enormous amount of information 
in the image, and especially in the video sequence, the 
human visual-analyzing system very effectively and 
efficiently copes with these problems due to its extremely 
high selectivity [3-7]. 

There is a significant semantic gap in how a person 
perceives and describes an image and how the image is 
perceived by the video system. A person identifies the 

semantics of the image, and the video system represents the 
visual content of the image in the form of its low-level 
characteristics such as color, texture, orientation, shape, the 
presence of movement, etc. [3]. 

The second section briefly discusses the principles of 
organization of the human visual system, the third - the state 
of the problem, in the fourth - a generalized model of human 
perception in dynamics. The fifth section is devoted to the 
principles of organizing the search for an object in an image, 
tracking it and extracting informative features based on a 
person’s visual perception.  

II. THE PRINCIPLES OF ORGANIZATION OF THE HUMAN 
VISUAL SYSTEM  

The following is a brief description of the structural 
features of the organization of the retina, the mechanisms and 
processes associated with the processing of video 
information in it [3,5,7,8].  

The scene image projected on the retina is inverted along 
two axes (top-bottom and left-right) and is a set of individual 
points obtained from rods and cones. These points represent, 
respectively, different light intensities in shades of gray and 
different wavelengths, perceived by the brain as three basic 
colors (red, blue and green with their shades). Moreover, dots 
in shades of gray are mainly located on the periphery of the 
retina with a low spatial resolution, and colored dots, more 
densely packed, are located in the central fossa (fovea zone). 
This representation of the environment is extremely 
redundant and not informative for the brain; it simply cannot 
cope with such huge flows of information. In the process of 
evolution, selective mechanisms have been developed in the 
human visual system to extract the most informative features 
for the perception of the environment, reducing the 
redundancy of scene images by many orders of magnitude. 

These mechanisms use the presence in the images of 
edges, borders of objects that differ in color, texture, shape, 
orientation, movement in space, which allows using different 
methods to distinguish between objects. The basic 
information in this case is the contrast, which, together with 
the retinal neurons (on- and off-centers) organized by the 
ring principle and lateral inhibition mechanisms, allows us to 
distinguish these primary signs of images of objects. Such 
information is used by the brain to evaluate fragments of the 
image and to control the further process of perception of the 
image by the retina depending on the goal (search for a 
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specific object in the scene, tracking it or recognizing it). In 
the case of contemplation of scenes without a goal (for 
example, from a car window), perception is carried out 
reflexively without the intense involvement of the brain, we 
only see an enlarged picture of flickering objects.  

Similarly, perception in tracking mode of a fast-moving 
object works. In this case, shorter eye movements, with a 
previously determined scale of the object, carry out tracking. 

Visual information, before getting from the eye to the 
brain, passes through many layers of specialized retinal 
neurons on the retina. The retina is a complex network of 
photoreceptors (rods and cones) and nerve cells (neurons). 
The rods provide a perception of the brightness of achromatic 
light (in shades of gray), and cones - electromagnetic waves 
of different lengths, which are perceived by the human visual 
system as three basic colors (red, blue, green with their 
shades). The peripheral zone of the retina, on which the rods 
and partly cones are predominantly located, provides a wide 
field of view with a low spatial resolution. The dense 
placement of cones in the central fossa (fovea zone) provides 
clear color vision. 

The peripheral retina and central fossa are organized 
according to the ring principle (the so-called on- and off-
centers). In the on-center, the excitation zone occupies the 
central part, and around it there is an inhibition zone. In off-
centers, the zones of excitation and inhibition are 
interchanged. Such centers of the peripheral retina are 
organized using horizontal and diffuse bipolar cells and 
extract larger spatial features. The centers of excitation-
inhibition of the central fossa are organized using horizontal 
and small bipolar cells and extract more subtle features of the 
image. The sizes of receptive fields are controlled, 
respectively, by interplexiform and amacrine cells using 
horizontal cells. Such an organization allows you to extract 
spots or points that differ from the background in brightness, 
color, orientation, texture, etc. 

The well-known phrase “the eye looks and the brain 
sees” quite accurately describes the process of perception, 
that is, thinking about stimulating our sensory receptors. In 
this case, ascending and descending processes are involved. 
Ascending processes are also called processes of transmitting 
information data from the receptors. And the descending 
processes, also called the processes of conceptualizing 
information data, are based on previously acquired 
knowledge, previous experience, understanding and 
expectations. 

To increase sensitivity in conditions of insufficient 
illumination, the rods of the peripheral retina are combined 
into groups with the sum of signals from larger receptive 
fields, i.e. there is an exchange of spatial resolution for 
increasing sensitivity in brightness. 

There is evidence of the existence of spatial frequency 
detectors in the visual system. Spatial frequency analysis is a 
simple and reliable way to describe and generalize the 
structural details of visual objects. Neurons are tuned to a 
limited frequency range.  

At the level of the retina, a number of adaptation 
processes operate. In particular, it is the brightness adaptation 
to the level of illumination (10-12 orders of magnitude: from 
the threshold of sensitivity of night vision, which is ensured 
by the excitation of more sensitive rods of the retina, to the 

threshold of blinding brightness, which is limited by the level 
of perception of cones of color vision). The subjective 
brightness, which is perceived by the human visual analyzer, 
is a logarithmic function of the physical brightness of the 
light that has entered the eye. However, the range of 
brightness levels, which is simultaneously perceived by the 
eye, is about 3 orders of magnitude. 

Excitation of retinal neurons in the presence of objects 
(spots) in the focused image on it, which differ from the 
background in brightness or color values, spatial frequencies, 
orientation, and the presence of movement, is used to quickly 
search for objects in the scene image. It consists in the fact 
that the place in the scene that caused the excitement, with 
the help of saccades, is refluxed (focused) into the central 
fossa for a more detailed analysis [6, 9,10]. 

In this case, the plasticity property of neurons is used — 
the formation of receptive fields of various sizes, the change 
in their shape, and the possibility of extracting informative 
features from an object that display various physical 
properties of the object [11]. Special (interlexiform and 
amacrine) cells control these processes by changing the sizes 
of receptive fields, the sizes of the excitation and inhibition 
zones of on- and off-centers, as well as neuron activation 
thresholds.  

In accordance with the theory of integration of the 
features of the object, the perception of the object is carried 
out in two stages [11]: 

• previous attention - the quick extraction of simple 
visible features of an object (perceptual primitives), is 
carried out in parallel throughout the retina 
automatically without conscious effort and 
concentration; 

• focused attention - requires the observer's efforts and 
close examination of the object, is carried out 
sequentially with the help of the central fossa. 

Information from diffuse bipolar cells of the peripheral 
retina and small bipolar cells of the central fossa is 
transmitted using Gm- and Gp-type ganglion cells, 
respectively, to the mago- and parvocellular regions of the 
lateral geniculate body (LGB). In the parvocellular region, 
color information from the central fossa is also added. These 
areas, like the retina, are organized according to the 
concentric ring principle, but operate with larger receptive 
fields, thus increasing the level of abstractness of the 
presentation of information. LGB, in addition, performs the 
function of switching the received and processed information 
into the corresponding layers of the primary visual cortex of 
the brain. 

Thus, a significant part of the preliminary processing of 
information is carried out already at the level of the retina. 
The peripheral zone of the retina is oriented toward a coarse 
spatial perception of the scene, with a high sensitivity to 
perception of brightness. The central zone of the retina is 
focused on clear vision both in spatial resolution and in color. 

Using the principles of organizing the retina of the eye 
allows us to more effectively organize the search for an 
object in the scene image and preliminary preparation of 
video data for recognition by extracting low-level 
informative features of the image. 
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III. STATE OF THE PROBLEM  
     Quite often, the retina is considered as a structure with 

a logarithmic-polar organization [12], in the center of which 
is the central fossa (fovea zone), and the peripheral retina is 
located around. This provides a wide peripheral inspection 
and the possibility of a detailed perception of information in 
the central fossa. Attempts have been made to repeat this 
foveal organization of visual perception in technical and 
algorithmic models. One of the directions is the creation of 
foveal sensors with radial and hierarchical (pyramidal) 
organization of the receptive field [13]. The disadvantage of 
radial organization is the need to implement the management 
of the "look", i.e. direction of the optical axis of the sensor, 
which requires the use of a high-speed drive and its control 
system. In addition, the implementation of logarithmic-polar 
sensors and the subsequent processing of information on 
them also present significant difficulties. 

To speed up the process of searching for an object in the 
scene, the most commonly used method is the pyramidal 
organization of the process of taking and processing 
information [14]. It consists in the fact that at first the image 
with the maximum resolution is read, and then, by smoothing 
and thinning, for example, using the Gauss or Laplace 
pyramids, the next layer of the pyramid is formed, whose 
dimensions are 4 times smaller than the original. This 
procedure is repeated several times until the desired level of 
coarsening is achieved. It is easier to find an object on a 
coarse image, and then, by applying the reverse procedure, it 
is possible to restore the original resolution of the image of 
the object for its recognition, measurement, etc. However, 
this approach, which was used to reduce the amount of 
information when transmitting images under conditions of 
limited channel capacity, does not fully meet the principles 
of organizing the human visual system and the requirements 
of real-time systems. 

In [15], models of the organization of the retina and 
central fossa are presented, the principles of the organization 
of connections on layers of neurons of different 
specializations, adaptive mechanisms for the perception of 
lighting and contrast, and the path of signals from receptors 
to ganglion cells are considered. In the process of modeling, 
the reliability of these models was confirmed to a large 
extent; therefore, in some parts of our work, we focus on 
their use. Close approaches to the principles of processing 
information on the retina, in terms of extracting informative 
features, are used in convolution neural networks, which are 
a further development of the cognitron and neocognitron 
[16]. They serve as the first layers of recognizing artificial 
neural networks (ANN). However, convolution neural 
networks realize only a small part of the arsenal of 
techniques developed in the process of evolution and 
embedded in the human visual analyzer.  

In particular, are not used: 

• mechanisms of “attention” and techniques for quick 
search for an object on the coarse peripheral retina, 
followed by detailed analysis in the central fossa; 

• adaptive mechanisms for controlling the dynamic 
range of perception of brightness, contrast and 
sensitivity in low light conditions. 

This leads to a significant increase in the database of 
objects and scenes, as well as the training time of the ANN to 
improve the quality of classification and recognition. 

In addition, convolution neural networks are currently not 
designed to connect to real cameras and to work in real time 
with video sequences. 

Neurophysiologists, neuropsychologists, gestalt 
psychologists, cognitive psychologists, cybernetics consider 
the human visual analyzer from different angles, from their 
fields of knowledge, but there is no generalized 
representation of the process of perceiving the environment, 
and especially in dynamics. The situation is aggravated by 
the use in different publications of different terminology of 
the same processes and the conflicting interpretation of the 
results, which makes it difficult to understand the complete 
process of perception. 

IV. DYNAMIC MODEL OF THE PROCESSES OF SEARCHING FOR 
AN OBJECT IN A SCENE, TRACKING IT AND EXTRACTING 

INFORMATIVE FEATURES 
The generalized model of the human visual system is 

multifunctional and consists of hundreds of local models that 
describe a number of structural, physical, biochemical, 
psychophysical mechanisms and processes. The process of 
perception of visual information by a person is dynamic, with 
many parameters that change in the process of perception, 
with many feedbacks. This is evidenced by a huge number of 
articles devoted to studies of specific properties, features, 
mechanisms, etc. [17-22]. However, there is practically no 
general idea and understanding of the process of perception 
by the visual system in dynamics for various modes. 

In this work, a generalized model of the organization and 
functioning of the retina, as well as approaches to the 
implementation of its most important and fundamental 
principles, which could help increase the intelligence of 
computer vision systems, are considered from a general 
perspective. In accordance with this model, enlarged fields of 
receptors (rods) are created on the retina using horizontal 
cells, which create a center of excitation using diffuse bipolar 
cells. With the help of other horizontal cells from receptors 
adjacent to the receptors of the excitation zone, larger 
circular inhibition zones are formed, i.e. on- and off-centers 
are organized. This process is carried out along the entire 
periphery of the retina in parallel. The results of the work of 
these centers through Gm-type ganglion cells in parallel and 
topologically (i.e. with reference to the location on the retina) 
are transmitted to the LGB. 

At the same time, the dimensions of the center and 
surround gradually decrease, i.e. such centers work, as it 
were, on different scales of perception. In each center, a 
search is made for the maximum response of the on-center 
with the specification of the size of the region. Amacrine 
cells control the outputs of on- and off-centers and control 
the change in the size of receptive fields, helping to search 
for the maximum response of these filters. It should also be 
noted that the search on the peripheral retina is carried out in 
parallel on many features: shades of gray, texture, 
orientation, movement, etc. The flows of this enlarged 
information through Gm-type ganglion cells enter the region 
of LGB magnocellular cells organized according to the same 
center-surround ring principle with local connections 
between neurons, but operating with higher receptive fields. 
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Magnocellular cells work with fuzzy images; they are more 
sensitive to the difference in surface illumination (gray on 
gray), which contributes to the perception of the depth of the 
scene. In addition, they quickly respond to stimuli, but the 
reaction quickly dies away, which is well suited for detecting 
movement on the scene. 

The results of the generalization of information are 
transmitted from the LGB to the corresponding layers of the 
visual cortex. In the case of contemplation of the 
environment or tracking a fast-moving object, this process is 
repeated many times. If it is necessary to search for an object 
in the scene for its classification, more detailed examination 
or recognition, a finer analysis of image fragments that have 
fallen on the retina is performed. It is possible that the visual 
cortex of the brain, controlling the response maxima 
throughout the retina, sets priorities for their sequential 
“transmission” to the central fossa (fovea zone). The process 
of “transmission” is carried out by saccades (rapid eye 
movements) by controlling the focusing system. In the 
central fossa, organized by the same principle of excitation-
inhibition, due to the denser packing of cones, a more 
detailed analysis, including color, of the obtained image 
fragment is carried out in order to extract informative 
features from it. The results of the analysis in the central 
fossa through ganglion cells of the Gp type enter the region 
of parvocellular cells of the LGB, which is also organized on 
the principle of center-environment. These results are also 
parallel and topologically transmitted to the corresponding 
cortical layers of the visual cortex. In particular, layer v1 is 
responsible for frequency and orientation analysis, layers v2 
and v3 process information about the shape and position in 
space, layer v4 is responsible for the perception of color 
information, layer v5 is for movement. 

The visual cortex is organized on a linear basis, reacts to 
lines, stripes, rectangular segments. It contains simple cells, 
complex and hypercomplex, i.e. it also, according to the 
hierarchical principle, increases the level of abstractness of 
the features of an object for recognition [23]. If the results of 
the visual cortex using a coarse image of a fragment with 
additional fine information from the central fossa do not 
satisfy the search target, then the next image fragment 
detected on the retina is transferred to the central fossa to 
check if the searches target matches. This process is repeated 
for all identified fragments until a final positive or negative 
result is obtained. If a more detailed analysis is needed, 
similar to the above, a fragment is analyzed with additional 
color information for classification, recognition of an object, 
determination of its geometric dimensions, etc.  

The present work on the creation of a generalized model 
of human perception is not intended to accurately copy the 
functions of the retina and the processes occurring in it. The 
aim of the work is to understand the general structure and 
organization of the human visual system and use these 
principles to build specialized and problem-oriented video 
systems for various purposes, taking into account the state 
and capabilities of modern microelectronics. And, perhaps, at 
the same time to put before it those problems that will make 
it possible to more effectively solve the problems of finding 
an object in an image, tracking it, classifying, recognizing 
objects, scenes and situations in real time. The advantage of 
this approach is the use of a number of adaptive mechanisms 
to increase sensitivity in low light conditions, increase 
contrast, attention mechanisms and coarse-accurate 

presentation of the scene, which will significantly reduce the 
amount of databases and time for training ANN, link them to 
the processes of shooting video sequences and use in real 
time video systems. 

V. COARSENING (ASSUMPTIONS) ACCEPTED IN THE MODEL 
Instead of a logarithmic-polar retina representation 

system, a Cartesian image representation system with a 
uniform grid is adopted. Accordingly, the ring organization 
of on- and off-centers has turned into a square-ring. 

Parallel processes of extracting all possible (or necessary 
for a given perception mode) features of an object at the level 
of the peripheral retina and central fossa, as well as the 
processes of their transmission to the higher layers of the 
brain, have been replaced by sequential or parallel-sequential 
ones. 

The paper does not examine in detail the principles of 
organization of the primary visual cortex, since they are 
already actively used in the ANN. The results of the 
presented study can be used as the first layers of the ANN for 
preliminary preparation of information for recognition on 
them. This is an important point, since the analysis of large 
scenes is computationally significantly more expensive than 
recognizing the objects themselves, providing a reduction in 
the amount of information for recognition by many orders of 
magnitude, although the recognition process is more 
complicated in the logical sense. 

VI. IMPLEMENTATION OF THE PROCESS OF SEARCHING FOR AN 
OBJECT IN AN IMAGE, TRACKING IT AND EXTRACTING 

INFORMATIVE FEATURES USING THE PRINCIPLES OF HUMAN 
RETINAL ORGANIZATION 

The purpose of this section is to highlight the 
fundamental principles of the organization of the human 
retina and their implementation, taking into account the 
capabilities of the modern level of microelectronics. These 
fundamental principles, which, in our opinion, will help 
create more advanced computer vision systems, are [24,25]: 

• the ability to change the resolution when working 
with the video sensor; 

• the ability to expand the dynamic range of perception 
of brightness; 

• ensuring the principle of ring organization of 
receptive fields; 

• implementation of methods for coarse-accurate search 
for an object in an image; 

• implementation of adaptive mechanisms to the level 
of lighting and contrast; 

• organization of ascending and descending processes; 

• specialization of neurons; 

• a significant reduction in the amount of information in 
the video stream due to the selection of informative 
features. 

Let us consider these principles in more detail. 

The ability to change the resolution when working with a 
video sensor will allow, on the one hand, to provide a wide 
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field of view, and on the other hand, the possibility of a 
detailed analysis of the selected object. Image coarsening is 
an effective method of reducing the amount of information 
when searching for an object in an image, tracking it, and 
also in the mode of simple contemplation of the situation.  

Unfortunately, the modern technology for the production 
of CMOS video sensors does not fully provide such 
capabilities. An exception is the possibility of thinning an 
image into rows and columns when it is being read, which 
allows 4 times to coarsen the representation of the image, as 
well as the ability to 4 or more times increase the resolution 
of a color image compared to the original physical resolution 
due to linear or quadratic interpolation between adjacent 
pixels of the image. It is proposed to provide coarsening of 
the image by summing square (rectangular) fragments of the 
image, as it is in the case of the peripheral retina of the 
human eye. Such summation can not only provide a 
reduction in image size, but also increase sensitivity in low 
light conditions. This process can be controlled (by analogy 
with amacrine cells) depending on the average or local 
brightness of the image by changing the sizes of the summed 
receptive fields and the gain of the on- and off-centers. 

The expansion of the dynamic range of brightness 
perception can be provided by a nonlinear, for example, a 
logarithmic, scan of the reference voltage during parallel 
(throughout the matrix) analog-to-digital conversion 
(scanning method by parameter) [1,26]. If it is necessary to 
obtain a binarized image, it is also possible to use a nonlinear 
sweep of the reference voltage, but a threshold element and a 
trigger must be integrated in each element of the sensor 
matrix, which captures the reach of a threshold value by this 
matrix element [27]. A very important point is the provision 
of the principle of ring organization of receptive fields, since 
it equally effectively works both on the model of the 
peripheral retina and on the model of the central fossa. In 
addition, on the basis of the center-surround principle, one 
can distinguish many informative features of a higher level 
on the retina model (spots that differ from the background in 
brightness, color, orientation, dynamic characteristics - 
spatial frequencies, the presence of motion in the video 
sequence, etc.) that provide the search for objects in the 
scene. The center-surround principle is suitable not only for 
processing "raw" RGB colors according to Bayer model, read 
from the sensor matrix, but also when using the second 
opponent color theory RG and BY. 

It is problematic to organize parallel processing of all 
signs and sequential on different scales, as is done on the 
retina, on modern video sensors. However, they can be 
implemented in parallel-serial or serial-parallel manner on a 
large number of GPU or on the FPGA. Although with large 
coarsening on the peripheral retina, it becomes necessary to 
repeatedly calculate the sums of square or rectangular 
fragments, this can be effectively solved using an integrated 
matrix [19]. The same principle can be applied to calculate 
the center-surround operator (with the same inhibition zone 
coefficients). In this case, the total amount of the entire 
center-surround fragment is calculated from 4 points, and 
then the center area is determined from 4 points, i.e. it takes 
only 7 operations of addition / subtraction and one shift 
operation for several digits (using masks with a central 
coefficient multiple of degree 2).  

In the central fossa, according to the principle of center-
surround, more detailed informative features are extracted 

(brighter / darker or different in color or orientation points 
that characterize the edges of areas or contours of objects, 
spatial frequencies of textures, etc. that stand out from the 
background). The center-surround principle is realized in 
computer vision using appropriate masks (Laplace, Roberts, 
Sobel, Prewitt, etc.), which are already widely used in real 
time image processing techniques.  

The ability to change the resolution of the video sensor 
allows us to implement the method of coarse-accurate search 
for an object in the image, in which the search is performed 
on the coarse image for informative features of higher order, 
which significantly reduces the amount of processed 
information [6]. These features are transmitted to the central 
processor or to the recognition layers of the ANN, 
performing the functions of the primary visual cortex of the 
brain, where they are compared with the existing models of 
objects accumulated as a result of previous experience. So 
the ascending flows of information are organized. If the 
comparison of the features of the object and the model was 
unsuccessful, then, in accordance with the priorities, the 
coarse features of the next object selected in the scene are 
compared. In the case of a successful comparison of features, 
depending on the purpose of the search, an object can be 
accompanied on a coarse image or, if necessary, a given 
image fragment with a higher resolution can be read for a 
more detailed examination, classification or recognition of an 
object. The center of the selected object and its overall 
dimensions has already been obtained when searching for the 
object. The central processor in downstream channels 
controls these processes. With an insufficient level of 
illumination, by analogy with the grouping of rods on the 
peripheral retina, the summation of signals from rods from 
larger receptive fields is performed, which can significantly 
increase the sensitivity to light perception, i.e. exchange 
spatial resolution for increased sensitivity. An increase in 
contrast can be achieved by building up the brake rings 
around the exciting center, i.e. by using larger masks (e.g. 5–
5, 7–7, etc.). 

Thus, a significant (by several orders of magnitude) 
reduction in the amount of processed information is achieved 
due to the possibility of a coarse-accurate representation of 
the scene (coarse - when searching for an object or tracking 
it, and accurate representation of only fragments of the image 
of the object - when recognizing), using an integrated matrix 
when implementing the principle of center-surround, etc. [2]. 
At the same time, due to the selection of informative 
features, the amount of information transmitted to the highest 
levels of information processing is reduced by 3-4 orders of 
magnitude (for example, in the ANN). Using the feature 
vector allows us to organize other approaches to object 
recognition [17-19] directly in the most intelligent video 
camera. A significant increase in productivity can be 
achieved by constructing a multi layer matrix that combines 
parallel reading and processing of information (suitable for 
specialized applications) [25-29]. 

The advantage of this approach to the implementation of 
the search for an object and the extraction of features both in 
a coarse image and in a detailed one is the use of the same 
sensor. To speed up the process of searching and extracting 
features, it is advisable to introduce specialized processors 
into the sensor conveyor for technological image preparation 
to implement the above principles of constructing an 
integrating matrix. This will greatly facilitate the 
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implementation of not only on- and off-centers, but also the 
implementation of other types of filters (Haar, Hessians, 
etc.), which are used in other models. 

The limited scope of theses does not allow us to display a 
more detailed picture of the perception process, the technical 
implementation of the components and the simulation results. 
They will be presented in a key report and article. 

VII. THE DISCUSSION OF THE RESULTS 
The advantages of the proposed principles of organizing 

the search for an object in an image, tracking it and 
extracting informative features for recognition are more 
complete use of the arsenal of principles for processing 
information on the retina of a human visual analyzer. In 
particular, these are: 

• simplification of the process of searching for an 
object in an image by using a hierarchical coarse-
accurate representation of the scene; 

• simplification and acceleration of the learning process 
by expanding the dynamic range of brightness 
perception and adapting the camera to low contrast 
conditions and insufficient lighting levels; 

• simplification of hardware and software through the 
use of local connections between neurons in the 
organization of on- and off-centers and through the 
use the arsenal of methods developed in theory and 
practice for image processing to extract informative 
features; 

• a significant increase in information processing 
productivity by implementing multi layer structures 
directly on the sensor matrix. 

VIII. CONCLUSION 
This work was carried out within the frameworks of 

fundamental competitive topics (VFC 200.15 and VFC 
200.19), which were funded by the Presidium of the National 
Academy of Sciences (NAS) of Ukraine. 
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Abstract—The dominant video summarization deep learning
models are based on recurrent or convolutional neural network
with a complex architecures. The best performing models also use
attention mechanism. We propose a novel method for supervised,
keyframes based video summarization by applying a well known
Transformer architecture. Current state of the art method based
on self-attention netwok. These network is simple and robust
but still lower than humman level. We propose model for
video summarization based on a powerfull language architecture
Transformer which performs a single feed forward and backward
pass during training for the entire video sequence to frame score
transformation. This approach was adapted for the sequential
regression followed by binarized evaluation which allowed to
compare predicted summary with human level. Experiments
show that model is competitive in performance and have a good
parallel training ability also. Our model achieves F1 48.1 and
50.19 for SumMe in cannonical and augmented setting and 60.12
and 61.5 for TVSum.

Index Terms—video summarization, sequence to sequence, self-
attention, Transformer

I. INTRODUCTION

Visual perception of information are becoming dominant
part of our life nowadays. Video chatting, online courses and
many other forms of information exchange are an integral part
of modern reality. According to Cisco Visual Networking In-
dex: Forecast and Methodology, 2016-2021 [1], by 2021 video
will account for 80% of all global Internet traffic, excluding
P2P channels. Consequently, improving video processing, such
as video summarization, is a very important problem.

Video summarization is video represented as reduced se-
quence of still frames (images) called keyframes that describes
information in the video the best. This paper shows video
summarization technique based of the keyframes. Unsuper-
vised methods that were widely used low level spatio-temporal
features [2]–[4] and clustering techniques [5], [6]. Distance or
cost function usage between keyframes does not always give
high accuracy in summarization task because of strong bias in
features. On the other hand, supervised learning approach can
generalize original transofrmation function.

TvSum [7] and SumMe [8] were used as an data for
experiments. Each dataset contains 15-20 users’ annotations
for each video. Mean F-score for human level is 0.34. So it
may be extremely difficult to choose the right clastering metric
similar to human annotation. Based on this we expect that the

video annotation is a subjective problem which is appropriate
concept for supervised summarization task.

Latest works for video summarisation are based on sequence
to sequence architectures where convolutional or reccurant
neural netowrks (CNN, RNN) with bi-directional long short-
term memory (LSTM) [9] or gated recurrent unit (GRU) [10]
cells. Also attention [11] widely used to increase generalizing
ability of a neural network. But in machine translation task
new era of models occurred. Transformer [12] architecture
shows ability of atetntion mechanism without reccurent ne-
towrks for language modeling. The greatest superiority of such
kind of model is computational efficiency. It means that model
with more weights can be trained in less time.

Latest model with the hieghts F1 was developed by J. Fajtl
et al. [13]. Attention based network became the main part of
architecture but without recurrent mechanism. A. Vaswani et
al. [12] shows that natural language processing (NLP) based
on encoder-decoder architecture can be done without recurrent
units, on dense layers and attentions only. Based on impressive
success of Transformers [12], [14], [15] in NLP problems
advisable to try this architecture for video summarization
problem.

II. RELATED WORKS

Latest progress in video summarization was inspired by nat-
urale language processing (NLP) approaches such as encoder-
decoder networks, sequence to sequence attention. This relates
to the nature of the data because decision of current keyframe
is related to the previous like in language model. Next we will
discuss related methods to our work.

Huge performace improvement in sequence to sequence
learning was archived by [12]. Authors proposed to avoid
reccuernt units like LSTM or GRU and use only attention
and dense layers to encode and decode language data. Based
on work [11] multi-head attention was proposed which stacks
parallel block of scaled dot-product attentions. This allows the
model to jointly learning information from different represen-
tation subspaces at different positions. After attention each
layer encoder and decoder contains batch of dense layers.
Since model did not contain reccurence positional encodding
was added. This new family of models is differs high ability of
generalization for sequences and high computational efficiency
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on the other hand it is more memory usage for big amount of
weight and time for trainig.

The pioneers of RNN with LSTM cell in video sum-
marization were K. Zhang et al. [16]. They model tempo-
ral dependency with variable length to achive representa-
tive video summaries with compact characteristics. Ji et al.
[17] introduced another encoder-decoder model for supervised
video summarization. Based on deep bi-directional LSTM
with attention network encodes the contextual information
among input video frames. Mahasseni et al. [18] proposed
adversarial network that minimizes the distance between video
and summary. Zhou et al. [19] proposed encoder-decoder
architecture trained by reinforcement learning to get state of
the art results in unsupervised summarization. Reward function
takes diversity and representativeness of generated summaries
into account. Current state-of-art model was proposed by [13]
where enceder-decoder architecture with only fully connected
and soft self-attention layers were used.

III. MODEL

Architecture proposed in this work follows encode-decoder
model but replaces recurrent units with stack of attentions.
X = (x0, ..., xN ), xi ∈ RD is the input sequence for our
model that produces an output sequence Y = (y0, ..., yN ), yi ∈
[0, 1). The input represents a features after concolutional
model which are grouped into sequences for each video.

Fig. 1 shows the entire network in detail. An attention
mechanism can be described as a dictionary based memory
from which value can be extracted with specific key which
in turn was mapped from query. Weighted sum of the values
are prepresented the output. Compatibility function is used to
calculate weights for value based on query and its key.

A. Encoder Stacks

The encoder is composed of a stacked layers each of which
has two sub-layers. The first one is a multi-head self-attention

Y

Regressor

Concatenate

Transformer
Layer

+
Positional
Encoding

X

Fig. 1: Network architecture.

mechanism [12], and the second is a simple, position-wise
fully connected feedforward network Fig. 2a. Also a residual
connection [20] and layer normalization [20] was used after
each sub-layer.
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Fig. 2: (a) Encoder layers. (b) Scaled-Dot Product Attention.

B. Scaled Dot-Product Attention

Additive attention [11] and multiplicative attention [21] are
mainly used attentions. This functions are compute almost the
same output but in different ways. Multiplicative attention is
better optimized for cimputational and memory usage because
it can be executed on high speed matrix multiplication hard-
ware.

The attention function computes on a matrix Q where
queries packed together. Similar to the Q, K and V represents
packed keys and values respectively. Output matrix compute
as:

A(Q,K, V ) = σ

(
QKT√
dk

)
(1)

σ(z) =
ez∑N
j=1 e

zj
(2)

where dk is the dimension of the source hidden state. This is
modified version of dot-product attention (Fig. 2b). It adds a
scaling factor 1/

√
dk, motivated by the concern when the input

is large, the softmax function may have an extremely small
gradient, hard for efficient learning. Queries and keys form
the imput with dimension dk while values have dv dimension.

C. Multi-Head Attention

Multi-head attention projects linearly dmodel-dimensional
keys, values and queries h times with different, learned linear
projections to dk, dk and dv dimensions. This allows us to
perform attention function of these projections in parallel,
yielding dv-dimensional output values. Concatenate layer ap-
plied to build state vector, as depicted in Fig 3. Multi-head
attention can be described as projection of multispaces for
different positions that provides an opportunity to the model
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Fig. 3: Multi-Head Attention consists of several attention
layers running in parallel.

attend hidden information. A single-head attention can be
calculated as:

H(Q,K, V ) = [h0, ..., hh]W
O (3)

hi = A(QWQ
i ,KW

K
i , V W

V
i ) (4)

where WQ
i , WK

i , WV
i and WO are parameter matrices to be

learned.

D. Position-wise Feed-Forward Networks

Fully connected feed-forward network (FFN) was added to
each layer in encoder to achive equivalent of applying two
1×1 convolution. The position-wise FFN consists of two dense
layers that applies to the last dimension that has the same effect
as 1 × 1 convolution layer. Position-wise was referred to the
same two dense layers are used for each position item in the
sequence.

F (x) = max(0, xW1 + b1)W2 + b2 (5)

where W1, W2, b1 and b2 are parameter matrices to be learned.
In addition, if two frames in the input sequence are identical,
the according outputs will be identical as well.

E. Regressor Network

Each result vector for frame from encoder passes to feed-
forward network with one neuron to compute regression score.

R(x) = S(Wx+ b) (6)

S(x) =
ex

ex + 1
(7)

We use sigmoid activation function [22] to compute results in
(0, 1) range.

IV. EVALUATION

A. Datasets Structure

TvSum [7], SumMe [8], OVP [23] and YouTube [23] were
used to carry out all the experiments to correctly compare
the results with previous works. Videos from TvSum and
SumMe are currenly used for training and validation while
OVP and YouTube are for augmentation. Table I provides
datasets features.

TABLE I: Overview of the TvSum and SumMe features

Dataset Videos Video
length (avg)

User
annotations

Annotation
type

SumMe 25 146 15-18 keyshots

TvSum 50 235 20 frame-level
scores

OVP 50 98 5 keyframes
YouTube 39 196 5 keyframes

All keyframe annotations in OVP and YouTube have to be
changed to the frame scores and binary keyshots due to the
fact that TvSum is annotated by frame scores and SumMe with
binary keyshots. This procedure is described in the following
section IV-B.

B. Ground Truth Preparation

The model predicts frame scores which are need to be
mapped to keyshots. [16] described two steps procedure: scene
change points detection; subset with keyshots selection by total
frame score maximization. [8] proposed for the total length of
summary constraining only 15% of the original video length.
Kernel Temporal Segmentation (KTS) proposed by [24] is
used for change points detection. For each i ∈ K detected
shot si score calculates as:

si =
1

li

li∑
n=1

yi,α (8)

where i and li is the length of i-th shot whith yi,α score for
α-th frame. Then keyframes selection is done by Knapsack
algorithm [7].

The SumMe contains frame scores calcualted from keyshot
user summaries per frame (Fig. 4). So evaluation have to
be performed on binary keyshot summaries while traning
is done on frame scores. Temporarily segmenting technique
was applied to map keyframe annotations to frame scores in

Fig. 4: Ground truth and corresponding keyframes for ”Bike
Polo” video from SumMe dataset.
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OVP and YouTube. Total summary length is constracted by
knapsack, however si (Eq. 8) is calculated as a ratio of number
of keyframes within the keyshot and the keyshot length.

Ground truth data from [16], [18], [19] is adopted to make
comperison more correct. Publicly available dataset [16], [19]
which containes frame embeddings from pretrained CNN,
keyshot labels, frame scores and scene change points are
stored in one place. Embeddings were extracted from the
GoogLeNet network [25] that was trained on ImageNet [26].
Each embeddings is the output of the pool5 layer and has 1024
dimensions.

Cross validation with 5 folds technique used for canonical
and augmented data as proposed by [16]. For the canonical
mode train/test data were randomly split into 5 folds for the
TvSum and SumMe datasets. The train/test ration was selected
as 80% to 20%. In the augmented also cross validation was
applied with the same number of folds and splitting as above.
One thing was done in with augmented setup is adding videos
from the other datasets for training step. When was a training
process for the SumMe in the augmented mode videos from
TvSum, OVP and YouTube were combined and splitting was
applied on all videos.

C. Evaluation

As state of the art work we followed evaluation protocol
from [16], [19] and [18]. F1 score was selected to measure
performance between user and machine summaries.

F1 = 2× precision× recall

precision + recall
× 100 (9)

False negatives and true/false positives for F1 can be presented
as the ration of the machine predictions and ground truth.

The TvSum benchmarking approach proposed by [7] im-
plies the F1 calculation have to be done as an F1 over
videos. Each video score is an average between the model
prediction and each of the user. The closest user summary
to the prediction is selected for SumMe benchmarking as
proposed by [27] and [28]. Evaluation done on multiple user
summaries [16] due to the 15% of the original video length
limitation for model summary [8].

D. Results

In Table II shows the comparison of human-level perfor-
mance and pairwise F1 score inside the user summaries. Table
III presents results of the most recent state of art and ours
models. Also human performance was added to show how
well the models performed, which is calculated as pairwise
F1 of all user summaries and the ground truth. This fact
leads to higher F1 for human-level performance than user
summaries because ground truth converted to the keyshots
from an average of all user predictions which are longer than
the discrete ones. F1 = 36 reported by [7] is lower than the
pairwise F1 = 53.8 because KTS was used to convert each
user summary to keyshots and each video was limited to 15%
of the length and then calculated the pairwise.

In Table III shows F1 score for previous models and ours
in both canonical and augmented setups. We can see that

TABLE II: Average pairwise F1 calculated among user sum-
maries and between human-level performance.

Pairwise F1 score

Dataset Among users
annotations

Training GT and
users annotations
(human performance)

SumMe 31.1 64.2
TvSum 53.8 63.7

our model performed better than SASUMsup but worse than
VASNet. Attention mechanism in models allows extract more
information form SumMe dataset compared to the TvSum,
where most models are close to the human performance. Table
I shows the reason of the small gain for TvSum dataset and it
can be explained by the fact that video sequences are longer
than in the SumMe.

V. CONCLUSION

This paper propose a novel model for video summarization
based on deep neural network with Transformer. This model
performs a sequence sequential learning without reccurent
units such a LSTM or GRU due to the attention mechanism.
Based on previous and our results we shown than video
summarization task is better solved in supervised mode. It
was also demonstrated that attention based models performs
better not only on language modeling and can be applied to
almost all sequential data. We designed and tested the simplest
Transformer architecture with positional encoding to establish
a baseline method for such architectures.

We showed that video summarization with supervised learn-
ing based on attention outperforms canonical reccurent net-
works on the TvSum and SumMe benchmarks. Also adding
positional encoding did not improve results. This can be
explained by fact that complexity of different visual sequences
with loss information on CNN extracting step and small
amount of data. Despite this the simplicity of model without
reccurent cycles is easier to implement and less resource ex-
pensive to run than RNN based methods with same number of
weights, making more scalable and computationally efficient.
Adding more stacks of Transformer and using deeper network
for CNN feature extracting could improve the performance.
We are considering these extensions for our future work.

TABLE III: Comparison of our model with the state of the
art models for canonical and augmented settings and human
performance

SumMe TvSum
Model Canonical Aug Canonical Aug

dppLSTM [16] 38.6 42.9 54.7 59.6
M-AVS [17] 44.4 46.1 61.0 61.8

DR-DSNsup [19] 42.1 43.9 58.1 59.8
SUM-GANsup [18] 41.7 43.6 56.3 61.2

SASUMsup [29] 45.3 - 58.2 -
VASNet [29] 49.7 51.1 61.4 62.4

Human 64.2 - 63.7 -
Proposed 48.1 50.2 60.1 61.5
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Abstract—With the increased accessibility to neural network
frameworks and computation clouds, a wide range of competition
websites offer real tasks for the neural network community to
join. In this paper, we discuss a problem of object detection and
classification. Based on our experience, we describe a general
pipeline and necessary steps that may help researchers willing
to participate in such competition. We partition the problem
into two separate tasks. Firstly, we present state of the art for
relevant neural networks concerning accuracy and computation
time trade-off. Further, we create a survey of major techniques
that leads to accuracy improvement. Namely, we recall image
augmentation techniques, demonstrate the impact of various
optimizers, and discuss ensemble techniques. The pipeline and
techniques reflect our experience with a competition, in which
we were able to reach a highly competitive solution and ended in
fourth place. The uniqueness of our solution is that we used only
free Google Colab computation service and still overperformed
many more computation extensive approaches.

Index Terms—object detection, image classification, neural
networks, YOLO, optimizers

I. PROBLEM STATEMENT

As neural networks (NNs) become state of the art (SOTA)
in image processing, they also spread into the industry and
everyday life. They are used for many purposes, such as detect-
ing fake videos, superresolution, optical quality recognition,
automatic segmentation of satellite images, or autonomous
driving. The spread is also invoked by the growing community,
including community-competition websites such as Kaggle,
Signate, or DrivenData. These websites accept commercial
proposals for competitions and offer them to community
participants to compete and win an award. Such competitions
are essential as a supplement to a scientific part because this
environment creates fair conditions for all solutions, where
results have to be reproducible and resistant against scams
and cheating.

In this overview paper, we will refer to Signate
’Tobacco detection and classification’ competition
(https://signate.jp/competitions/159), where we finally ended
fourth of more than one thousand registered competitors. The
aim of the competition and its scheme was as follows. The
competition schedule was divided into two phases, where
the first one served as a development phase, i.e., participants
were allowed to submit up to three submissions per day to
see the score. Then, each participant had to select only one

Fig. 1. The image illustrates the task: an image containing a shelf with
boxes is captured, and all the boxes are detected and recognized by
an algorithm. The illustrative photo without the detections is taken from
github.com/gulvarol/grocerydataset.

submission uploaded in the first phase to be used in the
second one. The second phase, realized after the first one,
then determined the final leaderboard using new (unseen)
data over the selected submission. Such a scheme prevents
data overfitting, manual labeling, or cheating. For the first
phase, there were 178 shelf images available for training
and 55 images available for testing (for submitting the
predictions). Other 54 shelf images were used for the second
phase. Each shelf image contained approximately 30 – 200
cigarette boxes that had to be detected and classified. In total,
the training dataset included approximately 26000 cigarette
boxes, which had to be detected in the shelf images and
correctly classified. The classification was aimed to link each
single cigarette box with one of the 223 predefined classes.

In the following sections, we describe the full pipeline
leading to our solution. Such an overview helps develop neural
network applications, and we recall here the most important
and recent techniques in the area. Our contributions are as
follows:
• We present a full pipeline of how a real task/competition
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should be solved.
• We make an overview of object detection techniques

and describe image cropping as a useful preprocessing
technique.

• We present benchmark results of various neural networks
for an image classification task.

• We collect and describe the main techniques for addi-
tional accuracy improvement, including methods for data
augmentation, ensembling techniques, or proper selection
of an optimizer.

II. THE GENERAL PIPELINE

Here, we present the general pipeline, which we split into
two parts: object detection and object classification. Such
partition allows us to use neural networks that are specialized
for the tasks.

A. Object detection

The first task to solve is object detection that relies on
determining bounding box coordinates of all objects (tobacco
boxes in our case) in an input image. If we omit the stan-
dard approaches represented by hand-crafted features such
as HOG [1] or Viola-Jones cascades [2] and focus on NN-
based approaches, the origin is given by the sliding window
approach [3]. Here, multiple overlapping crops are extracted
and classified by a NN. The complication is in the proper
selection of parameters of the crop size and the degree of
overlapping. Also, the whole process suffers from computation
speed.

The sliding window can be replaced by an algorithm
generating proposal regions, as it is used in the R-CNN
approach [4]. Further improvement relies on integrating the
region proposal into NN architecture in Faster R-CNN [5].
Because such a solution has still its functionality divided
into proposing regions and regions classification, such class
of detectors is called two-stage object detection. The current
generation of NN focuses on single-stage detectors, where one
pass through a single architecture is able to detect the boxes.
The major schemes are SSD [6], YOLO [7], RetinaNet [8],
and EfficientDet [9]. Based on various comparisons [10], a
trade-off between speed and accuracy has to be considered.
Generally, two-stage detectors are able to reach higher ac-
curacy, but one-stage detectors have much higher processing
speed. Here, YOLOv3 [11] excels as it is able to make an
inference in real-time.

Our goal in the competition was to reach the best possible
result (according to the competition’s measure) on free hard-
ware, accessible for everyone through Google Colab service1.
Therefore, we have selected YOLOv3, which is one of the
fastest detectors, notwithstanding it is not precise as, e.g., Reti-
naNet. The principle of YOLO is as follows. The training data
are firstly pre-processed by k-means [12], which extracts the
most prototypical widths and heights of the bounding boxes
of detected objects. In detail, YOLOv3 uses nine prototypical

1https://colab.research.google.com/

boxes. That is apriori information that helps the NN to be
trained faster. Then, a batch of images is passed through
the backbone (given by Darknet53), which extracts features
that are projected into three output scales. Each of the scales
consists of a particularly sized grid (13×13, 26×26, or 52×52
cells) where each cell of the grid can detect up to three boxes.
For details, see the YOLO architecture visualized in [11]. The
advantage of YOLO is that one image is connected with the
labels of all objects inside it and trained for them in one
step; that is, in contrast with RetinaNet, where one image is
connected with the labels separately one-by-one, and multiple
steps are necessary, so YOLO training is significantly faster.

The important fact is that YOLO’s input resolution is
416×416 natively. Downscaling the images into the lower
resolution means the boxes can shrink so much that one side
size is below 10 px. Then, their detection will be highly
imprecise. This issue can be solved by increasing the input
resolution, but this also increases the size of the symbolic
tensor used in the learning phase. Such change results in a
huge graphic card memory requirement that is not available
on Google Colab. Therefore, we proposed to keep the low
input resolution, but the training will be realized over image
crops. The crops have to fulfill the following:

1) A crop size should be bigger than the biggest object in
an image. Otherwise, it would not be possible to make
an efficient ensemble of predictions.

2) A crop should include boxes bigger than 13×13 px,
which is the coarsest resolution of the YOLO grid.
Otherwise, the labels of boxes can overwrite each other.

The disadvantage of cropping is the increase of inference
time. Originally, an image is downscaled, and prediction is
made in time t. Here, n crops are created and inferred in
time of tn. The linear complexity can be further improved by
batch inferencing. For a general neural network, the additional
speedup varies between approximately 1.5×–10×, for details
see [13]. The benefit is a significant improvement in accuracy.
In our case, we reached a score of 0.7829 with a vanilla
solution and a score of 0.9893 with the cropping. The score has
been reached by detecting all the overlapping crops, match-
ing them based on overlapping, and selecting the best ones
using non-maxima suppression. More details are described in
Sections III-C and IV.

B. Object classification

YOLO is able to classify objects like other detectors.
However, the competition dataset includes 224 classes, which
creates big output tensors and wastes the network capacity
needed for the correct detection. Therefore, we propose to split
the task and classify the detected boxes with a separate neural
network. Generally, we can split neural network architectures
for image classification into two groups: fully connected and
convolutional. Fully connected are historically older, tend to
overfit more than convolutional networks, and usually reach
lower accuracy. Therefore, we will focus on convolutional-
based architectures only. For completeness, these architectures
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can be combined with functionalities based on fully connected
layers, such as squeeze-excitation [14].

Before a classifier can be trained, a dataset has to be
analyzed, and a loss function has to be selected. In our case,
we reported a high imbalance between classes. That leads to
more frequent updates of the gradient for the classes with more
samples and finally results in overfitting. For such cases, it is
beneficial to use Focal loss [8] instead of commonly used
categorical cross-entropy. It has two advantages. First, it is
able to work with imbalanced datasets, because well-classified
samples have dynamically reduced loss. Second, it is able to
avoid over-confident learning [15].

Here, we will use Keras2, a high level framework for neural
networks. There are several SOTA architectures in Keras
”Applications” library3, like ResNet [16], DenseNet [17],
InceptionResnetv2 [18], XCeption [19], MobileNet [20], or
NasNet [21]. Because our data for classification are cropped
cigarette boxes with a reasonable resolution of 204×272 (we
create all the crops with the same size), and because 26000
training samples are available, even the bigger networks can
be used. The proper way is to create preliminary training with
a bigger validation split (0.5) and choose the best network for
the final training. The results are shown in Table I, and we
have selected XCeption for the final training.

TABLE I
THE TABLE SHOWS THE ACCURACY OF SOTA NNS FOR THE 224-CLASS

DATASET OF 26000 IMAGES WITH 0.5 VALIDATION SPLIT.

Network Accuracy [%] Epoch time [s]
ResNetV2 101 79.92 585
InceptionResnetV2 81.25 402
XCeption 81.23 230
Nasnet (mobile) 78.42 284
DenseNet 121 80.80 466
EfficientNet B3 80.99 296
MobileNetV2 80.60 230

Based on our experience, datasets always include incorrect
labels that may confuse a neural network. One possible tech-
nique to deal with this problem is label smoothing [22], that
modifies the label yi into yi = (1−α)∗yi+α/K, where K is
a number of classes and α is smoothing factor. Unfortunately,
this technique works reasonably only for small K. As our
K = 224, high smoothing factor such as α = 0.5 leads to
the label 0.5 for true class and 0.002 for other classes; thus,
the true label is decreasing, and the other labels stay almost
unchanged. Therefore, we used the second technique: negative
mining. A classifier was trained, used for classification the
non-augmented training set, and, finally, the samples with the
incorrect classification were manually inspected. We observed
that most of the incorrect classifications are due to an incorrect
label. The solution is to fix the incorrect labels manually and
fine-tune the classifier.

2https://keras.io/
3https://keras.io/applications/

III. METHODS IMPROVING THE ACCURACY

Selecting a proper neural network architecture for a partic-
ular task is only beginning. A system for solving tasks has to
be designed globally, so adequate augmentation routine, proper
optimizer, and/or ensembling scheme have to be involved too.
In this section, we describe the techniques in detail.

A. Methods preventing overfitting

Let us recall that neural networks are trained mainly in a
data-driven way. Therefore, it is helpful to use regularization
techniques that prevent overfitting. Generally, we can parti-
tion the techniques used to prevent overfitting into the four
following groups: methods that augment data; methods that
modify an NN architecture; methods adjusting kernel weights;
schemes for NN training.

The first group, data augmentation, can be logically di-
vided into spatial augmentation and intensity augmentation,
where the latter consists of statistic-based approaches and
visual-based approaches. The spatial augmentation includes
flips among vertical/diagonal axis, rotations, shifts, zooms, or
elastic transformations. The current technique is also cropping
an image into small non-overlapping parts and their shuffling,
which is useful mainly in the pixel-level semantic segmenta-
tion. Statistic-based intensity approach utilizes data centering
to zero value, normalization by standard deviation, or ZCA
whitening [23]. Finally, visual intensity augmentations realize
(non)linear intensity shifts, blurrings/sharpenings, converting
to grayscale, thresholding, or adding JPEG artifacts. For the
image classification task, technique Cutout [24], [25] that
replaces an arbitrary part of an image by a random value(s)
can postpone a NN overfit and increase its accuracy.

The second group includes chiefly Dropout [26] and
DropConnect [27]. These techniques remove random neu-
rons/connections during training according to the defined ratio.
That forces a neural network to focus on general features.
Unfortunately, these techniques are reasonable primarily for
fully connected networks.

The major techniques in the third group are kernel regular-
ization and stochastic weight averaging. The former technique
uses for a regression problem L1 or L2 regularization, which
removes the significant values (outliers) in kernels and, there-
fore, more general features can be extracted [28]. Stochastic
Weight Averaging (SWA) [29] helps to find a better local
minimum in a space given by the loss function. Because neural
network training is a process involving random numbers,
there is no guarantee that the training will reach the global
minimum, which represents the best solution. In the case
of SWA, a neural network is trained regularly, and when a
loss value starts to oscillate, SWA begins to save checkpoints
(weights) after each epoch. The checkpoints are then averaged.
This is similar to a standard ensembling with the difference
that the ensembling here is in the sense of kernel weights and
not models.

The last group, schemes for training neural networks, in-
cludes the techniques of early stopping and batch learning.
The former watches validation loss: when it is not decreasing,

165



training is stopped. The latter smooths the surface of the
loss function, which forces a network to generalize [30].
Notwithstanding learning rate warm-up [31] and cyclical learn-
ing rate [32] are techniques that do not primarily reduce
overfitting, we can mark them also as schemes for training
neural networks. The former one skips the instability of the
training process by continual increasing of learning rate. The
cyclical process reduces the learning rate until a threshold is
reached and then increases it rapidly, and the whole process
is repeated. Such the learning rate restarting can be viewed
as an alternative to weight initialization techniques: weights
from the previously-trained cycle are used for further training.
Both methods are able to increase accuracy significantly.

B. Optimizers

The most important part of the neural network implemen-
tation is the process of training itself – how the NN weights
in convolutional kernels are adjusted during the process. The
base of the approach is the usage of the well-known scheme –
backpropagation – which updates the weights during the learn-
ing process. However, there are several approaches used to
decide when, how, and how significantly the weights should be
updated during the training. The tools making such decisions
on the basis of gradient computation are called optimizers.

Generally, optimizer’s task is to optimize (minimalize) the
value of a loss function by updating the network’s internal
parameters – the weights and biases. As the point is to
optimize the loss function and its course during the training,
the optimizers use loss function derivatives:
• First derivative-based optimizers are evaluating the first

derivative depending on network parameters, gradient. As
the shape of gradient is used to find the global minimum
of the loss function according to the parameters, such an
approach is called gradient Descent.

• Second derivative-based optimizers are aimed at the sec-
ond derivative of the loss function. Such derivatives have
much higher time complexity to evaluate but are more
prone to staying in the local minimum and behaving
better. However, due to calculation requirements, they are
typically not preferred.

As commonly used, we will aim at the Gradient Descend
technique. The main idea is to calculate the gradient, which
is the Jacobian matrix containing first-order derivatives for all
network parameters of the loss function. Using this matrix,
the ”direction” of the highest slope is determined. Then, the
adjustment of the parameters is made according to the gradient
concerning this steepest slope. Moreover, a learning rate (a
multiplier), affects the size of the adjustment.

The basic technique (Stochastic Gradient Descent – SGD)
has three main weak points: a need to set the learning rate
for a sound value, a fact that the learning rate is shared for
all parameters, and a weak behavior in the case when the
gradient is indecisive. Therefore, there are many improvements
done in comparison to SGD. First of them is an addition of
a momentum [33], which forces the changes to be consistent
with the previous ones. Another extension to this approach is

Nesterov Accelerated Gradient (NAG), which tries to estimate
the next step to avoid the minimum miss. Another notable
improvement is the idea of the learning rate definition per
parameter instead of one value for the whole model, which al-
lows specific parameter stress; this approach was implemented
in Adagrad [34] technique. As the learning rate in Adagrad
is always decreasing, another extension, AdaDelta [35] was
introduced, adjusting the learning rate with respect to history
given by a floating window.

Another major update is applied in Adam [36] optimizer.
It applies the idea that not only learning rates but also
momentum is changed for each parameter separately. Another
two extension, NAdam [37] and RAdam [38] were evolved
from this technique. Slightly other approach is applied in
RMSProp [39] technique, which takes the gradient direction
only and couples it together with learning rate specification
for each parameter, extended for batch processing.
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Fig. 2. Comparison of the selected optimizers on the image classification
task.
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Fig. 3. Zoomed-in comparison of the selected optimizers on the image
classification task for the last 15 epochs.

To compare optimizers, we took the XCeption network and
a cleaned dataset from Section II-B. We set the validation
split to 0.2 and the number of epochs to 40. Figure 2 shows
the results for all the epochs, and Figure 3 presents the last
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15 epochs in detail. The interpretation of the results is as
follows: AdaDelta and AdaGrad converge fastest, and both
are able to reach the maximum accuracy of 100 %. Adam-
based optimizers converge slower as they use the momentum
technique. RMSProp converges fast until it over-jumps the
local minimum, which leads to a significant decrease in
accuracy. After a learning rate is decreased, the process is
repeated in a cycle. SGD is the most stable optimizer, but
it converges slowly, and it is not able to reach the highest
accuracy. Based on the inspection, we have selected AdaGrad
as the best optimizer for the task. Let us note that such an
inspection has to be realized for another problem because the
finding above is not generally valid for all possible tasks.

C. Ensembling techniques

We consider a network that predicts labels y1, where the
recognized class is determined as argmax(y1). Because of the
stochasticity of the learning process, we can observe that the
same model trained for the second time gives y2 where y1 6=
y2 and also it is possible that argmax(y1) 6= argmax(y2).
Therefore, it is beneficial to create y′ =

∑n
i=1 yi for n models

and compute the final classification as argmax(y′). Such the
ensemble of prediction will lead to an increase in the accuracy
if the models are not correlated. There are two main ways
how to reach predictions with low correlation. The first way
is to use different architectures with a distinct number of
parameters, distinct augmentation, various optimizers, etc. The
second way is to split data into k folds, train models with the
same architecture over particular fold’s data, and ensemble
them. Because the distribution of classes in the folds may not
be equal to the whole dataset’s distribution, it is beneficial to
use stratified folding [40], which ensures this property. The
two ways can also be combined.

The alternative way to ensembling is test time augmentation
(TTA) that requires only one model. In TTA, a sample for
the classification is augmented n-times, classified n times,
and the prediction vectors are aggregated. Obviously, the
augmentations used for TTA have to be from the set of
augmentations used during training. The same principle of
ensembling, as is described for a classifier, is also applicable to
a detector. The only difference is that coordinates of detected
boxes (or widths/heights) are either weighted according to
model confidence, nor a (soft)non-maxima suppression [41]
is applied to select the boxes with the highest confidence.

IV. PERFORMANCE OF THE PROPOSED PIPELINE IN THE
COMPETITION

Here, we are going to demonstrate the impact of our pipeline
and recommendations on the competition4 score, which was
evaluated as follows. Overlaps of detected boxes and labels
were computed in the manner of the intersect over union (IOU)
coefficient. If a particular box reached IOU bellow 0.5, it was
marked as undetected. As a result, it is unnecessary to use as
a precise detector as possible (e.g., RetinaNet or EfficientDet),

4https://signate.jp/competitions/159

but prefer a detector that will not miss boxes. The predicted
and true labels for classes were compared, and based on it,
the F1 score was computed from the detected boxes.

For the evaluation, our baseline submission consisting of
the YOLO detector and the MobileNet classifier reached F1

score of 0.7829. Such a score was reached for non-overlapping
crops for the YOLO detector. By modification into overlapping
boxes and ensembling the overlapping boxes by non-maxima
suppression, the score was improved to 0.9133. Furthermore,
we reached 0.9417 by training the networks for more epochs
and 0.9519 by selecting the proper optimizer, as we demon-
strate in Section III-B. Because here is essential to find the best
balance between precision and recall, we elaborated with both
YOLO and the classifier confidence thresholds and reached
score 0.9692 for the optimal values. Then, we performed an
analysis of the optimal classifier, as is shown in Section II-B,
where the proper selection led to 0.97314. By visual analysis
of the data, we set hyperparameters of augmentations to reflect
precisely the data distribution. Also, we involved the CutOut
technique into the classifier augmentation. This improved
augmentations postponed overfitting and increased the score
to 0.9843. By additional training of the models with cyclic
learning rate, the score of 0.9887 was achieved. The last
improvement to 0.9893 was reached by negative mining.

As can be seen, our first solution based on SOTA techniques
reached 0.7829, which was significantly improved to the final
score of 0.9893 due to data analysis, problem understanding,
and application of hacks. Because we have not used huge
models, we have reached low overfitting and ended the second
round of the competition at the fourth place with a score of
0.9824, where we were almost on par with the third place,
which yielded 0.9828. Because we used limited free cloud
service, we did not involve ensembling techniques recom-
mended in Section III-C, such as test time augmentation for the
detector and model ensemble for the classifier. With them, we
would possibly overperform even the first place that reached
0.9844.

V. SUMMARY

The fast-growing popularity of neural networks, mainly due
to commonly available development frameworks and easy-to-
access cloud computing, causes the massive usage of neural
network-based solutions in all fields. One of the ways how a
company can easily find the solution for its task is the usage
of the community by awarded competitions. In this paper,
a solution for such competition aimed at object detection
and classification was discussed. Based on your experience,
we have presented a sequence of general steps that would
improve the overall performance and should be considered.
We have divided the problem into two tasks. The first one
solves object detection and the second one classification of
the detected objects. Furthermore, we discuss useful image
augmentation techniques, optimizer selection importance, and
ensemble techniques. All the presented findings reflected our
experience with a public competition of object classification
and detection, in which we were able to reach fourth place.
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Moreover, although using only free Google Colab computation
service, we were able to beat other, more computation complex
approaches.
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Abstract—The paper considers the problem of real time 

automated video inspection of piece products. The architecture 
of automatic video inspection system is proposed, the temporal 
characteristics of its action are investigated. The possibility of 
analyzing images of objects after transformations in grayscale 
and Lab space, the use of Hough transforms and second-order 
moments to frame object localization is considered. The 
possibility of using machine learning algorithms for real time 
automatic video inspection of industrial products was studied. 

Keywords—real-time image processing, automatic video 
inspection, image recognition 

I. INTRODUCTION  
The tasks of processing video streams are quite common 

in people's practice. One of the most important areas is the 
technical control of industrial products. In production, video 
control systems that carry out quality control of semi-
finished products and finished products [1-3] became an 
integral part. Modern video cameras have sufficient rate to 
carry out non-destructive visual quality control of products in 
production lines without reducing their speed. Such systems 
are highly demanded in packaging production, when it is 
necessary to check the labeling quality on each production 
unit, and sort the products into two categories - good and 
defective. 

Products are manufactured and marked on equipment, 
which rate is hundreds of thousands of pieces per hour. 
Therefore, visual quality inspection system should guarantee 
high accuracy (up to 2%) of product sorting and maintain 
high speed equipment. Known examples of such applications 
confirm high efficiency, low cost and a high degree of 
automation [4-8].  

The high performance of visual inspection systems even 
allows using of machine learning and artificial intelligence 
for real-time recognition [9, 10]. However, it is obvious that 
such methods should be time-aligned with the hardware 
capabilities of the inspection systems. In this paper, we 
consider the problem of designing a real-time automatic 
industrial video control system. The controlled objects are 
markings on piece products that are manufactured using 
high-speed equipment. 

The architecture of a video inspection system is 
proposed. Its operation is based on several image analysis 
algorithms. The system is a hardware-software complex in 

which the interaction of individual functional parts must be 
implemented within a single measurement cycle. The main 
goal of the work is to investigate the time intervals 
distribution between elements of a video inspection system 
within one measurement cycle to select image-processing 
algorithms that provide high speed and analysis accuracy of 
the entire system. 

II. ARCHITECTURE OF THE REAL-TIME AUTOMATIC VIDEO 
INSPECTION SYSTEM 

Fig. 1 shows the system structure. The video monitoring 
system can include from one to six control points. 

Each control point includes: 

• flash and camcorder unit, 
• conveyor activity sensors, 
• image analysis system, 
• device for separating defective products (ejector). 

Objects under control enter the control point acting area 
from the left and move using the conveyor. A camera with 
flash mounted above the conveyor captures images of objects 
under control.  

Images are transferred to the inspection module. Using 
conveyor activity sensors, the module associates images with 
the corresponding object. 

The inspection module performs the main function of the 
system - controlled objects images analysis and deciding 
whether these objects fit all the requirements specific to the 
product. If the module rated the object as good, the object 
can move along the conveyor further to the exit from the 
system. If the module recognizes an object as defective, the 
ejector discards this object from the conveyor. 

A feature of the product to be checked is its light weight, 
cylindrical shape; dimensions not exceeding 40 mm. To hold 
and move objects in the inspection area, it is necessary to use 
special devices in the form of conveyors. Individual elements 
of these devices inevitably come into view. 

Therefore, image analysis includes procedures for the 
formation of several areas of control: 

1) along the contour of the object for its positioning in the 
field of view of the camera; 

2) along the contour of the checked image; 



170 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Architecture of the real-time automatic video inspection system 

 

3) along the contour of the elements excluded from the 
analysis (sealing rings, stiffeners, etc.). 

To implement the control functions, it is proposed to 
distinguish two stages in the main actions of the system (Fig. 
2). During the first stage, a template product sample is 
introduced into the system. This sample will be a reference 
for comparison with all products in series. Reference’s 
description contains inspection areas and image 
characteristics (brightness, contrast) that are set up. This 
stage is carried out before the main products flow. 

The second stage is the actual inspection, which is carried 
out in products flow with necessary rate. 

At the first stage of reference description forming, the 
operations of brightness and contrast adjusting are quite 
important: they change the overall image brightness balance, 
which, in turn, determines the results of subsequent 
binarization. The system operator performs adjustment 
manually; settings are saved for inspection in product flow. 

 

Fig. 2. The algorithm of the video inspection system 

 

It is proposed to use the well-known Otsu algorithm [9, 
10] for binarization of images. The binarization threshold 
should ensure the following conditions: 
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( )P i - brightness of the i-th pixel, i = 1,2,...,N; 

( ) ( )1 2,  q thresh q thresh - probabilities, 
( )1 ,threshμ ( )2 threshμ - mathematical expectations, and 

( )2
1 ,threshσ ( )2

2 threshσ - variances of two classes of pixels 
separated by a threshold. 

The binarization results are shown in Fig. 3.  

Fig. 3. Binarization of controlled objects images  

This approach helps to compensate for conveyor belt 
uneven surface on which controlled objects are located, and 
to separate object from background. 

Object separation from background could be performed 
by several approaches:  

• by frame center coordinates (this approach is suitable, 
when object’s positioning in the frame is stable 
enough); 

• by 2-nd order moments (their calculating is standard 
operation in most programming libraries (for 
example, in Open CV) [11, 13]; 

• by Hough transform [11, 14]. 

If necessary, conversions to Lab, CMYK color spaces 
can be performed, when objects are hard to separate from the 
background. By default, the original image formed in RGB 
space is converted to Grayscale. 

The use of masks formed in reference description allows 
limiting the inspection zone to the marking area. Controlled 
parameters CX are calculated based on number of pixels 

displaying the marking MN  (Fig. 4). 

Fig. 4. Marking control zone after image transformations 

During reference description creation, operator sets 

reference values of controlled parameters { }r BjN=X  

and tolerances ТjN (j – defect number). Thus, for suitable 
products, controlled parameter values must be close to 
reference values in sense ensuring the condition 

( ) ( ),Mj Вj Тj Вj ТjN N N N N ∈ − +  . (1) 

To control the fact of marking bias, the number of pixels 
is counted in areas bounded by other masks (color circles 
shown in Fig. 3 - 4). For this parameter, the fulfillment of 
conditions similar to condition (1) are also checked. 

Thus, the system allows checking products for several 
indicators: 

• presence of spots, defects in the material; 

• marking too light or dark; 

• missing or incomplete labeling. 

The system solves the problem of recognition such 
defects on each object images in real time. For this purpose 
the function is used: 
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where ( )O k  - is the current object to be monitored at 
time k, 
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MatN  - number of pixels displaying defects in the material,  

BN - number of pixels to control marking brightness, FN - 
number of pixels to control marking 
fullness, ВMN , ВMatN , ВBN , ВFN  - basic reference values 

for these parameters, TMN , TMatN , TBN , TFN  - 
corresponding tolerances. 

Controlled objects sorting is carried out based on a 
decisive rule: 

( ) ( )( )        0

                

if F O k
O k

otherwise

 =∈


G

B
 (3) 

where G  - a good objects set,  B - a defective objects 
set. 
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III. EXPERIMENT 
The proposed video inspection system includes 

components: 

• camera BASLER acA800-510uc, connect USB 3.0; 

• objective Basler Lens C125-0818-5M F1.8 f8mm; 

 flash Light ALB0804A-W00 / AN; 

• computer Intel Core i3-8100 CPU @ 3.600 GHz×4, 
installed memory 8 GB; 

• OS: Debian GNU / Linux 10 64-bit. 

The video inspection system was located on the 
production line, where objects feed rate was up to 60 pieces 
per second, that is, one measurement cycle duration is 16667 
μs. The error of sorting objects into good and defective was 
approximately 1.5%. Objects series was checked and certain 
operations duration was measured: 

• image capture, demosaicing, conservation (grabbing); 

• object localization in the control zone by frame center 
coordinates; 

• object localization in the control zone by second order 
moments; 

• localization of rounded objects on the conveyor belt 
to exclude them from the background by Hough 
transform; 

• binarization; 

• color conversion from RGB space to Grayscale; 

• color conversion from RGB to Lab; 

• counting the number of pixels in the control zones of 
marking and offset; 

• calculating the value of the function, checking 
condition (3) and sending the command to ejector. 

Measurement results are presented in Table 1.  

Estimates of such operations duration were also carried 
out: 

• object separation from background and binarization – 
approximately 10 μs;  

• rounded objects localization using the Hough 
transform – 1800 ... 51779 μs; 

• complete image analysis to calculate the control 
parameters values – 5419 ... 5911 μs. 

The distributions of time intervals between operations 
within one measurement cycle are shown in Fig. 5. 

TABLE I.  DURATION OF BASIC OPERATIONS OF VIDEO INSPECTION 
SYSTEM ALGORITHM 

Experi-
ment 

number 

Grab-
bing, 

μs 

Object 
localization

by 
moments, 

μs 

RGB to 
Grey 

conversion, 
μs 

RGB to 
Lab 

conversion, 
μs 

Control 
parameters 
evaluation, 

μs 

1 6131 204 124 667 238 
2 6350 204 126 666 243 
3 6171 203 126 668 245 
4 6203 204 123 668 246 
5 6233 204 123 657 240 
6 6447 204 123 656 242 
7 6223 204 123 657 240 
8 5653 204 124 657 241 
9 6147 204 124 667 236 

10 4802 203 125 656 241 
11 6161 204 124 656 241 
12 5892 204 124 667 238 

IV. CONCLUSIONS 
Experiments showed that use of Hough transform, 

designed for higher accuracy of object localization in a frame 
at given measurement speed, is unjustified. Its maximum 
duration 51799 μs exceeds three measurement cycles in time 
(Fig. 5, bottom row); this is unacceptable in an industrial 
environment. 

 

 
Fig. 5. Duration of basic operations of video inspection system algorithm during one measurement cycle 
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The use of the Lab color space for the analysis of 
complex color objects requires an additional about 500 μs of 
the total analysis duration. 

If it is necessary to increase the level of sorting objects 
accuracy using the proposed system, it may be necessary to 
use machine-learning algorithms. Obviously, for a given 
speed for such algorithms, within a single measurement 
cycle, there remains a duration up to 9000-1000 μs. 

The functional diagram of the video monitoring system 
and the approach to ensuring product quality control, 
presented in the work, allow sorting products according to 
specified indicators and ensure high equipment performance. 
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Abstract – Steganographic data transformation is an 
effective means of ensuring the confidentiality and integrity of 
information resources, so developing the methods for 
improving the reliability and authenticity of steganographic 
systems is a promising research area. In the article we propose 
two approaches for embedding secret information into a BMP 
image by changing the difference between its pixel values. Both 
approaches involve the prior use (before embedding additional 
information) of Arnold's transformation to rearrange the 
pixels of the image. In the first approach, the Arnold transform 
is applied to the entire color matrix of the image, in the second 
- the image matrix is broken into blocks, and then twice do the 
Arnold transformation: to change the order of the blocks 
themselves and the sequence of pixels inside blocks. As a result, 
the pixels with the embedded information will be located in the 
image chaotically and evenly. The application of developed 
algorithms does not change the visual image quality, but 
complicates the fact of hidden information detection. 

Keywords — information security, computer steganography, 
digital image, BMP format, pixel-value difference, PVD method, 
Arnold transformation, scrambling, data hiding.  

I. INTRODUCTION 
Nowadays, modern information technologies and very 

effective computer's means open new opportunities to 
increase the volume and speed of information processing and 
transmission, facilitate the organization of remote access to 
global information resources. Because of it the need to 
development for reliable computer systems for defense the 
network data exists. One way to ensure the confidence and 
authenticity of information transmitted through open 
communication channels is using the computer 
steganography techniques. 

The main advantage of steganographic methods for 
defending information is hiding the fact of transmitted 
messages. This is achieved by embedding them in digital 
data, which is usually analog in nature – images, videos, 
audio, text files, and even executable application files. 

The main principles of computer steganography are: 

1) Providing the authenticity and integrity of the file. 
2) The adversary's knowledge about techniques of 

computer steganography. 

3) Security is based on the keeping the basic properties 
of the transmitted file when entering a secret message and 
some unknown to an adversary information (the key) by 
steganographic transformation. 

4) Extracting a secret message should be a complex 
computational task. 

The theoretical foundations of modern methods of 
computer steganography have been researched in the works 
of such scientists as О.V. Ahranovskyi, O.D. Azarov, V.H. 
Hrybunin, V.К. Zadiraka, H.F. Konakhovych, S.V. Lenkov, 
І.І. Marakova, V.A. Mukhachev, І.Н. Okov, D.O. Prohonov, 
O.Yu. Puzyrenko, І.V. Turyntsev, V.O. Khoroshko, О.А 
Smirnov, М. Ye. Shelest, Yu.Ye. Yaremchuk, C. Bergman, 
J. Davidson, J. Fridrich, M. Goljan, R. Liu, M.J. Medley, 
D.A. Pados, T. Tan and other. 

Every year, the number of scientific publications on the 
issues of steganography and steganographic analysis 
increases. At the same time, despite significant results, a 
number of problems remain unresolved and poorly 
understood, including those related to improving the quality 
of the steganographic systems for information protection 
and their transmission reliability. Because of this, the 
improvement of existing and developing new robust 
steganographic algorithms for data transforming is one of 
the perspective directions of developing computer 
steganography. 

II. OBJECT, PURPOSE AND TASKS OF THE RESEARCH 
The research object is the process of information 

resources steganographic protection. 

The main purpose of this research is solving the 
important scientific and technical problem of improving the 
quality of information steganographic protection systems. 
This can be achieved by using the selected element of the 
container and other algorithm parameters as a private key to 
increase the security of the message, the variability of 
algorithms for embedding information and improve the 
authenticity of its transmission. 

In developing an approach to improve the reliability of 
the steganographic transforming process and the software for 
it implements, the following tasks should be solved: 
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1) to determine the structure of the steganographic 
model; 

2) to select necessary methods; 
3) to develop an algorithm according to the chosen 

methods; 
4) to write program code; 
5) to develop a friendly (convenience) user interface. 

In addition, each of the steps should be taken to check 
and test the developed software product and, as a result, to 
correct, to debug, to document this program code and 
provide recommendations to users. 

III. THE MAIN PART 

A. Image as steganographic container 

A lot of the researches in digital steganography is 
devoted to embedding confidential messages into still digital 
images. It occurs because the digital images due to 
availability the large amount of redundant information make 
it possible to provide high bandwidth of hidden channel 
while maintain the integrity of the image perception. Among 
other reasons of increasing interest in graphic 
steganographic systems, there are numerous and diverging 
methods of image processing. It determines the existence of 
different possible methods and algorithms that can be 
applied to the transmission of hidden information. Another 
important reason for choosing an image as a steganographic 
container is the presence of the human visual system 
physiological features, namely the weak sensitivity of the 
human eye to slight changes in the image brightness. 

In this article we consider the process of embedding 
confidential information in the spatial domain of BMP 
format digital images. In terms of steganography, the BMP 
format is the most advantageous graphic data format. The 
simple structure and large volume of BMP files make it 
possible to modify their contents without the need for 
decompression and therefore without the damaging of 
hidden information, which could occurs during the file 
compression.  

B. Description of the classic Pixel-Value Differencing 
method 

In this article we implement the steganographic 
transformations by the pixel difference method (Pixel-Value 
Differencing – PVD) [1, 2]. Unlike the popular 
steganographic method of least significant bit (LSB) [3-5] 
which has been early proposed due to its simplicity, the 
PVD method adapts the number of embedded bits to the 
grayscale/color changes in consecutive pixels. It enables the 
possibility the PVD method to provide enough a high value 
of the hidden bandwidth with maintaining high image 
quality [6, 7]. 

Let’s consider the sequence of steps that implement the 
PVD method of embedding a confidential message into a 
digital image with an 8-bit gray scale. Algorithm of the 
method is based on the fact that human eyes can easily 
observe small changes in the gray values of smooth areas in 
the image but they cannot observe relatively larger changes 
at the edges areas. 

The classic PVD method uses the modify brightness 
values of two adjacent pixels  and , for which the 
absolute difference = | − | [0,255] is calculated. 
The lower and upper limits [ , ] of range  and 

number of bits = log ( − + 1) , which can 
embedded in the pixels, are determined based on the 
obtained value of  in accordance with the table of 
quantization ranges. The message bits sequence of length  
is converted to a decimal value , after which is calculated 
a new difference value = + . The brightness 
values of the pixels  and  are modified according to the 
formula [6]: 

( , ) =
+ 2 , − 2 ,			 	 ≥ , & >− 2 , + 2 ,			 	 < & >− 2 , + 2 ,			 	 ≥ & ≤+ 2 , − 2 ,			 > & ≤

 

where = | − |, ∙   – rounding to a smaller integer, ∙   
– rounding to a larger integer. 

When the resulting values of pixel brightness are outside 
the accepted range [0,255], they corrected as follows [8]: 

( , ) = (255, 255 − − ),						 	 > 255;(0, + ),																					 			 < 0;(255 − − , 255),							 	 > 255;( + , 0	),																	 			 < 0.  

Errors while extracting secret information from images 
can be avoided due to using the brightness a correcting 
procedure. 

A typical setting of the ranges is that [0, 7], [8, 15], [16, 
31], [32, 63], [64, 127] and [128, 255]. You can use several 
other variants of the quantization tables, which differ in the 
size of the ranges, and therefore the number of bits that can 
be embedded [8]. 

Fig. 1 shows an example of hiding information in two 
adjacent pixels, the brightness values of which are 50 and 65 
and give an absolute difference 15. This value belongs to the 
range [8, 23] whose width is 23–8+1=16=24. The number of 
bits that can be placed in the pixels considered = log 16 =log 2 = 4. From the sequence of the secret message bits we 
choose four consecutive bits – 1010, the decimal value of 
which is = 10. We calculate the new value of the absolute 
difference in the pixels brightness = 8 + 10 = 18. Finally 
we get modified pixel brightness values using the formula 
above: 48 and 66. 

 
Fig. 1. Secret data embedding by PVD [1]. 
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The majority of developments using PVD method 
implement embedding information into adjacent color matrix 
pixels [4, 6-8]. In this case, the pairs of pixels which use for 
embedding information follow one another that shown in 
Fig. 2. 

 
Fig. 2. PVD zigzag scan of an image [1]. 

To enhance the security of the hidden information, it 
would be advisable to place this information in the image 
not in sequentially but in pseudo randomly pixel pairs, since 
sequential posting allows the attacker to easily detect hidden 
information in the intercepted image by separating the bit 
sequence by PVD method. 

C. Arnold transformation 

To increase the robustness of steganographic transforms, 
we use the image scrambling technique [9]. Image 
scrambling techniques scramble the pixels of an image in 
such a manner that the image becomes chaotic and 
indistinguishable. These scrambling techniques generally 
use several keys and without the correct keys and an 
appropriate method the third party users cannot access the 
secret information even if they will intercept the medium. 

In this article for image scrambling we use the simple 
but powerful Arnold transformation [10-11] which is 
periodic in nature and is very much popular in spatial 
domain applications: ′′ = 2 11 1 ( 	 ), 
where , 	 ∈ 0, 1,… . − 1  and  is the size of a digital 
image. 

The period of Arnold transformation depends on the size 
of the image to which it is applied. For example for 512x512 
gray scale Lena image (Fig. 3) it is equal 384. 

 
Fig. 3. Empty steganographic container Lena.bmp. 

D. The algorithm for steganographic hiding of secret 
information in the image using the PVD method and 
scrambling by Arnold transformation 

Now we consider the steps of the confidential 
information embedding algorithm by a PVD method in 
pixels of a immoveable image, which with application the 
Arnold transformation are chaotically disposed in the filled 
container. 

Step 1. Firstly, we scramble the images using the Arnold 
transformation. 

Step 2. We stop the converting image process by Arnold 
transformation at the some step for order to hide the 
message in the resulting modified image. The Arnold 
transformation series stop number during decoding process 
uses as the secret key. It is clear that during the converting 
process, pixels change their locations. The original image is 
visually distorted.  

As example on Fig. 4 you can see Lena image (Fig. 3) 
after 90 times scrambled by Arnold Transforms. 

 
Fig. 4. Empty steganographic container Lena.bmp, scrambled by Arnold 
transformation. 

We embed information in the transforming image 
sequentially, according to the standard simple scheme with 
modifying the brightness values of pixels pairs arranged in 
the scrambled image one by one (Fig. 2).  

Step 3. We are implementing the rest (up to a full period) 
of Arnold transformation steps to get an image that will not 
visually different from the original, but will contain a hidden 
secret information. 

E. The algorithm for steganographic hiding of secret 
information in the image divided in blocks with using the 
PVD method and scrambling by Arnold transformation 

In this article we also consider another approach to using 
the PVD method, according to which the confidential 
information hides in the individual image blocks. Generally, 
blocks of sizes 3×3 [12-13] or 2×2 [14] were considered in 
researching. 

We divide the original image into square blocks. The 
only requirement for blocks is their size: it must necessarily 
be a multiple of two, since we hide the secret information in 
them using brightness modification of arranged in pairs 
pixels. A digital container with a 	 dimension can hold 
up to  pieces of information message, where  – is the 
number of elements in a single block.  

Embedding message pieces in a container should be 
mostly uniform and equally likely, which is regarded by the 
uncomprehending person as transfer low quality images. 

There are two possibilities to achieve that purpose. 

1) To divide messages into pieces with their 
rearrangement and sequential embedding into container 
blocks. 

2)  To rearrange the image blocks of the container, 
followed by the sequential hiding of the message fragments. 

If you have necessary to hide long messages and provide 
the ease of implementation of embedding algorithms at both 
the hardware and software levels, it is advisable to use the 
second option, which gives a possibility to create a variable-
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structure code converter depending on key element of the 
container. 

The code converter implements the rearrangement of 
container element numbers to embedding the message and 
also to extraction the message. An image with hidden 
information (stego) transmits through a communication 
channel that controls by the attacker. The main task of the 
attacker is to identify the information which was embedding 
in the intercepted digital object.  

To the stability of the steganographic system critically is 
influencing by the choice of the steganographic container 
elements that are subjects to modification in the process of 
embedding information. In order to increase the reliability 
of the steganographic system, we propose to apply the 
Arnold transform twice in the first step of the information 
embedding algorithm described above. The first time it is 
used to rearrangement blocks in an image, and the second 
time – to rearrangement pixels within individual image 
blocks. Moreover, the number of Arnold transformation 
series (for blocks and for pixels) may be different. In this 
case, the steganographic system key is complex and consists 
on such three parameters: 

•  the size of the blocks to which the color matrix of 
images was broken; 

• the step number to stop the Arnold transformation 
applied to the image when we operate with block 
coordinates; 

• the step number to stop the Arnold transformation 
applied to individual image blocks when we use pixel 
coordinates.  

Let's consider one of the rearrangement variants (Fig. 5) 
based on the Arnold transformation for blocks size 8×8 and 
theirs elements of immovable image (Fig. 3) 

 
Fig. 5. Empty steganographic container Lena.bmp, scrambled by Arnold 

transformation. 

IV. CONCLUSION 
In this article we have developed the steganographic 

approaches to embed confidential information into BMP 
digital images, based on the PVD method and Arnold 
transformation which is used for image scrambling. Due to 
the equally likely distribution of the steganographic 
container blocks, equally likely distribution of the message 
elements and using keys, the security of the steganographic 
message is enhanced during its hidden transmission by open 
communication channels. 

In case of using the steganographic algorithm for hiding 
information with PVD method in the image scrambled by 
Arnold Transform the power of the keys space depends on 
the size of the image container. It equals the Arnold 
transformation period value reduced by one. For the 

considered example Lena.bmp power of key space equals 
383. In the case of information hiding by the PVD 
steganographic method in an image previously divided into 
blocks, with twice application of the Arnold transformation 
the power of the keys space we can count using formula: log ( − 1) ( − 1), where Pim – is the period 
of the Arnold transformation, which uses the coordinates of 
matrix and blocks, and Pbl – is the period of the Arnold 
transformation, which uses a matrix with pixel brightness 
values of different image blocks. For the container 
Lena.bmp, divided into blocks of size 8 × 8, the power of 
the keys space is log 512 47 5 = 2	115. It is greater 
than the value in previous case, what allows making a 
conclusion that the level of protection of the secret message 
is improved. 

The advantages of the considered approaches are: 

1) high throughput; 
2) high resistance to unauthorized access; 
3) high resistance to frequency detection; 
4) high resistance to destruction the least significant bits 

of container; 
5) resistance to trimming edges. 
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Abstract— This paper looks at the challenge of creating 
new, effective ways to improve images that are intended for use 
in mobile applications. The purpose of this study is to improve 
the efficiency of enhancing images in a fully automatic mode by 
parameter-free image intensity transformation. This paper 
proposes a new approach to enhancing the image by adaptively 
transforming its intensity based on the analysis of brightness 
distribution at the boundaries of the objects of this image. To 
demonstrate the possibilities of this approach, new techniques 
of intensity transformation are proposed. The proposed 
techniques provide effective image enhancement without the 
appearance of distortion and artifacts and are focused on use in 
mobile applications. 

Keywords— image enhancement, intensity transformation, 
contrast stretching. 

I. INTRODUCTION 
The major trend in virtually all areas of human activity is 

the ever-increasing use of mobile applications based on the 
real-time analysis of video information. Intensive use of 
technologies of image analysis requires preliminary 
enhancing (pre-processing) the raw images [1, 2, 3].  

The need for pre-processing of source images is due to 
some objective reasons, the main of which are the 
disadvantages of the observed scenes (e.q., uneven 
illumination),  the unfavorable conditions of shooting, the not 
high enough technical characteristics of the image sensor, 
and others [1, 2]. The effectiveness of image processing and 
analysis at all stages depends crucially on the quality of the 
initial image [2, 3, 4]. 

Image processing in real-time applications has several 
specific distinguishing features that are very important. 
Techniques of image pre-processing in real-time must meet 
the following primary requirements, namely: 

- there should be a high efficiency of enhancing images 
for different scenes, observed objects, and any possible 
conditions of observation;  

- pre-processing should be carried out in a fully 
automatic mode, without any additional interactive settings; 

- computational costs should be minimal to real-time 
implement pre-processing in mobile gadgets with low 
performance. 

The challenge of creating new, effective technologies to 
improve images through their real-time pre-processing is 
now particularly urgent [1, 2]. A huge amount of research has 
been devoted to address the task of enhancing images, but its 
final decision is still a very long way off [5, 6]. The most of 

the existing methods have significant drawbacks that limit 
their use to improve images in mobile applications [2, 3, 4]. 

This work addresses the issue of improving images in 
mobile applications. The purpose of this study is to improve 
the efficiency of enhancing images in a fully automatic mode 
by parameter-free image intensity transformation. To meet 
this challenge in this paper a new approach to enhancing the 
image by adaptively transforming its intensity based on the 
analysis of brightness distribution at the boundaries of the 
objects of this image is proposed. 

II. RELATED WORKS  
The issue of improving images has always received 

particular attention, and this problem is the subject of a large 
number of works [1, 2, 3, 5, 6]. There are now different 
approaches to improving images among which the most 
popular and widely used are ways to transform images in the 
spatial domain, due to the simplicity of their implementation. 

The methods based on the non-inertial statistical 
transformations of image intensity are most often used to 
enhance images in real-time applications. Intensity 
transformation is the simplest type of conversion in a spatial 
domain, has low computational costs, and is very simple to 
implement. Intensity transformation is the simplest type of 
conversions in a spatial domain, highly efficient and as 
simple to implement, has low computational costs, and 
therefore is very much in demand for improving images in 
real-time [2, 3, 5, 6]. 

The most well-known and generally accepted generalized 
description for the technique of intensity transformation is 
described as [4]: 

  ( ) ( )bTrrrr ⋅−+= lowupplow , (1) 

  10and,10 maxminupplow ≤≤≤≤≤<≤ bbbrr , (2) 

where b is the brightness for the current pixel in the 
source image B; T(b) is the intensity transformation; r is the 
result of transforming in the current pixel; R is the 
transformed image; rlow and rupp are the boundaries for the 
dynamic range [rlow, rupp] of possible brightness values for R. 

T(b) is a monotonically non-decreasing function:  

  [ ] ( ) ( )2121maxmin21 if:,, bTbTbbbbbb ≤≤∈∀ , (3) 

which, as assumed, is to satisfy the following conditions: 

  ( ) [ ] ( ) ( ) 10,,10 maxminmaxmin =∧=∈∀≤≤ bTbTbbbbT . (4) 
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In doing so, it is most often assumed that rlow = 0 and 
rupp = 1, and definition (1), respectively, takes the form: 

 ( )







<
≤≤

<
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.if,1
,if,

,if,0
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maxmin

min

bb

bbbbT
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r  (5) 

Without loss of generality, taking into account (3), 
suppose that T(b) is an integral transformation that has the 
form: 

  ( ) ( ) dxxtkbT
b

b
⋅=
min

, (6) 

where t(b) is the distribution density (the increment) for 
T(b) ( )( )0≥bt ; k is scaling factor, which is determined from 
conditions (4): 

 
 

( )
1

max

min

−












=  dxxtk
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The most popular intensity transformations usually 
belong to three best-known groups [3, 4], namely to core 
transformations of intensity, piecewise linear stretching 
techniques, and histogram matching-based techniques. 

The core transformations of the image intensity are 
widely known [2, 3, 4], and their capabilities and features are 
well studied. Their effectiveness depends on the distribution 
of brightness and the parameters of conversion, which are 
typically set interactively [4]. 

Known techniques of linear stretching [3, 5] are based on 
the assumption that the increment t(b) is piecewise constant 
function (or step function) with finitely many pieces and can 
be presented as a finite linear combination of indicator 
functions of intervals of brightness range: 

  ( ) ( ) [ ] 1,1,0
1

≥∈∀χα=
=

Nbbbt
N

i
ii , (8) 

where αi are constants, real numbers; N is the finite 
number of sub-intervals of brightness scale; χi(b) are 
indicator functions, where: 

  ( ) Ni
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where Si is the i-th sub-interval (sub-range) of brightness 
scale (1 ≤ i ≤ N). 

Suppose that N = 3 and the increment t(b) has the form: 
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where blow and bupp the boundaries for the interval 
[blow, bupp] of  dynamic range. 

Based on (10), the transformation T(b) (6) can be defined 
as: 
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The best-known technique from this group is the min-
max contrast stretching, in which blow=bmin and bupp= bmax [4]. 

Another well-known and popular technique is the 
percentile contrast stretching in which the values blow and bupp 
are determined from the conditions [3, 4]: 
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where f(b) is probability density function (pdf); F(b) is 
cumulative distribution function (CDF). 

At known techniques of piecewise-linear stretching [4, 5], 
the brightness range is subdivided into a higher number of 
intervals (N > 3). In the case when N = 4, the increment t(b) 
can be presented as: 
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where btr is the threshold value of brightness 
(blow < btr < bupp); α2 is gain factor, parameter (0< α2 <1) [6]. 

For distribution (11), T(b) is equal to : 
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Most often, it is assumed that btr = bmean and α2 = ½ [6]. 
The critical issue in implement the piecewise linear 

stretching is to choosing boundaries of intervals and the 
values of constant αi [1, 2]. 

To implement the piecewise linear stretching, we propose 
a new technique based on the analysis of the existing 
brightness values that are present in the image.  

To that end, we propose to define the increment t(b) as: 

  ( )




>
=

=
0)(if,1
0)(if,0

bf

bf
bt . (15) 

In general, given the presence of noise in the image, the 
increment can be defined as: 

 
 ( )





θ≥
θ<

=
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where θ is the threshold value. 
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Definitions (1), (6), and (16) are a description of the 
proposed technique of piecewise linear stretching. 

The histogram matching (or mapping) is a statistical no-
inertial transformation in which the distribution of brightness 
is converted into a given shape [7]. Equalization [4, 6, 7] is a 
particular case of the procedure of matching, in which the 
brightness distribution becomes uniform. 

For histogram equalization we have that: 

  ( ) ( )bfbt = . (17) 

In this case (17), we can define the histogram 
equalization as [4]: 

 
 ( ) ( ) ( ) { }bBdxxfdxxtbTr

bb

≤====  Pr
00

,  (18) 

where Pr { ⋅ } is probability of an event. 

Histogram equalization is a high efficiency, a simplicity 
to implement, and has a low computational cost. However, it 
has several disadvantages. 

The well-known and very significant drawbacks of 
histogram equalization based techniques are a decrease in the 
contrast of objects with small sizes, an excessive increase in 
the contrast of extended objects, and, as a consequence of 
this, the possible appearance of unwanted artifacts and 
distortions in the image. 

To address these disadvantages, the equalization of the 
clipped histogram (clipped HE) is applied [3, 4], where: 

 
 ( ) ( )( ) ( )





θ>θ
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=θ=
)(,
)(,

,min
bfif

bfifbf
bfbt .  (19) 

Another known technique [3, 4] is the power-law 
intensification of the histogram (power-law HE), for which: 

 
 ( ) ( ) ( ) γγ=

1

0

/ dxxfbfbt ,  (20) 

where γ is the exponent, parameter.   

The challenge of developing new, effective technologies 
to improve images through non-linear intensity 
transformations is now particularly urgent. 

III. PROPOSED TECHNIQUE  
This paper looks at the challenge of creating new, 

effective ways to improve images that are intended for use in 
mobile applications. 

The purpose of this study is to improve the efficiency of 
enhancing images in a fully automatic mode by parameter-
free image intensity transformation. To meet this challenge in 
this paper proposes a new approach to enhancing the image 
by adaptively transforming its intensity based on the analysis 
of brightness distribution at the boundaries of the objects of 
this image. 

The proposed approach is based on the assumption that 
T(b) is an integral transformation that has the form: 

 
 ( ) ( ) ( ) dxbxxbbT t

b

b

t maxmin ,,
min

μ⋅μ⋅β=  , (21) 

where ( )21, bbtμ  is the assessment of the density of 
increment t(b) in the interval [b1, b2] (b1 < b2):  
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and β is the normalizing factor, which is defined as: 

 ( ) ( )
1

maxmin

max

min

,,
−












μ⋅μ=β 

b

b

tt dybyyb . (23) 

Definitions (21)-(23) describe the proposed approach to 
enhancing the image by adaptively transforming its intensity. 

In the proposed approach (21)-(23), as the estimates of 
increment t(b), may use the assessments (16)-(20). 

IV. RESEARCH 
This study is based on the results of assessing contrast for 

four groups of images using different metrics. Each from the 
four groups is formed by converting the corresponding 
source image using selected methods of processing it. Four 
raw source images and their histograms are shown in Fig. 1. 
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Fig. 1. The appearance of test images and their histograms. 

 
To improve the images by converting their intensity, the 

known methods and proposed techniques were used:  
(a) min-max stretching (11) [4, 5]; 
(b) percentage linear stretching (11), (12) [3, 4]; 
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(c) proposed stretching for nonzero brightness (16); 
(d) piecewise-linear stretching (14) [3, 4, 5]; 
(e) global histogram equalization (18) [6, 7] ; 
(f) clipped histogram equalization (19) [3, 4]; 
(g) power-law histogram equalization (20) [3, 4]; 
(h) proposed technique (21)-(23) using (17); 
(i) proposed technique (21)-(23) using (19); 
(j) proposed technique (21)-(23) using (20). 

The results of processing the raw source images 
(Figure 1) are shown in Figures 2, 3, 4 and 5. 

 
(2.1) min-max stretching. (2.2) percentile stretching. 

 
(2.3) proposed stretching (16). (2.4) piecewise linear stretching. 

 
(2.5) global HE. (2.6). clipped HE. 

 
(2.7). power-law HE. (2.8) proposed (21)-(23) using (17).

 
(2.9) proposed (21)-(23) using (19). (2.10) proposed (21)-(23) using (20).

Fig. 2. Image processing results 

 

 
(3.1) min-max stretching. (3.2) percentile stretching. 

 
(3.3) proposed stretching (16). (3.4) piecewise linear stretching. 

 
(3.5) global HE. (3.6). clipped HE. 

 
(3.7). power-law HE. (3.8) proposed (21)-(23) using (17).
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(3.9) proposed (21)-(23) using (19). (3.10) proposed (21)-(23) using (20).

Fig. 3. Image processing results. 

 

 
(4.1) min-max stretching. (4.2) percentile stretching. 

 
(4.3) proposed stretching (16). (4.4) piecewise linear stretching. 

 
(4.5) global HE. (4.6). clipped HE. 

 
(4.7). power-law HE. (4.8) proposed (21)-(23) using (17).

 
(4.9) proposed (21)-(23) using (19). (4.10) proposed (21)-(23) using (20).

Fig. 4. Image processing results. 

 

 
(5.1) min-max stretching. (5.2) percentile stretching. 

 
(5.3) proposed stretching (16). (5.4) piecewise linear stretching. 

 
(5.5) global HE. (5.6). clipped HE. 

 
(5.7). power-law HE. (5.8) proposed (21)-(23) for (17). 
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(5.9) proposed (21)-(23) for (19). (5.10) proposed (21)-(23) using (20).

Fig. 5. Image processing results. 

 

To measure the global image contrast, the following 
metrics were used: 

1) generalized contrast [8]: 
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2) incomplete integral contrast [8]: 
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3) root mean square (RSM) [4], 
4) squared deviations between brightness values (DEV): 
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The results of the studies using the above metrics of 
contrast are shown in Figures 6, 7, 8 and 9. 

2.0 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9 2.10
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

C
on

tra
st

 v
al

ue

The names of the test images

 

Cgen
Cinc
DEW
RSM

Fig. 6. Contrast of images from the first group (Figures 1 and 2). 
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Fig. 7. Contrast of images from the second group (Fig. 1 and Fig. 3). 
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Fig. 8. Contrast of images from the third group (Fig. 1 and Fig. 4). 
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Fig. 9. Contrast of images from the fourth group (Fig. 1 and Fig. 5). 

V. DISCUSSION 
The results of the studies confirm the well-known fact 

that methods of min-max and percentile stretching are 
ineffective to enhance images with a full dynamic range 
(Figures 2.1, 2.2, 4.1, 4.2). 

The results of piecewise linear stretching (14), (16) and 
gamma correction are determined by the distribution of 
brightness and the values of the parameters of transformation 
(Figures 2.4, 3.3, 3.4, 5.4). 

Histogram equalization based methods are most effective 
for increasing image contrast (Figures 2.5 - 2.7 and 4.5 - 4.7). 
The well-known and very significant drawbacks of these 
methods are a decrease in the contrast of objects with small 
sizes, an excessive increase in the contrast of extended 
objects, and, as a consequence of this, the possible 
appearance of unwanted artifacts and distortions in the image 
(Figures 3.5, 3.6, 5.5 and 5.6). 

Research shows that the proposed techniques allow us to 
increase contrast by an average of 64-122% for all the raw 
images (Figures 6, 7, 8 and 9) without the appearance of 
unwanted artifacts and distortions (Figures 2.8, 2.9, 3.8, 3.9, 
4.8, 4.9, 5.8, 5.9). 

VI. CONCLUSIONS 
The purpose of this study is to improve the efficiency of 

enhancing images in a fully automatic mode by parameter-
free image intensity transformation.  

In this work, a new approach to enhancing the image by 
adaptively transforming its intensity was proposed based on 
the analysis of brightness distribution at the boundaries of the 
objects of this image. To demonstrate the possibilities of this 
approach, new techniques of intensity transformation were 
proposed. Various approaches to assessing the increment of 
the function of intensity transformation had been considered. 

 The proposed techniques provide effective image 
enhancement without the appearance of distortion and 
artifacts and are focused on use in mobile applications. 

These techniques can be considered as an alternative to 
traditional histogram equalization. 

 



184 

REFERENCES 
[1] L. Xu and D. Doermann, Computer Vision and Image Processing 

Techniques for Mobile Application, Center for Automation Research, 
University of Maryland, LAMP-TR-151, 2008. 

[2] W.K. Pratt, Introduction to Digital Image Processing, 1st edn., CRC 
Press, Taylor & Francis Group, Boca Raton, NW, USA, 2014, eBook 
ISBN 9780429170522. 

[3] R.C. Gonzalez, R.E. Woods, Digital Image Processing. 4th Edition. 
Pearson Education, New Jersey (2018), ISBN 978-0-13-335672-4. 

[4] W.K. Pratt, Digital image processing: PIKS Scientific inside, 4th ed., 
PixelSoft Inc., Los Altos, California, 2017. 

[5] N.R. Mokhtar, et al., Image enhancement techniques using local, 
global, bright, dark and partial contrast stretching for acute leukemia 

images. In: Proc. of the World Congress on Engineering (WCE), 
vol. 1, pp. 807–812, London, U.K. (2009). 

[6] O. Patel, Y. Maravi and S. Sharma, “A Comparative Study of 
Histogram Equalization Based Image Enhancement Techniques for 
Brightness Preservation and Contrast Enhancement”, in Signal & 
Image Processing : An International Journal (SIPIJ) vol.4, no.5, pp. 
11-25, Oct. 2013.  

[7] R.A. Hummel, Histogram modification techniques, Computer 
Graphics and Image Processing, vol.4, issue 3, pp. 209–224, 1975. 

[8] S. Yelmanov, Y. Romanyshyn, “A New Approach to Measuring 
Perceived Contrast for Complex Images”, in book: "Advances in 
Intelligent Systems and Computing III", Springer Nature America 
Inc., AISC vol. 871, pp. 85–101, 2019. 

 



IEEE Third International Conference on Data Stream Mining & Processing 
August 21-25, 2020, Lviv, Ukraine 

 

978-1-7281-3214-3/20/$31.00 ©2020 IEEE  185 

A Quick No-Reference Quantification of the Overall 
Contrast of an Image 

Sergei Yelmanov 
Special Design Office of Television Systems  

Lviv, Ukraine 
sergei.yelmanov@gmail.com 

 
 

Yuriy Romanyshyn1, 2 
1Lviv Polytechnic National University  

2University of Warmia and Mazury 
1Lviv, Ukraine, 2Olsztyn, Poland  
yuriy.romanyshyn1@gmail.com

Abstract—This study examines the issue of quickly 
quantifying the overall contrast of the image at the lowest 
required cost. The main goal of this study is to achieve better 
the accuracy and reliability of the quick assessment of global 
contrast for multi-element images. To meet this challenge, in 
this work, we propose a new approach to quickly quantify the 
contrast of the image by measuring its incomplete integral 
contrast. At the heart of the proposed approach is the 
assessment of contrast for each object in the image relative to 
the adaptation level given the sizes (area) of these objects. To 
demonstrate the possibilities of such an approach, new metrics 
proposed for measuring incomplete integral contrast with the 
use of different definitions of contrast kernels. Such an 
approach allows us to a more full and accurate evaluate the 
impact of objects on forming the estimate of image overall 
contrast. 

Keywords— image quality, global contrast, quantifying. 

I. INTRODUCTION  
Over the past ten years, there has been a steady trend of 

the ever-increasing use of technologies based on the analysis 
of video information to address a wide range of challenges in 
real-time applications. Widespread use of video information 
in real-time applications requires accurate and reliable 
assessing the quality of images in the tempo of their 
receiving [1, 2].  

The problem of assessing the quality of images includes 
many aspects and, in the vast majority of cases, comes down 
to expert estimates or to quantify the most important 
characteristics of an image [1, 2, 3, 4]. 

Contrast is the most critical objective characteristic of the 
image, which has a significant impact on other indexes of its 
quality [3, 4, 5]. But, assess the global contrast of the image 
with a large number of objects with different characteristics 
is not so easy [4, 5] and this problem is now very relevant 
[6]. There are now many different ways to assess the global 
contrast of the image, but this task is still extremely far from 
its final solution [1, 2, 4, 7].  

Known methods for no-reference assessing global 
contrast are, in their vast majority, integral estimates and are 
based on measuring the contrast of pairs of image elements 
(objects and background) [4, 8, 9]. The main drawbacks of 
these methods are that they based on heuristic estimates of 
the brightness distribution and that the sizes of the objects 
disregarded at assessing global image contrast [8, 9]. 

The objective of this study is to improve the reliability 
and accuracy of quickly no-reference assessing the global 
contrast of multi-element images.  

To achieve the intended objective, in this work, a new 
approach to quantify the incomplete integral contrast is 

proposed based on analyzing the results of assessing the 
contrast of objects of this image relative to the image 
adaptation level, given the sizes of these objects. 

II. RELATED WORKS  
A large number of different aspects need to be considered 

when assessing the image quality. Contrast is a key factor 
that significantly affects the perception of image quality. 

The global contrast (also often referred to as overall or 
generalized contrast) is the most crucial characteristic of the 
image, which largely determines its visual perception.  

Different methods of quantifying the contrast of images 
are now known. The basis for the vast majority of known 
methods of no-reference assessing contrast in the image is 
quantifying the contrast of the pairs of its elements (objects 
and background) [8]. 

It is generally accepted that the overall contrast Covr is 
identical to the mean for the values of the contrast for all 
pairs of objects in an image [8]: 

 
 


∞

∞−

⋅= ijijij dCCpCC )(ovr �� (1) 

where Cij is the contrast of two objects in an image;  
p(Cij) is the distribution of contrast. 

But assessing the distribution of contrast is in itself a 
rather daunting task. Given this, the overall contrast in an 
image is usually defined as [8]: 

 
 ( ) jijiji dbdbbbfbbCC   ⋅=

1

0

1

0
ovr ),(, ,  (2) 

where bi and bj are the values of image brightness; 
C(bi, bj) is a contrast of two image elements (objects), which 
is also referred to as the contrast kernel; f (bi, bj) is the joint 
probability density function. 

However, this approach disregarded the level of 
adaptation, the magnitude of which has a strong impact on 
the overall contrast of the image. 

To address this shortcoming, in [8] was proposed a 
concept of a complete integral contrast Ccom: 

 
 ( ) jijiji dbdbbbfbbCC   ⋅= μ

1

0

1

0
com ),(, ,  (3) 
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where Cμ(xi, xj) is the contrast between two image 
elements relative to a given adaptation level μ. 

In [8], the notion of the contrast of two image elements 
relative to a given level μ of adaptation was suggested: 

 
 ( )

),(),(1
),(),(

,
μ⋅μ+

μ+μ
=μ

ji

ji
ji bCbC

bCbC
bbC .  (4) 

As the level μ of adaptation, the mean of image 
brightness is most often used [8], i.e.: 

 
 ( ) ⋅==μ

max

m in

L

L

mean dbbfbb , (5) 

where f (b) is a probability density function (pdf). 

At the heart of most of the existing no-reference metrics 
(for example, (2)-(4)) is the assessment of the contrast 
between the two image objects, which is also referred to as 
the contrast kernel.  

The best-known definition of the kernel of contrast is the 
so-called weighted contrast, which is most often described as 
[8, 10]: 
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where sgn(⋅) is the sign function: 
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Based on this estimate (4), the definition (3) for weighted 
contrast (6) can be described as [8]: 
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The major problem for (2) and (3) is to assess the joint 
distribution f (bi, bj) of brightness. To solve this problem, the 
following assessment is most often used [8]: 

  )()(),( jiji bfbfbbf ⋅= .  (9) 

Based on (9), a definition (8) of the complete contrast 
takes the form [8]: 

 
 

jiji
ji

ji
dbdbbfbf

bb

bb
C   ⋅⋅

μ+⋅
μ−⋅

=
1

0

1

0
2

2
wei
com )()(1 .  (10) 

For (9), the overall contrast (2) based on kernel (6) is 
defined as: 
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To measure contrast, the definition of linear kernels is 
also widely used [9]: 

 ( ) ( ) 121221
lin sgn, bbbbkbbC −⋅−⋅= ,  (12) 

where k is the scale factor.  

For (12), most often assume that k = (bmax - bmin )-1 [9], or  
k = 1, where bmin and bmax are the extreme values of 
brightness in the image.  

The definition (2) for linear contrast (12) using (9) can be 
described as [9]: 
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In (2), to assess the joint distribution of image brightness, 
other approaches can also be used.  

In [8], to simplify the calculations, the following 
assessment for distribution f (bi, bj) was proposed: 

  ( ) ( ) ( )ijiji bfbbbbf ⋅−δ=,  (14) 

where δ(⋅) is delta function. 

In [8], based on assessments (3), (4) and (14), the concept 
of incomplete integral contrast was also proposed: 
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Incomplete contrast (15) for weighted kernel (6) has the 
form [8]: 

 ( ) dbbf
b

b
C ⋅

μ+
μ−

= 
1

0
22

22
wei
inc 21 . (16) 

The best-known and most used assessment of incomplete 
weighted contrast is: 

 
 ( ) dbbf
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It is also known the definition of incomplete linear 
contrast, which can be in general case defined as: 

 ( ) ( ) dbbfTbkC ⋅μ−⋅= 
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0
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where T is the threshold value, parameter. 

For a case where T = ½, the incomplete linear contrast 
has the form:  
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where BMAX  is the maximum possible value of 
brightness.   
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For T = 1, the incomplete linear contrast takes the form 
[9]: 

 
 ( ) dbbfbkC ⋅μ−⋅= 

1

0

lin
inc 23 .� (20) 

The above definitions (10), (11) and (16), (17), (19), (20) 
are no-reference metrics and widely used to assess the 
overall image contrast at a given level of adaptation. 

However, these metrics have several disadvantages. 
Existing metrics of incomplete integral contrast are 

inherently heuristic, as the basis for them is an 
approximation (9). These metrics also do not take into 
account the size of the object and its surrounding background 
when assessing the contrast between them. 

The main goal of this study is to improve the reliability 
and accuracy of quick estimating the contrast of images.  

To meet this challenge in this work a new approach to 
rapidly assessing the contrast of the image by quantifying its 
incomplete integral contrast is proposed. 

III. PROPOSED APPROACH  
In this work, we propose a new approach to quickly 

assess the contrast of the image by measuring its incomplete 
integral contrast. At the heart of the discussed approach is the 
assessment of contrast for each object in the image relative to 
the adaptation level given the sizes (area) of these objects. 

Suppose that the set of objects in the image is finite, and 
these objects have different brightness.  

To evaluate the joint distribution f (bi, bj) of brightness, 
we propose the following assessment: 

  ( ) ( ) ( ) ( )jijiji bfbfbbbbf bcgtrg,, ⋅⋅δ=  (21) 

where f trg (bi) is the density of brightness distribution for 
a single object (target) with brightness bi;  f bcg (bj) is the 
density of distribution for the background that surrounds this 
single target with brightness bj, where: 

  ( ) ( ){ } ( )iii bfbBbf ==ωΩ∈ω= :Prtrg  (22) 

  ( ) ( ){ } ( )jjj bfbBbf −=≠ωΩ∈ω= 1:Prbcg  (23) 

where Pr {⋅} is the probability of an event; Ω is a set of 
image pixels; ω is image pixel. 

It follows from (22)-(23) that estimate (21) takes the 
form 

  ( ) ( ) ( ) ( )[ ]jijiji bfbfbbbbf −⋅⋅δ= 1,, , (24) 

and is equal to: 

  ( ) ( ) ( )[ ]iiji bfbfbbf −⋅= 1, . (25) 

Based on (3) and the proposed assessment (25), 
incomplete contrast we propose defined as: 
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b
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where α is the normalizing factor, which is equal to: 
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Expressions (26)-(27) are a generalized description for 
the proposed approach to quantify the incomplete integral 
contrast. 

Consider a simple two-element image that consists of one 
object (target) and the background surrounding it.  

Let's also assume for the simple image that the brightness 
of the target and surrounding background are equal to bi and 
bbg, and the average brightness values for simple and source 
images are equal to each other. Assume further that the 
magnitude of adaptation level μ is equal to the average 
brightness bmean (5), and bbg is equal to bj.  

In this case for simple image, the brightness bbg of the 
surrounding background takes the value: 
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Based on the above assumptions, the definition (6) of 
weighted contrast for a simple image can be defined as: 
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Based on (26) and (30), we propose the definition of 
incomplete contrast for weighted kernel: 
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The linear contrast of a single object relative to its 
surrounding background at a given adaptation level defined 
as: 

 ( ) ( )( ) ( ) ,,,sgnlin
μ μ−⋅μ−⋅β= ibgiibgii bbbbbbbC  (32) 

where β is a scaling factor that is determined from the 
condition: 

  ( ) ( ) ( ) 2/11 wherecasefor ,101 lin
1/2
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1/2 ==−= fCC  (33) 

From (33) it follows that β = 1 and: 
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Expressions (30) and (34) describe the proposed 
definitions for contrast of two image elements relative to a 
given adaptation level.  

Based on (26) and (34), we propose the definition of 
incomplete contrast for linear kernel: 
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 The definitions (31) and (35) are proposed no-reference 
metrics for incomplete contrast based on kernels (30) and 
(34). 

IV. RESEARCH  
The study is based on the results of quantifying contrast 

for three groups of images using different metrics. 
The each group consists of eight complex images, which, 

together with their histograms, are given in Figures 1, 2 
and 3. 
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Fig.1. Test images from the first group and their histograms. 
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Fig. 2. Test images from the second group and their histograms. 
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(3.3) test image 19. (3.4) test image 20. 
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(3.5) test image 21. (3.6) test image 22. 

 

0

500

1 000

1 500

0 50 100 150 200 250 0

1 000

2 000

3 000

4 000

0 50 100 150 200 250

(3.7) test image 23. (3.8) test image 24. 

Fig. 3. Test images from the third group and their histograms. 
 

The study was carried out by assessing the contrast of 
images using two groups of metrics.  

The first group includes metrics of linear contrast: 
1) overall linear contrast  lin

ovrC  (13);  

2) squared deviations between brightness values (DEV);  
3) incomplete integral linear contrast  3lin

incC  (20);  

4) root mean square (RSM);  
5) proposed incomplete lineal contrast  lin

prpC (35);  

The second group includes metrics of weighted contrast:  
1) complete integral weighted contrast   1wei

comC (10);  

2) overall weighted contrast wei
ovrC  (11);  

3) incomplete integral weighted contrast  1wei
incC (16); 

4) incomplete integral weighted contrast  2wei
incC  (17);  

5) proposed incomplete weighted contrast  wei
prpC (31).  

THE RESULTS OF QUANTIFYING IMAGE CONTRAST               

Name 
of test 
image

Used no-reference metrics of image contrast. 
The metrics of linear contrast. The metrics of weighted contrast.
lin
ovrC DEV 3lin

incC RSM lin
prpC  1wei

comC wei
ovrC  1wei

incC 2wei
incC wei

prpC

1.1 0.128 0.177 0.198 0.125 0.203 0.257 0.222 0.293 0.166 0.169
1.2 0.141 0.221 0.193 0.157 0.206 0.329 0.284 0.409 0.230 0.233
1.3 0.156 0.242 0.205 0.171 0.222 0.330 0.294 0.402 0.229 0.231
1.4 0.173 0.212 0.256 0.150 0.258 0.271 0.260 0.347 0.193 0.194
1.5 0.225 0.285 0.317 0.202 0.321 0.298 0.288 0.375 0.211 0.213
1.6 0.263 0.344 0.410 0.243 0.415 0.441 0.368 0.422 0.281 0.282
1.7 0.290 0.368 0.459 0.260 0.473 0.624 0.579 0.673 0.477 0.474
1.8 0.305 0.382 0.468 0.270 0.477 0.535 0.518 0.591 0.400 0.396
2.1 0.073 0.096 0.106 0.068 0.108 0.076 0.072 0.102 0.052 0.053
2.2 0.098 0.123 0.153 0.087 0.156 0.115 0.113 0.175 0.089 0.090
2.3 0.139 0.174 0.197 0.123 0.199 0.164 0.161 0.222 0.116 0.117
2.4 0.222 0.279 0.312 0.198 0.314 0.265 0.255 0.314 0.179 0.180
2.5 0.215 0.265 0.312 0.188 0.313 0.249 0.238 0.316 0.173 0.174
2.6 0.215 0.264 0.323 0.187 0.326 0.278 0.262 0.363 0.200 0.201
2.7 0.239 0.295 0.368 0.209 0.370 0.273 0.266 0.374 0.206 0.207
2.8 0.309 0.379 0.464 0.268 0.466 0.374 0.350 0.456 0.270 0.271
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3.1 0.067 0.123 0.089 0.087 0.097 0.062 0.057 0.068 0.037 0.040
3.2 0.142 0.193 0.200 0.136 0.202 0.120 0.116 0.148 0.079 0.080
3.3 0.206 0.269 0.276 0.190 0.279 0.183 0.172 0.211 0.114 0.115
3.4 0.183 0.255 0.293 0.181 0.297 0.182 0.154 0.218 0.117 0.119
3.5 0.201 0.260 0.289 0.184 0.292 0.194 0.184 0.232 0.128 0.129
3.6 0.223 0.278 0.313 0.197 0.315 0.214 0.210 0.266 0.146 0.147
3.7 0.250 0.315 0.369 0.223 0.371 0.223 0.211 0.276 0.152 0.153
3.8 0.370 0.482 0.640 0.341 0.688 0.366 0.321 0.463 0.270 0.292

 

The results of measuring contrast are presented in Figures 
4, 5 and 6. 
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(4.1) Assessments for linear kernel. (4.2) Assessments for weighted kernel.

Fig. 4. Assessments of contrast for the first group of images (Figure 1).  
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Fig. 5. Assessments of contrast for the second group of images (Figure 2). 
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(6.1) Assessments for linear contrast (6.2) Assessments for weighted kernel

Fig. 6. Assessments of contrast for the third group of images (Figure 3). 

V. DISCUSSION  
In this paper new definitions (31) and (35) of the 

incomplete integral contrast and their implementation for 
weighted (30) and linear (34) kernels are considered.  

Studies show that the assessments (31) and (35) of the 
incomplete integral contrast (26) are close enough to the 
results of measuring using (17) and (20) for images with a 
uniform distribution of brightness (Table 1, Figures 4, 5    
and 6).  The proposed definition (26) for incomplete contrast 
allows improving the accuracy of quantifying the contrast for 
images with uneven distribution and large number of modes 
(Figures 1.2, 1.3, 1.7, 1.8 and 3.8). Research shows that the 
results of assessing the integral contrast using the proposed 
definition (31) are the closest to expert estimates of 
perceived contrast. 

VI. CONCLUSION   
The purpose of this study is to achieve better the 

accuracy and reliability of the quick assessment of global 
contrast for multi-element images.  In this work a new 
approach to quickly quantify the contrast of the image by 
measuring its incomplete integral contrast was proposed.  

At the heart of the proposed approach is the assessment 
of contrast for each object in the image relative to the 
adaptation level given the sizes (area) of these objects. The 
proposed approach allows us to a more full and accurate 
evaluate the impact of objects on forming the estimate of 
image overall contrast. To demonstrate the possibilities of 
this approach, new metrics (31) and (35) were proposed for 
measuring incomplete integral contrast with the use of 
different definitions of contrast kernels (30) and (34).  The 
proposed approach (26)-(27), (29), (32) allows improving the 
accuracy and validity of assessing the contrast of complex 
images with uneven distribution and large number of  modes. 
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Abstract— CCTV inspections are frequently used to 
diagnose defects in underground sewer pipes. A model for 
classification of sewer pipe defects in video frames and a 
corresponding five-phase training method are proposed. The 
model is based on deep convolutional neural network with a 
sigmoid output layer and information-extreme decision rules. 
The training method includes augmentation, feature extractor 
training resemblant of a Siamese network with triplet mining 
and softmax, computation of binary code for each class, 
training with joint binary cross-entropy loss using binary codes 
for each class as label and optimization of a hyper-spherical 
container for each class in Hamming space based on 
information criterion. Information criterion, expressed in the 
paper as logarithmic function of accuracy characteristics, 
provides a robust and reliable model for the most difficult case 
in the statistical sense. Results of a simulation with the optimal 
model on a dataset provided by Ace Pipe Cleaning, Inc confirm 
the efficiency of the proposed model and method and their 
suitability for practical usage. 

Keywords— sewer pipe inspection, convolutional neural 
network, Siamese network, information-extreme learning, 
classification 

I. INTRODUCTION  
Sewer pipes are critical infrastructure items which require 

frequent monitoring. A conventional method of analysis of 
sewer pipe conditions involves a CCTV sewer pipe 
inspection with the faults and defects inside the pipe 
identified and coded in a report in accordance with the 
applicable standards. Among the widely used standards are 
British MSCC5 and US PACP6 and PACP7. Reporting on 
the sewer condition in accordance with these standards 
requires careful examination and detailed analysis of 
collected CCTV footage. Application of machine vision and 
machine learning methods to CCTV inspections allows to 
increase the productivity and reduce inspection costs [1].  

First attempts to use machine vision toolkit for pipe 
inspections involved edge detection and contour processing 
algorithms to identify the structural defects [2]. This method 
required manual hyper-parameter tuning and did not account 
for the contextual information, which reduced the reliability 

of such approach. Also, in this case no detailed analysis of 
the areas of interest for future coding to the applicable 
standards of pipe inspection was undertaken. An application 
of Gabor Filter for feature extraction during the CCTV sewer 
pipe inspections offered a more flexible and theoretically 
sound approach [3]. However, the shallow models of this 
type have low capacity and are not suitable for effective 
analysis of complex defects with contextual information. 
Besides, the automated CCTV inspection data analysis task 
has many unique challenges owing to the presence of a large 
number of artefacts and noise. Low visibility during 
inspection can occur for many reasons – due to steam, dense 
gas, position of the light source, substantial change in water 
level, blurring due to movement and low camera resolution. 

Hierarchical feature extractors are a popular 
contemporary choice of a tool used to improve visual data 
analysis models. They are an integral part of deep data 
analysis models and are characterized by a higher 
information capacity in comparison with the shallow models 
[4, 5]. However, certain pipe defect classes appear 
infrequently and have high variability, which leads to 
imbalances in the data and low quantity of available labeled 
samples covering complex defects. This limits the 
application of the traditional deep learning methods, which 
typically require large quantities of labeled set. 

Applying information theory ideas and methods and 
principles of decision rule synthesis in a geometric approach 
reduces the requirement for training data quantity and makes 
the process more robust. Siamese neural networks, often 
used for training of invariant feature embedding, are an 
example of such an approach [6]. Siamese neural networks 
show considerable promise under limited training data 
constraint and often form the base for the few-shot learning 
algorithms. Error-correcting output codes and information-
extreme learning methods combine the principles of 
information theory and geometric approach [7, 8]. These 
algorithms are most useful for constructing the decision rules 
with the optimal feature dictionary or for improving the 
efficiency of the existing data analysis models. Thus the 
most promising path to further improvement of CCTV sewer 
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inspection data analysis models is a combination of ideas and 
methods of Siamese neural networks, error-correcting output 
codes and information-extreme learning. 

To improve the efficiency of the visual classification of 
sewer pipe defects models under the limited labeled training 
data constraint a Deep feature extractor with information-
extreme decision rules and its new training method are 
proposed. The proposed algorithms are based on the ideas 
and methods of Siamese neural networks, error-correcting 
output codes and information-extreme learning. The current 
article considers all the training stages and their 
corresponding results obtained on the dataset provided by 
Ace Pipe Cleaning, Inc. 

II. MODEL AND TRAINING METHOD DESIGN 
Sewer defect analysis is not performed on the whole of 

the frame but only on the parts of the frame located along the 
frame boundaries – where the distance counter value is 
known, which eases the defect localization. To this end a 
series rectangular images corresponding to 15% of the image 
area are cut from the sides, top and bottom of the frame. 
These images are then resized to 160x160 pixels. For 
experimentation and proof of concept a feature extractor 
based on the MobileNet general purpose convolutional 
network is proposed. The capacity coefficient of such 
convolutional network is set to 0.25 and only a convolutional 
backbone without fully connected layers is used [9]. The 
classifier model structure is depicted on Fig. 1. 

 
Fig.1 Image Classifier Model Structure 
 
Global Average Pooling is used for dimensionality 

reduction and a Dropout pseudo-ensemble with 50% of the 
input features dropping is used for regularization [5, 9]. Fully 
connected and sigmoid layers form the output feature set.  

Image classifier model’s decision rules contain the 
rounding layer which produces the binary coded 
representation and radial-basis function defining the object’s 
belonging to a certain class, with classes separated by hyper-
spherical containers in binary Hamming space. Each hyper-
spherical container is defined by the binary reference vector 
(container center) and container radius in Hamming distance 
units. In this case radial-basis membership function ( )z bμ  
for N-dimensional binary vector b  is  
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where *

zb  – binary reference vector (center of optimal 
container) for class o

zX ; *
zd  – radius of optimal container for 

class o
zX in Hamming distance units. 

The proposed method consists of 5 phases (Fig. 2). The 

first learning phase involves data augmentation, including 
brightness, scale and turn variations and salt and pepper 
noise overlay. Phases II-IV entail end-to-end learning and in 
the last phase the decision rules accounting for the dispersion 
of observations in each class in binary space are constructed. 
Second phase of image analysis model training is performed 
with the use of adaptive back propagation algorithms, of 
which Adam is the most popular [5, 6]. 

 

Fig. 2. Proposed classifier model training phases 
 
The model input in this case consists of a mixed mini-

batch containing M images of each class. The softmax loss 
function is calculated for M image triplets selected from the 
mini-batch  
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exp( ( ) ( ) ) exp( ( ) ( ) )
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where ( )f x  – function describing the feature extractor and 
establishing the dependency between the incoming image 
and sigmoid output layer vector; ax  – anchor image 
randomly chosen from the mini-batch; epx  – easy positive 
example which is the most similar image with the same label 
as the anchor image, e.g. 

: ( ) ( )
arg min ( ) ( )

=
= −

a
ep a

x C x C x
x f x f x ,   (3) 

where ( )С x  – function returning a class label for sample x , 

shnx  – semi-hard negative example which is further from 
anchor than the selected positive example, which has a 
different label from the anchor image 
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The next training phase is necessary for the definition of 
the binary code for each class according to error-correcting 
output codes principle but accounting for the internal class 
structure and relationship between the different class 
samples. Training sample ,{ | 1, , 1, },= =z s zх z Z s n containing 

zn  samples of z class is coded by a discrete representation 

, ,{ | 1, , 1, , 1, }= = =z s i zb z Z s n i N  with dimensionality N and 
a reference binary vector for each class is calculated. Binary 
coding is performed by providing images from the set 

,{ }z sх  as model inputs and rounding of the output of the 
sigmoid layer to the nearest integer  
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Global Average Pooling 2D Layer

Dropout Layer (rate=0.5)
Dense Layer (128 nodes)
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Rounding Layer
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0,   otherwise.
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A binary reference vector zb  for o
zX  class can be 

defined by bitwise comparison of frequency of binary ones 
in class o

zX  with background frequency of ones in the 
training set 
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0,   otherwise.
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Binary reference vector of z-th class, zb , can be used as 
a label for further training with joint binary cross-entropy 
loss, which for every input sample x can be calculated as  

( )
1

log ( ) (1 ) log(1 ( ))
N

i i i i
i

L b f x b f x
=

= − + − − ,   (7) 

where ( )if x  – value of i-th sigmoid output for input image 
x; ib  – value of i-th bit of the reference vector for the class 
which image x belongs to. 

The last machine learning phase involves the container 
radius optimisation by information criterion to establish the 
deviation boundaries of the observation binary 
representation of each class from their representative 
reference vectors  

 
{ }

max ( )z z
d

E E d∗ = ,  (8) 

where , ,{ } {0,1,..., 1 }z i c i
i

d b b
 = ⊕ − 
 
  is a set of concentric 

radiuses with center zb  (reference vector) of data 
distribution in class o

zX , which is recomputed using rule 
(6); zE  – information criterion for o

zX  class, which is 
computed as function of accuracy characteristics [8, 10] 
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where zα – false positive rate of decision rule for z-th class;

zβ  – false negative rate;
1,zD – true positive rate (sensitivity); 

2, zD – true negative rate (specificity). 
The model output layer has an information theory basis. 

Binary reference class vectors are analogous to self-
correcting Hamming codes and container radius is 
characteristic of the maximum quantity of errors which can 

be corrected after the receipt of message via a noisy channel. 
Information criterion defines the measure of reduction in 
uncertainty after the receipt of the message from a given 
alphabet. 

Thus hyper-spherical container radius optimisation 
allows to increase the decision-making efficiency under the 
conditions of overlapping classes with different size of 
observations’ distribution. It also allows detecting the 
newness in the data in case of appearance of observations 
which do not fit either of the existing classes. The 
optimisation criterion in this case is a logarithmic 
information measure which increases the models ability to 
generalise and increases its robustness in statistically 
complicated cases.  

III. TRAINING RESULTS AND DISCUSSION 
Although a multitude of sewer pipe materials exists, only 

Concrete and Vitrified Clay pipes are considered [1]. These 
are amongst the most common pipe materials and have a 
wide variety of characteristic defects. The [3] class alphabet 
contains 9 most frequent defects. Class 1

oX  denotes a 
«roots» defect, corresponding to tree roots penetrating the 
pipe. Class 2

oX  corresponds to «deposits» defect, causing the 
reduction in the pipe cross-section. 3

oX , 4
oX , 5

oX , 6
oX  and 

7
oX classes characterize various structural pipe defects such 

as «surface damage», «crack», «fracture», «broken» and 
«hole» respectively. Class 8

oX  denotes «infiltration», a 
defect occurring when water enters the pipe from outside 
through a structural defect or defective pipe joint or seeps 
through the porous area in the sewer pipe wall. Class 9

oX  
corresponds to «Obstruction» defect, a foreign object in the 
pipe which substantially obstructs the free flow of water or 
reduces the flow rate. Class 10

oX  corresponds to the normal 
pipe and is required for regularisation. 80 samples were 
collected for each class. Naturally, each of the chosen classes 
has a considerable number of further sub-classes; however 
the further classification image analysis is outside the scope 
of this research. Each of the images was used to expand the 
training set 4X by applying slight random augmentation such 
as brightness and scale variation, turning the image up to 
10% of the full range and applying salt and pepper noise 
mask. 

The feature extractor is first modified by replacing the 
sigmoid layer for softmax layer to implement a classic 
training method with categorical сross-entropy loss and 
Adam optimiser [4, 5]. Results thus obtained are used as a 
baseline for comparison with the proposed approach. Fig. 3 
depicts the changes in model loss (test_loss and train_loss) 
and accuracy (test_acc and train_acc) on the test  and 
training sets at each epoch. Each mini-batch contains 32 
images and learning rate is set to 0.0001. Analysis of Fig. 3 
shows that the loss reduction effectively stopped after 40 
epochs with corresponding accuracy of the resulting model 
equal to 86% on test set. 

Fig. 4 depicts the training result for the feature extractor 
with sigmoidal output layer, where the first 30 epochs occur 
with the use of loss function (2) and the following 30 epochs 
with the use of loss function (7). Decision rules are 
constructed and the class-wise averaged information 
efficiency criterion (9) are calculated every 5 epochs.  
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Fig.3 Dependency of model loss and accuracy from number of epochs on 
test and train sets for conventional approach 

 

 
Fig.4 Dependency of model loss, accuracy and information criterion from 
number of epochs on test and train sets for proposed approach 

 
Analysis of Fig. 4 shows that, beginning from the 10th 

epoch, reduction in loss on test set (test_loss) slows down 
considerably and from 31st epoch an increase in the decision 
rule accuracy by more than 2.5% takes place. However, after 
the 40th learning epoch, further improvement de-facto stops, 
with accuracy reaching 98% on the test dataset and 
information criterion values for the test dataset and training 
dataset (train_info_cri, test_info_cri) virtually the same at 
0.858. The average distance between centres of the hyper-
spherical containers is 9 units of Hamming distance whilst 
the average radius of containers is 8 units. This evidences 
high robustness of information-extreme decision rules [8, 10] 
to noise. Thus a multi-phase learning process with 
information-extreme decisions rules allows to improve the 
sewer pipe defect detection model accuracy by 12% in 
comparison with the traditional training scheme with 
softmax output layer. 

CONCLUSIONS 
The scientific novelty of the results is as follows: 

– the trainable model for visual classification of sewer 
pipe defects based on multilayer convolutional feature 
extractor with information-extreme radial-basis decision 
rules is proposed for the first time. The model is 
characterized by better computational efficiency and 
generalisation abilities;  

– the multi-phase training method, incorporating feature 
extractor training as a part of Siamese network, binary code 
computation for each class, feature extractor training with 
joint binary cross-entropy loss using the class binary code as 

a label and radial-basis optimisation decision rules based on 
information criterion, which allows to increase generalization 
abilities in case limited size of training set, is proposed; 

– the effectiveness of the proposed approach is 
compared with the conventional one based on a convolution 
network with a soft-max output layer. 

2. The practical value of the obtained results for sewer 
pipe inspection is the formation of a modern methodological 
basis for designing the defect detector in case of limited 
availability of labeled training examples per class. At the 
same time, the results of model testing on dataset provided 
by Ace Pipe Cleaning, Inc confirm the high efficiency of 
proposed approach and its suitability for practical 
application. 
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Abstract—In this paper, we perform a detailed analysis of
feature extraction approaches and existing solutions for the
problem of handwriting styles clustering. We consider a number
of handcrafted features for handwritten text, perform a feature
space analysis for finding the best set of extracted features and
build an expert system for identifying and clustering handwriting
styles using unsupervised methods based on this set. We observed
an improvement in clustering results by analyzing the described
in this paper metrics for clustering evaluation (such as the Dunn
index, silhouette, within- and between-cluster sums of squared
errors), therefore we can conclude that the clustering based on
such a subset is much more efficient. The results outlined below
can be used for handwriting style determination, which is an
important step in designing systems for text recognition and
localization, authentication and verification tasks, and also can be
applied to the problem of the detection of the mental or nervous
disorders.

Index Terms—clustering, online handwriting, feature selection,
feature engineering, feature space analysis.

I. INTRODUCTION

Over the last few decades, along with the evolution of
computerized handwriting recognition systems, a pressing
need for research in handwriting has emerged. Handwriting
style classification and clustering problems have been widely
studied for both online [1] and offline [2] handwriting clus-
tering, recognition systems [3], authentication and verification
tasks [4]–[6], writer identification [7] problem, character seg-
mentation [8], text/non-text classification [9], [10], sentiment
analysis (emotional context recognition) [11], and even for
human-like handwriting generation [12]. It is also can be
used for the detection of mental or nervous disorders such
as Parkinson’s disease [13], [14] and other illnesses [15].

Like other biometric data, handwriting demonstrates re-
markable variation and variability. Variation refers to the
difference in handwriting between different people, whereas
variability refers to the ability of one person’s handwriting
to change over time and under different circumstances. That
is, handwriting may be different for different writers (inter-
writer difference) and even for the same writer (intrawriter
difference). Variability and variation are mostly explained
by personal, emotional, internal, and other side factors [16].
In addition, previous studies have shown that the style of
handwriting can vary significantly depending on geographical

location, cultural background, age, gender, education, profes-
sion, etc. [17]–[22].

Since there are no clear rules for establishing the style (i.e.
clear marking) of handwriting, this task does not have a clear
solution. For the same reason, clustering algorithms are usually
considered for this problem rather than classification methods.
In the related works Gaussian mixture model [2], K-means
algorithm [7], self-organizing maps [1], and agglomerative
hierarchical clustering [23] are usually used. Many approaches
have been proposed for style extraction on handwriting stroke,
symbol, word, and line-of-text levels; all of them were aimed
at getting characteristics (features) that reflect a variety of
handwriting styles and are specific to one cluster and as
different as possible for other clusters.

In this paper, we propose a method for feature space analysis
and feature selection for time series clustering problem in the
case of handwritten text styles.

II. DATA ANALYSIS AND PROCESSING

A. Data Description

The research was based on a dataset that contains hand-
written data in an online format, where the data is presented
as a sequence of points. Thus, we can describe the style of
the handwriting using not only visual characteristics but the
dynamics of the writing process (such as speed, acceleration,
and jerk) as well. It also allows us to consider handwriting as
a time series, so data can be written as a sequence of three
temporal functions (1), that represent the trajectory of the pen
movement (x and y coordinates) and the pen pressure p when
writing on the electronic device.

[x(t), y(t), p(t)]. (1)

The stroke, which is the minimal unit of the electronic
path, in this case, is a basic data structure. The stroke can
be described as a continuous sequence of points:

s = {x(ti), y(ti), p(ti)}ni=1, (2)

where n is the length of the stroke s.
One of the most popular datasets with the structure de-

scribed above is the IAM On-Line Handwriting Database
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(IAM-OnDB) [24], which is an open dataset that contains
handwritten English text samples. In addition to the recorded
data and the corresponding text tag, IAM-OnDB also stores
information about authors’ native language and country, other
languages they speak, their age, sex, whether they are right-
or left-handed. This provides a high variation in the dataset.

B. Data Processing

A number of studies [25], [26] demonstrate that resampling
(to obtain a constant number of regularly spaced points on the
trajectory) allows getting more accurate results of handwriting
recognition, authentication, etc. In particular, it improves the
classification and clustering quality of handwritten characters.

Thus, we first design features possessing temporal informa-
tion based on the analysis of the text writing process dynamics.
Before proceeding to the extraction of spatial and geometric
characteristics of handwriting we perform a resampling to
remove the temporal noise from the data.

Given that the points in every stroke are now equidistant (as
opposed to the input sequence where the points were evenly
spaced in time) and can be represented as follows:

[x(n), y(n), p(n)], (3)

where the values of the parameters at each point become
equally representative, regardless of the speed of writing.

Symbols are also shifted to the origin and scaled in order
to make the representation invariant to displacement and scale
distortion. For every point (xi, yi):

xi =
xi − xmin

ymax − ymin
, yi =

yi − ymin

ymax − ymin
, (4)

where xmin is the smallest x-coordinate, ymin and ymax is
the smallest and the largest y-coordinate respectively (both
over the entire syllable), and all yi ∈ [−1; 1]. Also note
that after completing the transformations described above, no
information is lost about the slant of the handwriting, the
curvature in points, the cursivity level, the height-to-width
ratio of characters, and other important characteristics, since
these transformations do not deform the text as we normalize
samples only by height.

III. FEATURE ENGINEERING

This section describes the process of extracting features
from handwriting. As a result we get a global space-time
vector that is a basis for handwriting styles clustering.

Feature extraction is the process of transforming data into a
form that is easier to interpret; in this case, we are interested in
making the data representation clearer for the machine learning
model. Our goal is to extract the representative information
from the raw data, which would minimize the variability
of objects within one cluster while increasing the variation
between the objects of different clusters. It is also important
that the constructed features ignore variability as much as
possible, but take into account variation. In addition, the
selected feature set should characterize the style of the writer
regardless of the semantic content of the words.

There are the following types of features:
1) dynamic (include local dynamic information such as

speed, acceleration, and jerk [23]);
2) spatial or geometric (describe the static shape of local

pen trajectories using local angles, curvature [26], con-
nectivity, or inter-character spaces).

This section outlines methods for extracting these features
for further handwriting styles clustering.

A. Dynamic Features

Note that during the feature extraction process, the points in
the input sequence are evenly spaced over time, and therefore
the value of ∆t is constant for each point, so these values
can be neglected, which facilitates the extraction of dynamic
features and reduces the number of calculations required for
this purpose.

As dynamic parameters, we consider the horizontal (Vx(n))
and vertical (Vy(n)) velocities calculated locally at some point
n:

Vx(n) =
∆x(n)

∆t(n)
, Vy(n) =

∆y(n)

∆t(n)
, (5)

where

∆x(n) = x(n+ 1)− x(n− 1),

∆y(n) = y(n+ 1)− y(n− 1),

∆t(n) = t(n+ 1)− t(n− 1).

(6)

A similar process is performed to extract local acceleration
(Ax(n) and Ay(n)) and jerk (Jx(n) and Jy(n)) values asso-
ciated with horizontal and vertical velocity and acceleration
derivatives, respectively:

Ax(n) =
∆Vx(n)

∆t(n)
, Ay(n) =

∆Vy(n)

∆t(n)
, (7)

Jx(n) =
∆Ax(n)

∆t(n)
, Jy(n) =

∆Ay(n)

∆t(n)
, (8)

where

∆Vx(n) = Vx(n+ 1)− Vx(n− 1),

∆Vy(n) = Vy(n+ 1)− Vy(n− 1),

∆Ax(n) = Ax(n+ 1)−Ax(n− 1),

∆Ay(n) = Ay(n+ 1)−Ay(n− 1).

(9)

B. Spatial Features

Different global and local character properties can be rep-
resented by geometric and topological features with a high
tolerance for distortion and style variations. This type of
presentation may also encode some knowledge about the
structure of an object.

For spatial features, the data preprocessing process de-
scribed in section II-B is first performed to ensure that the
consecutive points in a given word are equidistant since the
parameter values at each point become equally representative
regardless of velocity. After processing, information about the
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direction and curvature of trajectories at a point (a given time
point), which are important signs for identifying handwriting
style in clustering and classification tasks, can be retrieved.

An important geometric feature is a direction diagram [27].
The direction of the stroke at the point is estimated as follows:

cosθ(n) =
∆x(n)

∆s(n)
,

sinθ(n) =
∆y(n)

∆s(n)
,

(10)

where

∆x(n) = x(n+ 1)− x(n− 1),

∆y(n) = y(n+ 1)− y(n− 1),

∆s(n) =
√

∆x(n)2 + ∆y(n)2.

(11)

These values, as in the case of dynamic features, are
calculated throughout the strokes and are used to construct
a histogram of 8 bins. The main advantage of this method
is the fact that we do not need to perform many complex
calculations as the points in the input sequence are equidistant,
so ∆s(n) is constant for each value and can be neglected.
The geometric interpretation of the above method is shown in
Fig. 1. A visualization of the constructed diagram is shown in
Fig. 2.

Fig. 1: Finding the angle of inclination at point n.

Fig. 2: The direction diagram for the word ”raised” (from 0◦

to 180◦).

Also, it is reasonable to include information related to
the curvature at the point. Therefore, we measure the local
curvature angle between two elementary segments (Fig. 3):

φ(n) = θ(n+ 1)− θ(n− 1). (12)

This angle can be represented by its cosine and sine, which
can be calculated by the following formulas:

cosφ(n) = cosθ(n− 1) · cosθ(n+ 1)+

+sinθ(n− 1) · sinθ(n+ 1),

sinφ(n) = cosθ(n− 1) · sinθ(n+ 1)+

+sinθ(n− 1) · cosθ(n+ 1).

(13)

All these values can be calculated using formulas (10).

Fig. 3: Finding the curvature at point n.

In addition, it is also important to take into account hand-
writing conjoints, therefore we introduce a cursivity index. The
idea is to associate the number of letters in a word with the
number of strokes, that is, the index of cursivity is essentially a
measure of the connectedness of the handwriting. The cursivity
index for given n words can be calculated by the following
formula [28]:

Cn =
1

n

n∑
w−1

(
Nl,w −Npd,w + 1

Nl,w

)
, (14)

where Nl,w is a number of letters in word w, Npd,w is a
number of strokes in word w and Cn is a cursivity index.

It is assumed that for conjoint handwriting Cn will be
close to 1, since each word is written with a single stroke.
Conversely, if the handwriting is close to typed, it means that
each letter is written in a separate stroke, and therefore Cn is
about 0. The mixed style gives intermediate values between 0
and 1. If multiple strokes are used to spell each letter (such
as when writing hieroglyphs), Cn will be negative.

IV. FEATURE SELECTION AND FEATURE SPACE ANALYSIS

Handwriting style clustering is a complex problem that lacks
a priori knowledge of the style labels and categories. The styles
identified by any clustering algorithm depends on static and
dynamic characteristics (see section III) extracted from the
input samples.

Due to the physiological features of the text-writing process,
the handwriting is not standardized, prone to distortion, is
substantially individual, and re-writing the same sample text is
not identical to the previous variant of writing. As a product
of the human activity, handwriting styles cannot be clearly
separated from each other, since there will always be an
”intermediate” style for any two styles.
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This fact can be illustrated with the following experiment.
Consider the clustering results that are shown in Fig. 4. In
this case, we perform a two-tier clustering: at first data were
initially clustered by slant, so the objects were split into three
clusters:
• clusters 1, 2, 3 - left-slanted handwriting;
• clusters 7, 8, 9 - right-slanted handwriting;
• clusters 4, 5, 6 - handwriting with no slant at all.
After that, each of the obtained clusters was split into 3

groups according to the cursivity index:
• 1 ≥ C1>C2>C3 ≥ −1;
• 1 ≥ C4>C5>C6 ≥ −1;
• 1 ≥ C7>C7>C9 ≥ −1,

where Ci is an average cursivity index for the i-th cluster.

Fig. 4: Two-tier clustering by slant and cursivity index.

Feature selection is a process of automatic or manual
selection attributes as the basis for the further machine learning
process. Our goal is to identify a group of the most effective
features for clustering. The main prerequisite for feature
selection technique is features irrelevance or/and redundancy
so that some of them can be deleted without much information
loss. There are following advantages of feature selection:
• overfitting reduction: less excess data means less noise-

based decision-making;
• accuracy improving: modeling accuracy is enhanced by

training on more relevant data;
• learning time reduction: the lower dimension of the

feature vector reduces the complexity of the algorithm,
which results in the faster training process;

• avoiding the curse of dimensionality.
In this section, the feature selection process is based on

the correlation matrix analysis. The idea of correlation-based
feature selection is that good feature sets contain features
that are highly correlated with the target variable but are
independent of each other [29], [30]. Fig. 5 shows the cor-
relation matrix for the constructed features. As we can see,
some of the constructed features are redundant and should
be removed in order to increase the quality of clustering.
To improve the quality of clustering, we remove the most

correlative features from the data set: 2nd and 6th bins of the
diagram of directions; 2nd and 3rd most frequent angles; 1st,
6th and 8th curvature diagram bins; dynamic features other
than the average abscissa velocity.

(a) (b)

Fig. 5: Correlation matrix for IAM-onDB dataset based on
handcrafted features described above: a) before feature

selection; b) after feature selection.

Fig. 6 demonstrates the distribution of projected features
before and after the selection process. The projection of
features on a two-dimensional plane was performed using
the t-SNE algorithm. We can see an improvement in cluster
separation and compactness after feature selection. Also, as
a result of selection, the dimension of the feature vector
decreased from 34 to 15, which significantly reduces the
computational complexity of the clustering algorithms.

(a) (b)

Fig. 6: Feature distribution: a) before feature selection; b)
after feature selection.

For further experiments, we fix the clustering algorithm as
K-means to show the improvements of clustering only based
on the feature selection technique. Since the handwriting styles
are not separated from each other, it is obvious that the quality
of the clustering will be improved while splitting into more
clusters. But a large number of clusters do not satisfy the
conditions of the task, and therefore we choose a relatively
optimal value. After the elbow method application, we found
out that the optimal number of clusters, in this case, is 9. The
results of clustering are shown in Fig. 7.

It is necessary to determine the metrics for the evaluation
of the quality of the clustering. We propose to use internal
metrics that reflect the quality of the clustering only based
on the information contained in the data since there is no
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(a) (b)

Fig. 7: The result of clustering (K = 9): a) - before feature
selection; b) - after feature selection.

known subdivision into classes (in this case, handwriting
styles) in the existing dataset. Among the internal metrics are
the following: cluster compactness; cluster separation; Dunn
index; silhouette [31]–[35].

Denote by M - number of clusters, Cj - j-th cluster, |Cj |
- number of objects in cluster Cj , xij - the i-th object of the
j-th cluster, xj - centroid of the j-th cluster, x - average across
all objects, ρ - distance function.

Cluster compactness. The idea behind this method is that
the closer the objects are inside the clusters, the better the
division into clusters is. Thus, it is necessary to minimize
the intracluster distance, for example, the sum of squares of
deviations.

WSS =

M∑
j=1

|Cj |∑
i=1

(xij − xj)2 . (15)

Cluster separation. The idea is the opposite - the farther
away the objects from different clusters are, the better the clus-
tering is. Therefore, it is necessary to maximize the intercluster
distance (for example, the sum of squares of deviations).

BSS =

M∑
j=1

|Cj | · (xj − x)2. (16)

The Dunn Index [34], [35] is another metric for assessing
the quality of clustering. A larger index value means better
clustering, meaning that the clusters are compact and well
separated from other clusters. In fact, the Dunn index shows
the relationship between the minimum intercluster distance
and the maximum cluster size. Denote by ∆i the size of
the i-th cluster and by δ(Ci, Cj) the distance between the
clusters Ci and Cj . Then the Dunn index is determined by
the following formula:

DI =
min1≤i≤j≤M δ(Ci, Cj)

max1≤k≤M ∆k
. (17)

Silhouette. The value of the silhouette shows how similar
the object is to the object of its cluster compared to other

clusters. The estimate for the whole cluster structure can be
calculated by the following formula:

SIL(C) =
1

N

∑
Ck∈C

∑
xi∈Ck

b(xi, Ck)− a(xi, Ck)

max{a(xi, Ck), b(xi, Ck)}
, (18)

where a(xi, Ck) is the average distance from xi ∈ Ck to
other objects in the cluster Ck (compactness), b(xi, Ck) is the
average distance from xi ∈ Ck to objects from another cluster
Cl : k 6= l (separateness).

Note that −1 ≤ SIL(C) ≤ 1, and the clustering quality
improves as x goes to 1.

TABLE I: Comparative analysis of clustering before and
after feature selection

Metrics 6 clusters 9 clusters
Before After ∆ Before After ∆

WSS 15.342 8.858 -6.484 13.263 7.736 -5.527
BSS 14.766 7.142 -7.624 16.846 8.264 -8.528
DI 0.071 0.087 +0.016 0.059 0.085 +0.026
SIL 0.243 0.316 +0.073 0.248 0.335 +0.087

Time (ms) 1594 1252 -342 2273 1827 -446

As we can see, all the results except BSS have improved.
This can be explained by the experiment described at the
beginning of section IV: being a product of human activity
handwriting styles cannot be clearly separated from each other,
and for any two handwriting styles, there will always be an
”intermediate” style. Despite this fact, the clusters became
more compact, and also the overall quality of clustering has
improved.

We also evaluated improvements of clustering results in
terms of time consumption: after feature selection, it takes
1.3 times less of time on average to divide data into clusters.

V. CONCLUSION

In this work, a detailed analysis of existing approaches to
feature extraction and feature selection was performed, and an
expert system for the handwriting styles clustering based on
the designed features was constructed.

We selected and fixed one of the most popular clustering
algorithms (K-means) to demonstrate quality improvement
only by selecting features.

We performed a handcrafted feature engineering, and as a
result, a number of characteristics of the handwriting were
designed: 12 dynamic features and 22 spatial (geometric)
ones. We considered the following dynamic features (standard
deviation and mean for both x- and y-axis) are: speed; acceler-
ation; jerk. And also the spatial features: direction diagram (8
bin); curvature diagram (8 bin); frequency angles (the 8 most
preferred angles); cursivity index.

We also performed feature space analysis, and feature se-
lection in order to improve the quality of clustering. Since the
values of all metrics described above are comparable, we can
also see an improvement in clustering results by analyzing the
obtained metrics values. Clusters became more compact (since
WSS decreased), moreover, the Dunn Index and Silhouette
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values are increased, which means that the clustering quality
improves.

Thus, we found a group of the most effective features for
handwriting style clustering, and we also can conclude that
clustering based on such a subset is much more efficient.

Considering the lack of marking in the data grid, fuzzy
clusters, inability to divide the samples into non-overlapping
groups, and the complexity and problems present in the subject
area, the above results completely satisfy the requirements set
out above.

This system can be used to extract the features of hand-
writing in order to determine its style, which is important
for designing systems for recognition or localization of text,
which are quite relevant issues nowadays. It can also be used
for authentication tasks. In addition, this system can be used
in areas such as criminology and graphology, where much
attention is paid to identifying features of handwriting, as
well as being used to identify psychological abnormalities and
diseases.
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Abstract – The paper is devoted to estimation of the 

effectiveness of the use of modern convolutional neural networks 
for face detection. On standard open datasets, learning of neural 
networks and comparison of the effectiveness of their functioning 
are carried out. Conclusions are drawn regarding the practical 
application of the neural networks for detecting faces on digital 
photographs. 
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I.  INTRODUCTION 
The problem of face recognition has become very 

important in the field of biometric identification. Facial 
detection in digital images has many applications in solving 
real-life problems, including entertainment, healthcare, 
security, etc. [1]. To this day, there are a lot of approaches and 
models for solving these tasks. Although older algorithms, 
such as the Viola-Jones algorithm perform facial recognition 
tasks fast and accurately in close to optimal conditions, their 
performance diminishes when input images are distorted, too 
dark or too bright, or when faces appear in the image under 
different angles [2]. The development of deep learning and 
deep convolutional neural networks (NN) allowed researches 
to invent complex neural network-based machine learning 
algorithms which, when properly trained, perform much better 
and reliably on images with faces in different environments, 
angles and lightning conditions [2]. Also, each of the emerged 
neural network-based algorithms has its features and 
characteristics which determine its efficiency when applied to 
different types of applications. 

The problem of facial recognition is a subset of a wider 
problem, object detection [3, 4]. There are two families of 
neural network-based algorithms that are used most often for 
object detection: R-CNN algorithms [5], that use Regional 
Proposal Networks (RPNs) to identify areas in the image 
where an object may be, and YOLO (an acronym You Only 
Look Once), which is faster, however less accurate, algorithm 

than R-CNN [6]. There are other approaches and algorithms to 
object detection, however, the two approaches above are the 
ones that saw wide usage and application in the industry. Each 
of these approaches is also incrementally enhanced to improve 
accuracy and address their respective shortcomings. 

There is also a NN that was developed specifically to solve 
the facial recognition problem, MTCNN (Multi-task Cascaded 
Convolutional Network). This model consists of three separate 
NN models, the P-Net, R-Net, and O-Net, which determine 
not only the bounding box around the face but also the 
location of eyes, nose, and mouth [7]. 

In this paper, we compare the productivity of fast NN 
models: YOLOv3 and MTCNN. We use transfer learning to 
train the YOLOv3 model on the Wider Face dataset using pre-
trained weights and compare it with the fully trained MTCNN 
model. For comparison, we use various object detection 
metrics, such as Intersection over Union (IOU), precision, 
recall, and others, which are described in the following 
sections. We do not include R-CNN family algorithms in the 
comparison because the training of these algorithms is 
computationally expensive and we lack computational 
resources to fully train them. GPU on which the experiment is 
run only has 6 gigabytes of memory, which is not enough to 
train R-CNN family models. 

The dataset we are using is the Wider Face dataset [8]. 
This dataset was assembled to benchmark different face 
detection algorithms. It consists of images of people in 
different situations, the faces on these images are located in 
different areas, angles and lighting conditions. 

The reliable performance of facial recognition algorithms 
is important for the functioning of modern informational and 
communicational systems [9-12]. 

II.  NEURAL NETWORK MODELS 
So, in this paper, we compare two NN architectures for 

face detection – YOLOv3 [13] and MTCNN [7]. 
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YOLOv3 is the further development of the original YOLO 
architecture. Original YOLO was developed with speed and 
efficiency in mind, because at that time the state-of-the-art 
model for object detection, R-CNN, was too slow in training 
and inference to use it in such tasks as real-time detection. 
However, original YOLO, while being faster and more 
resource-efficient, was less accurate than R-CNN. Because of 
this, further iterations of YOLO development improved 
accuracy but became significantly slower. 

Before YOLO, R-CNN models used a pipeline of two 
different algorithms, one for generating regional proposals, i.e. 
areas where an object might be, and the other one to determine 
whether the proposed region includes an object the network is 
trying to find.  

Original YOLO introduced the way to unify two of these 
algorithms into a single neural network [6]. It was done by 
dividing the image into a square grid × . Each cell is 
responsible for predicting  bounding boxes and a confidence 
score for each of those boxes.  

If there is no object in the cell, the confidence score should 
be zero. Otherwise, it should be equal to the intersection over 
union (IOU) between the predicted box and the ground truth. 
Each bounding box consists of 5 predictions: , , , ℎ and a 
confidence score, which was described earlier.  

The  and  coordinates are relative to the cell, and  and ℎ  are relative to the width and height of the image 
respectively. Each cell also predicts  class probabilities, 
where  equals to the number of object classes the network 
tries to detect. 

Original YOLO network architecture consists of 24 
convolutional layers and 2 fully connected layers. Next 
improvement, YOLO v2, introduced a custom architecture 
darknet-19, a 19-layer network supplemented with additional 
11 levels for object detection. However, even with these 
additions, the improved architecture still lacked important 
elements that are widely used in modern state-of-the-art neural 
networks for computer visions, such as residual blocks, skip-
connections and upsampling. The next generation of YOLO, 
YOLOv3, incorporates all of these. 

YOLOv3 uses a variant of Darknet architecture (Fig. 1), 
with a 53-layered network, together with 53 more layers for 
detection. This greatly improves the accuracy of the trained 
models, however, this also substantially increases the time 
needed for training and inference. One of the most interesting 
features of YOLOv3 is that it makes detection on 3 different 
scales. Because of this, YOLOv3 detects small objects much 
accurately than older versions of YOLO. 

YOLO is a neural network architecture for performing 
general object detection, i.e., detecting as many different 
object classes as needed. However, in this paper, we compare 
different neural network architectures for face detection. For 
this task, there is a specialized neural network architecture, 
MTCNN [7]. 

MTCNN stands for Multi-task Cascaded Convolutional 
Network (MTCNN). Instead of being a single neural network 
model as YOLO, MTCNN includes three neural networks, 
called P-Net, R-Net and O-Net (Fig. 2). It returns not only the 

bounding boxes of detected faces but also 5 facial landmarks: 
2 for eyes, 1 for a nose and 2 for a mouth. 

MTCNN works the following way. Firstly, it creates an 
image pyramid of multiple scaled versions of an input image.  

 
Fig. 1. Darknet 53 architecture [13] 

 

 
Fig. 2. MTCNN model architecture [7] 

 
Then for of scaled images, it applies a sliding 12x12 kernel 

with a stride of two. The portion of an image under the kernel 
is passed to the first neural network, the Proposal Network (P-
Net). P-Net returns the bounding box if it finds the face. It also 
returns the confidence score for each of the bounding boxes. 



203 

After that, all P-Net outputs are collected and the bounding 
boxes with low confidence scores are removed. Then all the 
coordinates of bounding boxes are being unscaled to match 
the original input size. However, at this stage, there is still a 
lot of bounding boxes, so the Non-Maximum Suppression 
(NMS) method is applied to remove redundant bounding 
boxes and merge several closely located bounding boxes into 
one. 

After that, the remaining bounding boxes are fed into 
another convolutional neural network, the Refine Network (R-
Net). This network rejects a large number of region proposals 
from remaining candidates and performs further calibration of 
bounding boxes. After that, NMS is applied to the result once 
again, rejecting false bounding boxes. 

The final stage is similar to the second stage. The output of 
the second stage is fed to the last network, the Output Network 
(O-Net). This time, in addition to the bounding boxes, this 
network outputs also locations of facial landmarks. 

The neural networks mentioned above perform 3 tasks: 
face / not face classification, bounding box detection and 
facial landmark detection. For each of these tasks, there is a 
corresponding loss function = − log( ) + 1 − (1 − log( )) .   (1) 

In the formula above  is the probability with which the 
input is a face, and  is the ground truth label. This is a 
binary cross-entropy loss = − .    (2) 

The bounding box determination is a regression problem, 
and for the loss function, we use simple Euclidean loss. In 
formula 2,  is the ground truth bounding box, and  is 
the bounding box which is the output of the neural network = − .  (3) 

The facial landmark detection is also the regression 
problem, so the loss function for facial landmark detection (3) 
is the same as the formula (2). 

Both YOLO and MTCNN models are capable of doing 
face detection. The main advantage of YOLO is that together 
with face detection it can perform detection of any other types 
of objects. This is useful if, for instance, you need to detect 
faces together with road signs or automobiles. It is also useful 
if you have to detect different types of faces, for instance, 
faces with hats or sunglasses on. The main drawback of 
YOLO in comparison with MTCNN is that YOLO requires 
much more computational resources to be trained efficiently. 

On the other hand, MTCNN can detect only faces. 
However, it also performs facial landmark detection, which 
YOLO doesn’t do. Although MTCNN uses 3 neural networks 
instead of a single one in YOLO, its neural networks are less 
complex and therefore require much less time and resources to 

train. Also, MTCNN already ships with pre-trained weights, 
so unless the problem requires fine-tuning the weights to the 
specific dataset, no additional training is required. 

The advantages and disadvantages of both models are 
listed above. The rest of the paper will describe the 
experiment and its results that show how both networks 
compare in terms of face detection efficiency. 

III.  EXPERIMENTAL RESULTS ANALYSIS 
For models comparison (YOLO and MTCNN), we will 

use the Wider Face dataset [8]. It is a face detection 
benchmark dataset which consists of 32,203 selected images 
from publicly available WIDER image dataset. The images in 
the Wider Face dataset are diverse. As well as portrait images, 
the dataset also contains group images, images from sporting 
events, etc. The diversity of images helps us to compare the 
performance of both algorithms under less-than-optimal 
conditions.  

Due to the hardware limitations and lack of computational 
resources, in the experiment, we will use only the subset of the 
dataset. We will use first 10,000 images for training and 2,500 
images for inference. The training and validation datasets are 
subsets of respective Wider Face datasets for training and 
validation with images taken from the beginning of datasets. 
The small size of the dataset will not affect the experiment 
result significantly, because we will apply transfer learning by 
using already pre-trained YOLO weights. We are not going to 
train MTCNN because this model is created specifically for 
face detection and already has fully trained weights available. 

We are using YOLOv3 and MTCNN model 
implementations that use TensorFlow and Keras library [14-
16]. For comparison of two algorithms, we use the averaged 
precision as a metric and precision/recall curves [17]. 

To calculate precision and recall, we must determine what 
the true positive, false positive and false negative are in our 
task. For this, we have to use IOU measure. IOU is a measure 
that evaluates the overlap between two bounding boxes. It 
requires a ground truth bounding box  and a predicted 
bounding box . The formula for IOU (4) is listed below 

= ( ∩ )( ∪ ) .       (4) 

In simpler terms, IOU is a fraction between an area of 
overlap and an area of union (Fig. 3). We can use IOU to 
determine if detection is a true positive, false positive, or a 
false negative. If IOU is bigger than a threshold, the detection 
is correct and therefore is a true positive. If IOU is less than 
the threshold, the detection is a false positive. The detection is 
a false negative if no object was detected. Using true positives, 
false positives and false negatives, we can calculate the 
precision and the recall [17]. 
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b) 

Fig. 3. Intersection Over Union [17, 18] 
 

Precision is the ability of the model to identify only the 
relevant objects. It is the percentage of correct positive 
predictions = = 	  .         (5) 

Recall is the ability of the model to find all the relevant 
cases (all ground truth bounding boxes). It is the percentage of 
true positive detected among all relevant ground truths = = 	 	  .            (6) 

To illustrate the performance of the two models we use 
Precision x Recall curves. It is a good way to evaluate the 
performance of an object detector as the confidence is 
changed by plotting a curve. The model can be considered 
good if precision stays high as recall increases. To compare 
the two models, we use the Average Precision metrics. We get 
average precision by calculating the area under the curve 
(AUC) of the Precision x Recall curve [17]. 

We calculate metrics for both training and validation data. 
For YOLO this can demonstrate if the network overfits during 
training. For MTCNN, it is irrelevant, because we use an 
already fully trained MTCNN model. 

Below we list the experiment outcomes (Tab.1), and the 
precision x recall curves for each experiment (Fig.4-Fig.7). 

 
TABLE I. 

RESULTS OF FEATURE POINTS DETECTING FOR FACE WITH TRANSFORMATION 
 YOLO MTCNN 

Training dataset AP 32.55% 41.71% 
Validation dataset AP 30.88% 38.35% 

 
Below we list the inference time that was measured during 

the experiment (Tab.2). Experiment was run on a computer 
with 6-core CPU, 16 gigabytes of RAM and GTX 1060 GPU 
with 6 gigabytes of memory. 

 
Fig. 4. YOLO training dataset precision x recall curve 

 

 
Fig. 5. YOLO validation dataset precision x recall curve 

 

 
Fig. 6. MTCNN training dataset precision x recall curve 
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Fig. 7. MTCNN validation dataset precision x recall curve 

 
TABLE II. 

RESULTS OF FEATURE POINTS DETECTING FOR FACE WITH TRANSFORMATION 
 YOLO MTCNN 

Training dataset (10,000 examples), sec 978.45 2475 
Validation dataset (2,500 examples), sec 269.77 732.59 

Time per image, sec 0.1029 0.2703 
 
As we can say from the experiment outcomes and 

precision x recall curves listed above, the MTCNN model 
performs better and more accurately than the YOLO model. 
MTCNN model was developed specifically for face detection 
problems, while YOLO was developed as a general object 
detection algorithm. MTCNN neural networks are also much 
less complex than YOLO neural network. 

Despite the fact that neural networks in MTCNN models 
are much less complex than YOLO neural network, in the 
inference the MTCNN model is about 3 times slower than the 
YOLO model. This is because MTCNN includes 3 neural 
networks and uses the Non-Maximum Suppression method. 

The final conclusion we can make is that in most cases 
MTCNN should be used for face detection tasks. YOLO 
should be used when you have to detect other objects rather 
than just faces or your dataset is very specific and you have to 
use transfer learning to adjust the weights. Also, YOLO is 
preferable when fast inference speed is required. In other 
cases, MTCNN is a good solution for face detection tasks. 

CONCLUSION 
In this work, we compared two neural network-based 

models applied to the task of face detection, YOLO and 
MTCNN. We did not include another popular neural network-
based model Faster R-CNN into the comparison because we 
lacked computational resources to train it properly. YOLO is a 
network for general object detection, it can detect any objects, 
not just faces. MTCNN is a model designed specifically for 
face detection. YOLOv3 is the latest iterative improvement to 
the YOLO model. It contains a single but complex neural 
network that requires a lot of computational resources to train. 
MTCNN contains 3 much simpler neural networks, but the 
MTCNN algorithm is complicated and performs a lot of 
transformations on input data. 

The experiment was performed using the Wider Face 
dataset. YOLO model was trained using pre-trained weights. 
MTCNN model was used with fully pre-trained weights. 
Average precision and precision x recall curves were used as 
comparison metrics. The outcomes of the experiment show 
that MTCNN performs better on the task of face detection. In 
most cases, MTCNN should be used for face detection tasks. 
YOLO should be used if there is a requirement to detect not 
only faces but other objects as well, fast inference speed is 
required, or if the dataset is very specific and transfer learning 
has to be used to adjust the weights. The MTCNN model also 
detects facial landmarks. This is useful for other advanced 
facial recognition tasks, such as emotion recognition. 
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Abstract — In this paper the K-means algorithm was used 
to obtain coordinates of defects by clustering distributed 
cumulative histogram image. Mean intensity functions of 
rotating sample and its distributed cumulative histogram 
image were used to determine coordinates of scratches on the 
surface image. 
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I. INTRODUCTION  
There is great amount of published works devoted to 

various surface defects detection. They consider different 
approaches as well as different types of defects and images. 
Published papers contain description of theoretical and 
industrial systems. In our introduction some typical works 
are chosen to present existing problems and to underline 
methods to solve them. In the paper [1] defect detection 
methods are categorized into seven classes as structural, 
statistical, spectral, model-based, learning, hybrid and 
comparison studies. The main criteria are as the accuracy, 
the computational cost, reliability, rotating/scaling invariant, 
ability to operate and noise sensitivity. These criteria are 
taken into account by the majority of researches. The 
publication [2] presents a complete framework aimed to 
nondestructive inspection of composite materials: view 
enhancement, feature extraction, classification and defect 
detection. These manipulations are also common and the 
aims of different proposed and planned methodologies to 
reduce the number of false positives and to detect defects.  

A detection method to detect the interesting defective 
objects for silicon steel based on saliency linear scanning 
morphology is proposed in the published work [3]. In the 
proposed method, visual saliency extraction is employed to 
suppress the clutter background. and a saliency map is 
obtained for the purpose of highlighting the potential 
defective objects. The strategy to block background is 
widely used but tactics to reach it differ between themselves 
essentially.  

In the paper [4] a defect classification system working on 
the production line is considered. The classifier is 
constituted of a two-levels hierarchical architecture: a set of 
adequate features are extracted from the image first and the 
defect type is identified from them. Statistical analysis 
allows to reduce the number of features leaving only 
significant ones. Here we have an approach to decompose 
the complex problem into two more simpler ones. 

In the article [5] an approach for the automatic inspection 
of defects in randomly textured surfaces is presented. This 

task arises in fabric, wallpaper, castings, leather and many 
industrial and investigational materials. It is based on an 
image reconstruction scheme with the Fourier transform. 
The difficult defect detection problem in textured images is 
changed by a simple thresholding problem of segmentation 
of images without textures. 

Artificial intelligence and neural networks are widely 
used for defects detection. As a rule, they need solid 
computer calculation but demonstrate good results. In the 
paper [6] a deep learning-based method for pixel-wise 
surface defect segmentation is proposed. The algorithm has 
three steps: a segmentation stage, a detection stage, and a 
matting stage. In the final matting stage, a filter is utilized to 
refine the contours of the defect areas to reflect the real 
defective region. All mention works are characterized by 
complicated procedures. They demonstrate good 
experimental results for a variety of real images. Publications 
show the efficacy of the proposed methods. 

In common the majority of the above-mentioned 
approaches are quite time-consuming to be realized. In our 
paper we present very simple approaches based on the 
clustering algorithm, distributed cumulative histogram and 
transformation of images during a rotation them around the 
center of gravity. 

II. THE CLUSTERING K-MEANS ALGORITHM FOR DEFECTS 
DETECTION 

Firstly, we present the simple formulas of mean intensity 
of pixels in rows or columns as follows: 

1

( ) 1/ ( , ), 1 ,
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I j H I i j j W
=

= ≤ ≤
            

(1) 
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( ) 1/ ( , ), 1 .

W

x
j

I i W I i j i H
=

= ≤ ≤               (2) 

where ),( jiI  is pixel intensity in i-row and j-column 
(1 ≤ i ≤ H, 1 ≤ j ≤ W).  

For an image analysis we choose a model of an image of 
the distributed cumulated histogram [7].  The last one is more 
convenient because colors of defects on the DCH image have 
greater specific weight than colors of defects on the original 
surface image. It could be visually confirmed by comparison 
of these images in Fig.1 as well as comparison of mean 
intensity function in rows (formulas 1,2) of these images by 
plots given in Fig. 2.   
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a                                           b 

Fig. 1. Image with defects (a) and DCH image (b) 
 

 
Fig. 2. Mean intensity functions of original image (blue) and its DCH (red) 

  
We cover the DCH image by rectangles (Fig. 3). A width 

of each of them equals 256 that is a height of the DCH 
image. A height of the rectangle is being accepted as a 
control parameter taking value, for example, from the 
interval of 1-10. 

For every rectangle mean intensity value is being 
calculated by which they as elementary leaves to form 
clusters are accepted. Clusters are being formed by the K-
means algorithm.  

      
Fig.3. DCH image covered by rectangles 

By clustering the DCH image we obtain different results 
depending from a number of resulting clusters and colors 
assigned to these clusters. For example, if a final number of 
clusters is 9 and their colors are native that is corresponding 
to the input image, we have the image in Fig. 4 a. For the 
same number of clusters and expanding the color interval to 
mark them by the following rule 

)},,({min)},({max ,,int yxIyxII yxyx −= Zyx ∈,  (3) 
we obtain the inage given in Fig.4 b. For the same expanded 
interval and a number of resulting clusters 4 we obtain the 
image in Fig.4 c. 

   
a                           b                           c 

Fig. 4. Clustered DCH mages: native colors an 9 clusters (a), expanded 
interval and 9 clusters (b), expanded interval and 4 clusters (c) 

 
To chose the best result we measure quantitave 

characteristics of resulting images calculating the mean 
intensity functin in rows for all of them (Fig.5).  

  
Fig.5. Mean intensity function in rows of clustered DCH images: red for 4 
clusters; blue for 9 clusters with native colors; green for 9 clusters with 
expanded interval 

 
From Fig.5 we see that the best result is for 9 clusters 

and expanded interval. Dark and light bands are 
comparatively distinct and remarkable. Their coordinates 
allow to determine positions of texture irregularities by one 
coordinate axe.  

Positions of defects by the second coordinate axe are 
being calculated similarly by applying the approach in the 
appropriate direction of the cut fragment given in Fig.6.  

 

   
Fig. 6. Cropped fragment and its clustered DCH  

 

III. DEFECTOSCOPE BY ROTATING IMAGE AND 
DISTRIBUTED CUMULATIVE HISTOGRAM 

Here we consider the instrument helping to detect 
defects of scratching having different intensity and 
directions. 

In Fig. 7 the textured surface has some scratches with 
colors of poor visibility and intensity differing from those of 
background [8].  



208 

 
Fig. 7. Texture with scratches 

 
The specific weight of scratch pixels intensity is small 

comparatively to texture pixels if we measure intensity in 
rows or columns of the image matrix. The same fact we 
observe when using distributed cumulative histogram for 
rows or columns. The picture changes when viewing is being 
realized from other angles. Pixels of scratches are being 
accumulated and are being displayed by mentioned above 
functions. So, to organize defect detection we need 
observation of the image from different directions. It is 
performed in so-called visual defectoscope. In this program 
instead of moving a camera around the image (Fig. 8) the 
sample image is being rotated inside the circle.  

 
Fig. 8. Scanning the sample image to get cumulative histograms. 

 
Rotation of the original image is carried out by applying 

combinations of affine transformations and changing the size 
of the canvas image. The rotation is automatically applied to 
displaying the original image in the program window [7]. 

All ideas and formulas are realized in software allowing 
to rotate the sample image and to build the distributed 
cumulative histograms (two examples are given in Fig. 9). 

 
a 

 
b 

Fig. 9. Image scanning from OY (a) and OX (b) axes by different 
angles and the corresponding DCH images 

 
For obtained sample images and their DCH images the 

mean intensity functions are being calculated using 
formulas. (1, 2) Their plots for starting position with the 
angle with zero value are given in Fig.10.  

 
   b 

Fig.10 Mean intensity function in rows of the sample image(a) and the DCH 
image (b) for zero angle 

 
Then the sample image is being rotated for all angles 

from the interval of 0-89 degrees. Simultaneously for 
samples in these positions the mean intensity functions are 
being calculated. Their examples for the angle of 35 degrees 
are given in Fig.11.  

 
      b 

Fig.11 Mean intensity function in rows of the sample (a) and the DCH image 
(b) for the angle of 35 degrees 

 
To estimate the position in every angle of rotation we use 

a variance or a mean standard deviation of calculated 
functions: 

2

1

2 ))( (()/1()h( hyyNE i

N

i

−⋅= 
=

,               (4) 

where N is a number of points of the plot, )(hy  is an 
average value of the mean intensity function of the DCH 
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image, iy  is a point value of the function, )h(2E  is a 
variance  value of the corresponding plot. 

The full analysis gives us 90 pairs of plots. For every 
position we determine what image has the maximal 
deviation: 

89,...,2,1,0),(max)( max == aadad a
      (5) 

where )(ad  is a deviation of mean intensity function 
depending of the angle a. 

Examples for some angles and corresponding functions 
are given in Table 1. We see a standard deviation of mean 
intensity functions for samples are smaller than those for the 
DCH images. They are much smaller in relation to the mean 
values of corresponding plots. But in one column deviations 
for zero angle and other angles of samples could differ 
between themselves in times.  

TABLE I.  STANDARD DEVIATION OF SAMPLE AND DCH IMAGE BY 
THE ROTATION ANGLE 

 Mean intensity function 

Angle Sample image 
 

DCH image 
 

 deviation mean deviation mean 

0  1,67 124,06 10,49 53,65 
55 

 7,77 124,33 14,10 38,06 

-35 6,63 123,02 10,70 34,90 

   Segmented image 

   12,26 2,679 

 
So, after solving (5) we have the angle indicating the 

sample position in which scratches have the best visibility. 
To determine coordinates of scratches we use the DCH 
image (Fig.12). Cropping the dark part of that image 
(h=180) we amplify the white colors and obtain the mean 
intensity function given in Fig.13a by blue color. 

 
Fig.12 Mean intensity function in rows the DCH image for the angle of 35 
degrees 

 
For comparison in Fig.13 the native plot is given by red 

color. Clustering the cropped part of the DCH image gives 
us bands in Fig. 14 indicating coordinates of scratches on 
the rotated sample,  

 
Fig.13 Mean intensity function in rows of the sample (a) and the DCH 
image (b) for zero angle 

   
Fig.14 Clustered DCH image 
 
 

By found coordinates scratches on the investigated 
surface are marked and given in Fig. 15.  

 
Fig. 15. Marked scratches on the sample images 

 
One more experiment was held with a scratch on rotating 
image in Fig.16. For it the clustered DCH image is given in 
Fig.17.  

 
Fig.16 Rotated image of a sample with scratches 
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Fig.17 Clustered DCH image 

 
Mean intensity function for the DCH image and the 

clustered DCH image are given in Fig. 18. 

 
Fig.18 Mean intensity function in rows of the sample (blue) and the 
clustered DCH image (red) for 20 degree 

 
In common two experiments with rotating must be hold 

to determine the areas containing scratches or defects of 
other types. 

IV  CONCLUSION 
The algorithm is based on distributed cumulative 

histogram images the K-mean clustering algorithm was 
proposed and related software developed. It unites area 
indicating defects into band of equal pixel intensity allowing 
to determine coordinates of defected areas on the surface. To 

detect weakly expressed scratches on the surface rotating 
image and its distributed cumulative histogram to find a 
maximal variance of meant intensity function were used. It is 
shown that this algorithm is useful for detecting surface 
defects. 
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Abstract—The paper presents basic concepts of augmented 
reality applications and challenges in building them in the web. 
We describe the technical and algorithmic stack required to 
develop, implement and deploy the augmented reality 
application. Theoretical concepts behind marker detection and 
tracking are discussed. Two different pipelines are 
implemented: server-based with algorithms execution in the 
cloud and completely front-end solution that runs on a user 
device. We show advantages and disadvantages of each 
approach and analyze experimental results as well. 

Keywords—augmented reality, visual tracking, image marker, 
webAR 

I. INTRODUCTION  
Augmented Reality (AR) is the technology that connects 

our real life with a digital world. Extending reality is possible 
by overlying layers with virtual objects over the screen of user 
devices [1]. Different kind of information can be augmented: 
text, video, images, audio and both static and dynamic 3d 
models [2]  

Since most of the information comes through the human 
visual system, AR is becoming more and more widespread. Its 
strength is already demonstrated in a variety of areas: 
advertising [3], game industry [1, 4], education [5], medicine 
[6], entertainment [4, 7-9].  

Two important points are taken into consideration during 
the development of the AR system: technical solutions and 
hardware platforms used. Several typical computer vision 
problems are usually solved during the construction of the AR 
framework. In particular, object detection and recognition 
(planar markers or arbitrary objects) [2], content-based image 
retrieval [10] for visual search, simultaneous localization and 
mapping (SLAM) for 3D object detection [11], markerless 
tracking and multi-player AR applications [12]. The second 
point is where to utilize AR technology, i.e. what device to 
use: mobile phone or tablet, AR glasses, desktop.  

There are plenty of different mobile AR systems like 
ARKit, ARCore, Vuforia, EasyAR, etc. Most of them require 
installation of the mobile application for AR experience. In the 
paper, we describe an alternative way to use AR technology: 
augmented reality in a browser, or web AR [13, 14]. Indeed, 
the obvious advantage of AR in a mobile browser is instant 
immersion without need to install any mobile applications. 

The paper is structured as follows. The problem of planar 
marker recognition for AR is discussed in section II. In 
particular, we consider a typical keypoint-based detection 
algorithm and analyze various local feature descriptors. In 
addition, we introduce a hybrid tracking approach which 
combines sparse optical flow [15] and template-based tracker 
[2]. The created algorithmic pipeline and its deployment into 
web AR application are described in section III. We consider 
two separate architectures: server-based one with algorithm 
execution in the cloud and pure front-end solution that runs on 
a user device. We also analyze their strong and weak sides. 
Finally, experimental results are shown in section IV.  

II. COMPUTER VISION SOLUTIONS FOR MARKER-BASED 
AUGMENTED REALITY 

In order to render AR model correctly over the frames from 
the camera we need to estimate its position. In the case of 
marker-based AR, the planar marker position in the frame 
should be known. Hence, we start with the marker detection. 
Once the marker is found, we track its position in consequent 
video frames. The marker position in the frame is used to 
calculate the homography transformation matrix and estimate 
6 degrees of freedom (6 DoF) camera position from it. 

A. Marker Detection 

The estimation of extrinsic camera parameters starts with 
the detection of the marker position in the scene. By marker 
we mean not some binary pattern, but a certain image. The 
fast and robust solution for image marker detection is based 
on local features. There are plenty techniques for keypoints 
detection and description. Here we analyzed two of them: 
ORB [16] and AKAZE [17]. 

The use of ORB features provides the fastest marker 
detection procedure comparing to analogues. For the 
keypoint detection, the oriented FAST [18] is applied in 
combination with the image pyramid. The local patch around 
the keypoint is characterized by binary ORB descriptor (Fig. 
1, a). It is based on the steered version of BRIEF [19] with 
binary tests analyzed for correlation to provide more 
distinctive features. 

AKAZE for now is the optimal combination between 
speed and accuracy. It incorporates fast explicit diffusion, 
which provides more efficient scale space forming than in 
SIFT and KAZE. The modified version of LDB descriptor 
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[20] (Fig. 1, b) provides a rotation invariance and preserves 
computational efficiency without the use of integral images. 
Scale-dependent sub-sampling (small squares in Fig. 1, b) is 
used instead of calculating the average value of each area 
(large squares). 

To compare the efficiency of matching ORB and AKAZE 
features, we used our company business card as a marker 
(Fig. 2). The keypoint locations were the same in both cases, 
thus only descriptors and their matching affected the result. 
The 50 best matches are represented in Fig. 2. 

       
                 a                                                b 
Fig. 1. ORB (a) and M-LDB (b) descriptors. 

 

 

 
Fig. 2. Keypoint matching with ORB (upper) and AKAZE (lower). 

It is clear that AKAZE provides more reliable matches. 
Still, most of ORB matches are also good, so random sample 
consensus (RANSAC) or a similar technique provides a good 
estimation of the homography matrix in this case, too. And as 
computation time is crucial for AR in general and WebAR in 
particular, ORB is our tool of choice. 

B. Tracking 

Marker detection is a time-consuming operation. 
Moreover, typical keypoint descriptors handle quite limited 
view angles [2], and detection fails, which results in a bad AR 
experience of a user.  

To solve both problems, marker tracking algorithms are 
typically used [2, 15,21]. A common way to track inter frame 
changes is to use sparse optical flow (OF) methods [2, 23]. 
This is accomplished by matching adjacent frames instead of 
straightforward comparison of the reference marker image 
with the camera frame image, which is not efficient.  

A common problem of OF methods in AR applications is 
the drift of estimated pixel locations. This leads to incorrect 
camera pose estimation and, as a result, incorrect AR model 
augmentation. To improve the robustness of our planar 

tracker, we utilized a template-based tracking called the sum 
of conditional variances (SCV) [22]. It is an iterative 
approach, which is used to refine the residual error in 
homography estimation after OF application.  

The proposed fusion of two different trackers leads to a 
robust tracking. 

Firstly, OF is applied to estimate initial homography between 
adjacent frames. Secondly, SCV refinement is used to receive 
more accurate warping between the frames (Fig. 3). Such 
combination allows to compensate OF drift and handles 
extremal view angles.  

 
Fig. 3. Two-step homography estimation. 

C. Camera Pose Estimation 

Camera pose estimation is the primary element of AR 
system that affects the correct rendering of models. Thus, it 
should be precisely retrieved from the camera frames [2]. 

Let’s consider the common projective geometry for the 
pinhole camera model [13]. The camera projects points from 
the 3D world (x,y,z) into a 2D pixel in the image plane (u, v, 
w). Here w is a scale parameter for homogeneous coordinates. 
This transformation can be written as follows: 

 
000 0 1 1  (1) 

where cx, cy denote the origin of image coordinates, in our 
application they are equal to zero; fx, fy are focal lengths of the 
camera, responsible for the scaling (zooming). The first matrix 
is the intrinsic one, which is independent on the scene. It is 
specific for the particular camera device and can be found 
once during the camera calibration [14]. The next matrix is the 
extrinsic one. It contains the camera pose, describing 
transformation from the world coordinates to the camera 
coordinate system. The camera pose consists of a translational 
displacement of the camera (t-vector) and its orientation (r-
elements), which represents the transformation (translation 
and rotation) between the world and the camera coordinate 
systems. 

 Let’s consider how the marker location in the frame is used 
to retrieve the camera pose. It is known that the transformation 
between the planar object locations in two images can be 
described with the homography matrix [2]: 

, , 1 ,  (2) 

 Here, M and M’ are the original marker and the warped 
marker on the frame, their pixel coordinates are represented as 
(u,v) and (u`,v`) respectively.  

 The matrix elements are found from matching keypoints 
in two pictures. Some matches may be wrong, so we used 
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RANSAC to drop out the outliers and get the right 
homography. 

 Homography is a more generic operation compared to the 
6 DoF of camera pose (3x1 translation vector and 3x1 rotation 
vector). So, it is possible to convert homography into a camera 
pose. The corners of marker are linked with the homography 
projected ones onto the frame. This set of points is used to 
estimate rotations and translation vectors basing on 
Levenberg-Marquardt optimization [24, 25]. The method 
iteratively minimizes the pixel reprojection error points, 
represented as the sum of squared distances between the 
corresponding images.  

    
Fig. 4. Example of 3D model augmentation: image marker (left), 3D 
model over the detected marker (right)  

 

 
Fig. 5.  The main algorithm pipeline. 

As a result, 6 DoF camera pose is constantly updated based on 
the applied planar marker detection and tracking procedures. 
The estimated camera pose is used to render the AR content. 
An example of image and 3D model rendering is shown in the 
Fig. 4. 

III. CREATED PIPELINE AND ITS IMPLEMENTATIONS 
 In this section, we consider practical aspects of integration 
of developed computer vision algorithms and discuss 
important details of web AR system architecture. 

A. High-level Scheme of Camera Frames Processing 

The described technical solutions were combined into the 
following pipeline (Fig. 5). 

For a given camera frame, either marker detection or 
tracking algorithms are used. The homography matrix 
between marker and camera frame is constantly updated. 
Finally, the camera pose is estimated in real-time providing 
the information for AR models rendering in the browser 
window. 

We have created two conceptually different deployments: 
a front-end-back-end with algorithms running in the cloud 

and a purely front-end pipeline. The next sub-section 
describes those two ways of deployment in details. 

B. Frontend-Backend Approach 

At the front end, we have an outgoing and incoming data 
streams. Therefore, we divided front end operations into two 
independent asynchronous threads: camera rendering and 
model rendering (Fig. 6). Unlike the single sequential thread, 
when we show video frames after the server response, in this 
case 3D model is overlaid over the live video stream without 
any delays and freezes. This approach looks better for a user 
and provide more opportunities. 

The first thread takes a frame from the device camera and 
immediately displays it on the web page. To use a video 
stream from the camera, the browser must ensure that the 
requested web page is safe, thus only HTTPS pages with a 
SSL/TSL certificate are allowed to access the camera. The 
captured frame is downsized and converted to JPEG format. 
At the end, the processed frame is sent to the back end via a 
secure websocket (wss).  

 
Fig. 6. Frontend architecture. Camera and rendererasynchronical threads. 

The second thread, named ‘model render thread’, receives 
JSON packets from the server. They contain an ID of the 
identified marker (if there is no marker in the frame, it is equal 
to -1) and the camera parameters. The latter depend on the 
render library. In our case, ThreeJS library [26] was used, 
which creates a camera object by three vectors: ‘position’, 
‘lookAt’ and ‘up’. 

 The calculation of Three JS camera pose has a few 
important moments. The first is the freedom to choose a render 
formalism. That means the choice between ‘moving the 
model’ and ‘moving the camera’. We prefer to move camera 
rather than the model, because this way is more similar to the 
real camera moving. Thus, the camera position tcam is 
calculated as tcam = -R-1t, where t is the camera translation for 
the stationary model described above in the camera pose (1). 

 The second moment is the usage of left-handed system in 
contrast with the right-handed one in OpenCV library that was 
used in C++ pipeline implementation. So, we have to change 
the sign of z-component of the camera position. 

 The ‘lookAt’ vector indicates the point the camera is 
facing at, the ‘up’ vector determines the rotation of the camera 
view. Both vectors can be found from inverse perspective 
projection transformation (u,v) → (x,y,z). There is an infinite 
number of solutions, so for simplicity we assume that marker 
is located in xy0 plane. Considering F: (u,v) → (x,y,0), we then 
project p0 = F(0, 0), p1 = F(0, 1). p0 is the viewport center and 
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represents the ‘lookAt’ vector, while up = p1 - p0 determines 
the ‘up’ vector. 

The back-end is implemented using Java and Spring Boot. Its 
architecture is shown in the Fig. 7. It communicates with the 
front-end via secure web sockets only. For each web session, 
a separate engine object is created (a wrapper to C++ 
algorithms), thus the server can process multiple sessions 
correctly. The engine performs all steps of frame processing, 
including detection, tracking and calculation of camera pose. 
At the end, it sends information to the front-end. 

 
Fig. 7. Server structure. 

 
Fig. 8. The architecture of the pure front-end solution. 

C. Frontend-only Architecture 

To avoid the main problem of the previous architecture, 
the lag introduced by the network latency, we made a front-
end only solution (Fig. 8). 

In this way, there is no lag (i.e. transferring an encoded 
frame to the server and an array of numbers back). On the 
other hand, all files (including bulky 3D models) have to be 
downloaded before the web application starts. The required 
time depends mostly on the user’s connection speed and can 
be quite long. 

This application consists of separate JS modules and 
WebAssembly files [27]. Here the backend server is 
absolutely replaced by the wasm file, which was compiled 
from C++ project with the main algorithm pipeline [28]. 

WebAssembly is an open standard that defines a portable 
binary-code to run natively in browsers. In order to compile 
C++ project, we used Emscripten SDK [29]. It is a suitable 
instrument to call C++ functions from JavaScript side, and 
often the speed of procedures is higher than of pure JavaScript.  

Fortunately, our architecture has not changed much and it 
keeps the primary logic of the previous architecture 
unchanged. The only difference is that a user now downloads 
all files and does all the calculations in the browser. 

D. Architecture Summary 

A brief summary with the strong and weak sides of each 
solution are presented in the Table 1. On its basis, one can 
select any of the solutions for the particular case that is most 
suitable for the specified conditions. 

The frontend-backend solution is the best when we need 
complicated processing (potentially including some neural 
networks) or when we want to cover as much devices as 
possible, regardless of their hardware computational 
performance. However, it requires a stable connection during 
an AR session for unceasing data stream. Moreover, it can be 
very costly in two scenarios: either we want to run our 
application worldwide (then we need to deploy it over 
multiple servers over the globe to minimize the network 
latency between users and the nearest servers)or we want to 
serve a lot of users simultaneously(then we need to run a 
powerful backend server). 

TABLE I.  PROS AND CONS OF ARCHITECTURE TYPES 

 Pros Cons 

Frontend-
backend 

- Provides better 
performance  
- Allows to run heavy 
algorithms 
- Covers weak devices 

- Network latency 
- Requires a reliable 
connection 
- Costly in multiuser and 
worldwide usage 
scenarios 

Frontend-
only 

- No network lags 
- Runs independently from 
the network  
- Easier implementation 

- Requires a powerful 
hardware  
- Downloads heavy 
models 

 
The frontend-only solution is easier to implement and has 

a rather weak dependency on the network connection. Once 
the user gets all the necessary data from the server, the 
network can be turned off and the web page with AR 
application will still operate offline in the browser. To enjoy 
AR experience, the user has to run it on a powerful modern 
device with a few gigabytes of RAM (it depends on the weight 
of the models) and mid to high level system-on-chip (SoC). 

IV. EXPERIMENTAL RESULTS 
This section contains some relevant information about 

benchmarking of utilized computer vision solutions as well 
as performance tests of the AR system. 

A. Benchmarks for Marker Detectors 

To compare different detectors and find their optimal 
parameters, we have conducted a number of experiments 
changing detector parameters. We tuned the input image size, 
number of pyramid levels (octaves) and looked at the 
dependence on the number of features. As our target is mobile 
devices, we need to be sure that their computational power is 
sufficient to use our application in real time and balance 
between the detection quality and the algorithm speed.  
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Considering the results, presented in Fig.9 – Fig.11, we 
have chosen ORB detector with 1000 keypoints and 8 scale 
levels for 730x410 resolution. 

We tested the performance on preliminary recorded videos 
with markers in various positions. The quality metrics was 
defined as the ratio of frames with detected markers to the total 
number of frames in the video sample. The successful 
detection is registered if the average distance of 20 best 
matches is below a certain threshold (32.0 in our model). 

B. Performance Tests for Frontend-Backend Architecture 

We have tested the influence of the backend server’s 
computational power on the execution time. The results for 
two types of AWS instances are shown in Table 2. FPS is the 
time it takes a frame to complete the entire pipeline with 
rendering. When a marker is present in the scene, FPS is 
determined mostly by tracking. If there is no marker, tracking 
is impossible, and only detection affects speed. 

Although FPS is quite high, there is a significant lag 
between the camera and the render threads. The main problem 
here is not C++ algorithms, but quality and stability of the 
internet connection between the browser and the back-end 

server. The lag mainly stems from the network latency, which 
varies for different conditions. A delay of a few frames (0.1-
0.2s) was very common in our case. In addition, some frames 
may be lost on the server. 

 

Fig. 9. FPS dependence on the image resolution and a detector type. 

 

  
Fig. 10. Accuracy provided by ORB and AKAZE dependion on input image resolution and a number of levels. 

TABLE II.  TIMING ON DIFFERENT AWS INSTANCES 

Functions T2 small T2 large 

Detection (marker) 120 ms 77 ms 

Detection (no marker) 100 ms 46 ms 

Tracking 5 ms 4 ms 

Decode JPEG 1.2 ms 1.0 ms 

Camera pose estimation 0.3 ms 0.2 ms 

FPS (marker) ~20 ~20 

FPS (no marker) 6-7 >10 

 

Unfortunately, network latency can be reduced only by 
decreasing the distance between the geographical positions of 
user and server. 

C. Performance Tests for Serverless Architecture 

In the serverless solution, the performance is determined 
by the device (e.g. cell phone) capabilities and does not 
depend on any server where the web page is located. 

For testing, we used a laptop with Intel Core i5-8250U 
CPU at 1.60GHz. The results are demonstrated in Table 3. It 
is about as powerful as modern high-end mobile devices.  The 

performance of the majority of devices is expected to be 
worse. 

 

TABLE III.  TIMING ON THE USER’S LAPTOP 

Functions Time 

Detection (1 marker) 150-250 ms 

Tracking 15-25 ms 

Rendering 10-30 ms 

Memory management 1-2 ms 

FPS (marker) ~16 

FPS (no marker) 3-5 

  
As the resulting timing depends on the current load of the 

user’s CPU, we give the time ranges. WebAssembly reduces 
the speed of detection and tracking compared to the original 
C++ code.  

V. CONCLUSIONS 
We described the important elements required to build a web-
based AR application. The applied computer vision solutions 
were analyzed and discussed. Two different architectures for 
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the AR system were proposed. The developed AR pipeline is 
flexible and extendable. We are planning to integrate a new 
group of computer vision and machine learning algorithms for 
face tracking, text recognition, arbitrary 2D/3D object 
recognition in the near future. In addition, additional work will 
be done for the algorithm optimization, which is crucial for 
the application running in a mobile browser.  

 

 

Fig. 11. Accuracy of detectors depending on the Image Resolution. For each 
resolution was chosen the best properties provided the large number of 
detected frames. 
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Abstract—In the paper, we analyze the problem of automatic 
room floor segmentation. For this purpose, we consider several 
classic computer vision algorithms as well as some of the deep 
convolutional neural network architectures. The segmentation 
results are illustrated and compared. An idea for combining two 
groups of methods is proposed. It is demonstrated that a proper 
fusion provides the best segmentation quality.  

Keywords—indoor image segmentation, superpixels, graph 
clustering, deep learning, CNN. 

I. INTRODUCTION 
Image segmentation is one of the key topics in computer 

vision. Usually, it is interpreted as semantic segmentation, i.e.   
linking of each pixel in an image with a label from a particular 
set of classes, for example, “human”, “grass”, “road”, “floor”, 
“table”, etc. Segmentation appears in a wide range of 
applications such as scientific image analysis, robotic vision, 
scene understanding, augmented reality and many more [1, 2].  

In the case of segmentation of surfaces with a similar 
texture or patterns, we can label subsets of pixels that share 
similar characteristics: intensities, colors, and locations. 
However, correct separation of different classes may be a 
challenge due to varying illumination, noise, occlusions, 
shades, light spots, reflections, and camera perspective 
changes. 

There are many existing methods for image segmentation: 
from classic ones like simple thresholding [3] or 
superpixels [4, 5] to quite advanced deep learning-based 
solutions [6]. In addition, various machine learning methods 
are often used along with hand-crafted features [7-9]. 

In this paper, we analyze the problem of automatic room 
floor segmentation. Such a solution can be used for different 
purposes like mixed reality (MR) applications, interior design, 
and entertainment. Our goal is to analyze both classic 
computer vision methods as well as common deep learning 
(DL) based convolutional neural network (CNN) 
architectures. As well we propose a methodology for 
combination of classic and deep learning based methods in 
order to get the best overall result.  

In Section II, we briefly describe the methods used in our 
experiments and show some of the intermediate image 
processing steps. A proposed fusion scheme of classic and 
DL-based branches outputs is shown in Section III. Finally, 
datasets and experiment results are described in Section IV. 

II. METHODS OVERVIEW 

A. Classical Pipeline 

Among many different methods for indoor images 
segmentation [10-12], superpixels are the most widely used 
technique [4, 5].  

According to the definition, a superpixel is a group of a 
few pixels with common properties Error! Reference source 
not found.. Representing an image as a group of superpixels 
allows one to get a compact representation and to retrieve the 
image regions sharing the same properties.  

There are different variations of superpixel algorithms [4, 
13]. One of the most widely used approach, the simple linear 
iterative clustering (SLIC), adapts a k-means clustering. The 
method works by clustering pixels based on their color 
similarity and proximity in the image plane [4]. The distance 
between two pixels in the combined five-dimensional LabXY 
[4] space is defined as follows: 
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where S is a grid interval, m is the compactness parameter.   

An example of superpixels clustering is given in Fig. 1b. 
Normally, two important parameters are tuned: the number of 
superpixels (was set to 300) and the compactness measure 
(was set to 7). The former corresponds to the maximum 
amount of superpixels to be extracted from the image, while 
the latter corresponds to the trade-off between proximity and 
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color-similarity. Compactness controls the shape and 
smoothness of the superpixels’ boundaries: with higher 
compactness they become smoother and the superpixels 
become more regular.  

The problem is that the straightforward application of 
superpixels does not provide a perfectly segmented floor. In 
order to overcome this difficulty, we have created an 
additional pipeline for image processing. First of all, we group 
pixels of a color image (Fig. 1a) into superpixels (Fig. 1b). In 
parallel, we transform RGB image into HSV color space and 
work with the saturation channel only (Fig. 1d), because it 
highlights changes between the room surfaces the most. Then, 
we obtain an edge map of the S-channel image (Fig. 1e). From 
the combination of the superpixels image and the edge map  

 

Fig. 1. The main steps of the classical pipeline. a) The input color image; 
b) the SLIC superpixels; c) the output clusterized image from the merged 
RAG; d) the saturation color channel; e) the image with highlighted edges; 
f) the RAG constructed from the superpixels and the edge map. 

we construct a region of adjacency graph (RAG), which has 
greater edge weights on the borders (Fig. 1f). Finally, we 
cluster the superpixels into groups using graph hierarchical 
merging algorithm (Fig. 1c). Some details of this pipelines are 
given below. 

RAG is an undirected weighted graph. Its vertices 
represent image areas (for example, superpixels), while its 
edges correspond to the connections between the adjacent 
regions [15]. RAGs give a spatial view of the images and are 
powerful tools for image processing if neighborhood 
relationships can be taken into account. In our case, images 
with emphasized edges (edge maps) are used to present this 
information. The Sobel gradient magnitude filter [16, 17] and 
the local binary pattern (LBP) feature map extraction [18] 
provides the most emphasized edges, so we used these two 
algorithms to construct the edge maps. 

We obtain the output image regions (Fig. 1c) by 
performing agglomerative hierarchical clustering with mean 
linkage until a threshold [19, 20].  As the appropriate threshold 
value highly depends on the image, we estimated it from the 
distribution of the graph edge weights. The threshold is a value 
which corresponds to a specific percentile (for example 80% 
as shown in Fig. 2). In this case, RAGs are associated with 
their unique threshold while merging.  

The graphs before and after the hierarchical merging are 
visualized in Fig. 3. The boundaries of image regions are also 
shown. These regions are the return segments, and one of them 
would be estimated as a floor. To decide which segment is the 
desired floor, we just take the biggest segment at the bottom 
of the image.  

  

Fig. 2. The distribution of the RAG edge weights. Vertical line shows the 
percentile value to estimate threshold for hierarchical merging.  

Fig. 3. The RAG before (left) and after (right) hierarchical merging. All 
nodes with the edge weight less than a threshold are merged together. Border 
of segments are shown in black.  

Since the classical approach is very sensitive to parameter 
tuning, we have run the classical pipeline several times with 
different model parameters, resulting in many segmentation 
masks. The adjusted settings included RGB and HSV images 
as the SLIC inputs; Sobel filtering and LBP rotation invariant 
edge extraction as methods for the edge detection; 75%, 80% 
and 85% percentile values for the threshold estimation. 

We add all binary masks together and if more than half of 
them are positive about a pixel, we label this pixel as true. 
Otherwise, we label it as false. As a result, we have a single 
binary segmentation mask.  

B. Deep Learning Pipeine 

There are many different DL architectures available for 
floor segmentation [6, 21-23]. We used two CNNs: light-
weight RefineNet [24] (see Fig. 4a) and FastFCN [25] with a 
joint pyramid upsampling (JPU) (see Fig. 4b). We used both 
CNN architectures with minimum changes, only the output 
layers were transformed to predict just 2 classes: floor and not 
a floor. 
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C. Post-processing: Texture Feature Analysis and Edge 
Refinement 

Masks predicted either by classical algorithms or by CNN 
may have Masks predicted either by classical algorithms or by 
CNN may have complicated boundaries, while the floor shape 
is usually more or less straight. Moreover, when adding many  

Fig. 4. The CNNs architectures used in the paper. a) The RefineNet 
architecture for semantic segmentation [23]. b) The FastFCN with a Joint 
Pyramid Upsampling (JPU) module and a multi-scale/global context module 
[24].  

Fig. 5. Post-processing based on the texture feature analysis. a) the input 
image; b) the classical pipeline output; c) the mask from the deep learning 
pipeline; d) the mask after post-processing. 

masks, instead of binary segmentation with two labels, we get 
determined areas (either a floor or not a floor) where pixels 
have the same label on each mask, and some undetermined 
regions where masks have opposite labels. Texture features 
may be really helpful for analyzing of indoor surfaces and for 
final classification of undetermined segments to a floor or not 
a floor.  

The whole image or its separate segments can be 
represented by features such as shape differences, texture 
differences, color or light fluctuations. The feature extraction 
algorithm provides fewer but more meaningful parameters to 
describe an image or  its parts.  

A wide range of algorithms for texture features extraction 
including statistical-based, transform-based, graph-based 
approaches and many other methods and their heirs are 
described in the literature [26]. In this study, we use a gray 
level co-occurrence matrix (GLCM) [27] which determines 
how often different pairs of pixels appear in an image. The 
GLCM expresses a matrix with a shape of image bitrates. 
From this matrix, one can extract features like ‘contrast’, 
‘dissimilarity’, ‘homogeneity’, ‘ASM’, ‘energy’ and 
‘correlation’ [27].  

Extracting GLCM features from different segments of the 
image makes it possible to calculate the Euclidean distance in 
multidimensional feature space from the undefined segment 
to the determined floor (or not a floor) segment (2). The 
dimensionality n  of feature vectors corresponding to the 
number of features are taken into account.  
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The post-processing part combines many segmentation 
masks obtained by different methods. The main purpose of 
this stage is the final classification of uncertain areas or blobs. 
Feature analysis resolves these uncertainties and makes more 
accurate prediction (see Fig.5).    

Finding blobs is done by analyzing contours of the masks. 
All uncertain blobs are linked to one of two (a floor or not a 
floor) determined areas by calculating the minimum distance 
in the feature space (2).   

Fig. 6. Full pipeline overview. Masks from ‘classical’ and DL branches are 
combined together and post-processed. 

D. Fusion Scheme 

Both classical and DL solutions failed in some cases. In 
order to additionally refine the quality of segmentation maps, 
we decided to build a fusion scheme shown in Fig 6.  

An RGB image is processed separately by the classical and 
the DL branches. The classical branch includes SLIC 
superpixeling, obtaining edge maps, RAG constructing and 
RAG hierarchical merging. These basic steps repeat with 
various parameters that provide many segmentation masks, 
that are summed together. The binary mask obtained by 
thresholding of the sum is the output mask from the classical 
branch.  

The DL branch consists of two neural networks and 
independently predicts segmentation masks for the input 
image. They are also added together. Finally, two outputs 
from the both branches are combined and the post-processing 

a)

b) 
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using texture feature analysis is implemented. A slight edge 
refinement is applied in the very end. 

III. EXPERIMENTS AND RESULTS 

A. Datasets 

We worked with several datasets. In order to train CNNs, 
we used 1449 images from NYUDv2 [28]; 10329 images from 
the SUN-RGB-D [29-31] and 8880 images from the SUN-
RGB-D with NYUD removed. The target dataset was a set of 
21 hand-labeled images acquired for evaluation purposes. 

B. Results 

To evaluate the results of segmentation we used 
Intersection over Union (IoU) [32]. The best result was 
achieved with merging of 3 masks (two from the neural 
networks and one summed mask from the classical pipeline) 
and applying the post-processing based on texture feature 
analysis in the end. All intermediate IoU values are shown in 
the table below.  

TABLE I.  THE RESULT EVALUATION 

Mask obtained with: IoU 
Classical branch 

Refinenet 

FastFCN 

Deep learning branch 

Classical + deep learning branches  

Full pipeline 

0.5442 

0.7837 

0.7893 

0.7939 

0.7977 

0.8013 

Fig. 7. Examples of segmentation masks obtained with classical pipeline, 
deep learning pipeline and as a result of their combination and post-
processing. a) Both classical and deep learning pipelines work well. b) 
Classical pipeline  outperforms the deep learning approach. c) Deep learning 
pipeline works better than the classical one. d) Both classical and deep 
learning pipelines work fine and post-processing makes an improvement. e) 

Both classical and deep learning pipelines work bad, post-processing is used. 
Color legend in the figure: dark blue is true positive, magentra is false 
positive, cian is false negative. 

Fig. 7 contains some examples of floor segmentation 
obtained with different setups. As expected, deep learning 
solution handles more challenging cases better than classical 
computer vision pipeline. However, for some images 
developed image analysis procedure provides quite 
competitive results or even outperforms CNN-based solution. 
This is explained by the size and quality of the training data, 
which is crucial for DL-based methods applied for typical 
computer vision tasks. Finally, the proposed post-processing 
step based on feature crafting allows refining the quality of 
segmentation maps. 

IV. CONCLUSIONS  
In this work, we analyzed the problem of room floor 

segmentation. We have applied both classical computer 
vision and deep learning techniques for this task. Firstly, we 
constructed a custom classical pipeline based on superpixels, 
region adjacency graphs, and graph hierarchical merging. 
Secondly, we picked two typical CNN architectures and 
compared their output predictions. Finally, we have built a 
fusion scheme to combine outputs from two branches and 
applied post-processing based on textural features analysis. It 
is clearly seen from the conducted experiments that the 
proper combination of computer vision methods always gives 
the best outcomes. In the future, we are planning to 
additionally improve the segmentation quality and to 
integrate the developed pipeline into a mobile application. 
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Abstract — Despite the importance of image assessment in 
the biomedical field (radiation diagnosis, otolaryngology, 
dentistry, pathology, etc.) there is no clearly defined unified 
image processing algorithm to date, the result of examination 
and interpretation of these images often depends on the 
physician's qualifications and experience. The purpose of our 
study was implementation of the computer vision system for 
evaluation of CT images for obtaining impersonal real data. 
Thus, in the course of the study, a number of medical goals 
were solved, which included the need to measure bone 
thickness on radiograms, tomograms, SCTs and other images. 
This is especially relevant for measuring the minimum 
thickness, as a thin bone can be easily damaged by a medical 
instrument during surgery (for example, damage to the upper 
wall of the maxillary sinus with damage to the orbit). The 
suggested method could be used for automated measurement 
of bone thickness of the walls of the paranasal sinuses. The 
obtained results can be implemented in the work of doctors in 
a number of specialties (therapists, radiologists, 
otolaryngologists, dentists, ophthalmologists, neurosurgeons) 
for study many biomedical images. 

Keywords— SCT, analysis, paranasal sinuses, bone 
thickness, automated image.  

I. INTRODUCTION 
Despite the importance of image assessment in the 

biomedical field (radiation diagnosis, otolaryngology, 
dentistry, pathology, etc.[1,2,3]), there is no clearly defined 
unified image processing algorithm to date, the result of 
examination and interpretation of these images often depends 
on the physician's qualifications and experience. Single 
attempts to unify image assessment algorithms did not bring 
the desired result [4,5]. 

The use of traditional measurement methods, such as 
measuring instruments, is impossible because the image can 
be scaled up or down. In addition, the size of the image is 
highly dependent on the resolution of the screen or printer. 
Measuring the thickness of the screen in pixels is not very 
informative for the doctor, and the conversion of pixels in 
millimeters requires knowledge of the resolution of the 
screen (printer), mathematical operations and is associated 
with the possibility of an error [6,7]. 

Otolaryngology is one of the medical fields where 
determination of the correct algorithm for imaging is of 
paramount importance. Determining the individual 
anatomical structure of the paranasal sinuses is a major 
challenge for doctors of various specialties 
(otolaryngologists, dentists, plastic surgeons, neurosurgeons 
and ophthalmologists (in terms of the risk of intracranial and 
intraorbital spread of the inflammatory process) as in many 
other biomedical research [8,9]. 

It should be noted that today the number of diseases of 
the upper respiratory tract, in particular rhinosinusitis - 
inflammatory processes of the paranasal sinuses, is 
constantly increasing. There is a tendency towards an 
increase in the proportion of chronicity of acute 
rhinosinusitis. Today spiral computed tomography is the 
“gold standard” for diagnosing rhinosinusitis [10]. This 
method of research helps to examine, as precisely as 
possible, in vivo, non-invasively the features of the structure 
of PNS, to determine the presence or absence of 
inflammatory or other pathological changes in this area. At 
the same time, the study of the thickness of the walls of the 
PNS causes a number of technical problems, in particular the 
correct choice of examination points, which of the criteria 
should be preferred - the maximum thickness or minimum 
one and how to measure correctly and get an accurate and 
reliable result [11].  

Considering the above, the purpose of our study was 
implementation of the computer vision system for evaluation 
of CT images for obtaining impersonal real data. 

II. MATERIALS AND METHODS 
Spiral computer tomograms of 5 subjects of different sex 

aged 25-45 without any signs of ENT abnormalities who 
underwent SCT examination due to reasons not associated 
with ENT diseases (suspected stroke which was not 
confirmed). All the patients agreed to participate in the study. 
The patients were also examined by an otolaryngologist for 
final exclusion of ENT abnormalities. SCT findings are 
described by a radiologist. 

This study was performed on a ToshibaAquilion-64 high 
performance CT scanner with technical characteristics 
specifically designed to better visualize bodily structures. 
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The wide aperture of the unit (70 cm) and automatic 
correction of radiation dose depending on the patient's 
weight and the scanning area in combination with a high 
speed of reconstruction provide great opportunities for 
clinical research [12]. 

We have proposed a method for automated measurement 
of bone thickness on images. The method is based on the use 
of machine vision systems [13]. The software analyzes the 
contour of the image, measures the thickness of the image, 
denoting bone tissue, setting the size of the image in typical 
places. If an element of a predetermined size is present in the 
image, an automatic conversion to millimeters or other units 
is performed. 

TABLE I.  DISTRIBUTION OF PATIENTS BY GENDER, AGE 

Patient order 
number  

Age Gender 

1. 40 F 
2. 27 F 
3. 38 M 
4. 25 F 
5. 40 F 

 

III. RESULTS AND DISCUSSION 
Typically, DICOM is used to view images. There are 

many kinds of software for viewing images in this format, 
for example, Dicom Viewer, Dicom File Viewer, Radiant 
Dicom Viewer, MictroDicom. Some of them have tools for 
measuring objects in images, some do not, but in any case, 
measurements are done manually, which is time-consuming. 
In addition, all manual operations are associated with 
“human factor” risks. The physician may do mistakes by 
incorrectly measuring the size of the object, in particular, the 
thickness of the bone; incorrectly select the image scale, fail 
to notice the area where the bone thickness is small. Getting 
familiar with software also requires spending time on an 
auxiliary specialty, rather than on improving medical 
qualification. 

Thus, there is a need to automate the process of finding 
areas of minimum bone thickness and its measurement. 

The first part of the task does not present much difficulty. 
Radiograms and SCT images are usually black and white, 
with clear contours of soft tissues and bones. Color 
brightness characterizes densitometric indices of the 
material. So, according to the Hounsfield scale, soft tissues 
have +40 units and bones +400 or higher. In the images, soft 
tissues look like dull areas and the bones are bright white 
ones. The boundary between the regions is clear. 

Threshold gain operations can convert images into fully 
black and white without halftone. In this case, the dull areas 
will become black and blend with the background, and bright 
on the contrary, will become white and will have even 
clearer outlines. 

The following operation is aimed at removing the so-
called “noise” - random spots, irregularities, blurriness and 
inscriptions on the image. It is done by overlaying a filter 
based on the Gaussian function. 

 
2

2

2
)(

)( с

bx

aexg
−−

=  (1) 

where a, b, c parameters are arbitrary real numbers. As 
part of this study, they were selected experimentally. 

After Gaussian blur, the image becomes convenient to 
search first, the bone itself, and secondly, areas where the 
thickness of the bones is minimal. 

Finding an area that shows a bone is not difficult. White 
pixel color means bone, black means background or soft 
tissue. 

Finding areas of minimum thickness does not present 
difficulties. It is done by sequentially bypassing pixels, 
constructing segments, accumulating them in an array, and 
finding the minimum values of the array. 

In this study, the search was performed only on an array 
of horizontal segments. This method is acceptable for thin 
bones, but can produce inaccurate results on bones of 
considerable thickness. In the future, the method will be 
supplemented. 

Finding areas of minimum thickness is a bit trickier. It is 
done by sequentially bypassing pixels, constructing 
segments, accumulating them in an array, and finding the 
minimum values of the array. 

The values found are displayed on the primary image as a 
segment and a digital value of the bone thickness in the area. 

The thickness is measured in pixels. To convert the 
thickness into millimeters or other units, a calibration 
segment of a known length is used. In this study, the segment 
was 25 mm long and was marked green in the upper left 
portion of the image. The search for the plotted segment was 
performed in the same way as the above algorithm, except 
that instead of white, the software searched for pixels in a 
certain range, from dark green to light green. 

 

Fig. 1. An exanple of the measured thickness of the wall of skull  

The found segment was automatically marked with a 
successful search tick - a yellow circle. If the segment could 
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not be found, the message “Cannot recognize measure” was 
displayed. 

Counting the number of pixels per segment helps easily 
find the scale factor and convert the resulting bone thickness 
values from pixels to millimeters or other units. 

 

Fig. 2. An exanple of the measured thickness of the wall of skull  

 

Fig. 3. An example of image with an existing object for calibration. 

The technology is being tested. If successful, it is planned 
to improve technology, in particular, to improve 
measurement accuracy, as well as to evaluate the 
densitometric characteristics of bone, in particular, its 
density. 

 

Fig. 4. The original image has been traslated to HSV format 

The image does not have a calibration object, so the 
thickness is measured in pixels. 

The units of measure (pixels) and the warning of the 
absence of the object to be calibrated are displayed. 

 

Fig. 5. Color image converted to the grayscale 

For the calibration, we used a green line of a known 
length (25 mm), which is visible in the upper left corner of 
the image. The line is surrounded by a yellow circle, which 
indicates the successful automatic recognition of the item for 
calibration. The thickness of the bones is shown in 
millimeters. Conversion into millimeter is also fully 
automatic. 

Thus, in the course of the study, a number of medical 
goals were solved, which included the need to measure bone 
thickness on radiograms, tomograms, SCTs and other 
images. This is especially relevant for measuring the 
minimum thickness, as a thin bone can be easily damaged by 
a medical instrument during surgery (for example, damage to 
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the upper wall of the maxillary sinus with damage to the 
orbit). 

 

Fig. 6. The image was blured using a Gaussian filter 

 

Fig. 7. The image was converted to black and white with a brightness 
threshold of 130 units. All pixels with less brightness appeared in black, all 
higher pixels turned to white. 

Automated image analysis methods are becoming more 
and more important to extract and quantify image features in 
microscopy-based biomedical studies [14,15,8,16] and in 
anthropometry also [17], research of new material [18]. 
Work with images is important mathematical problem often 
[19,20]. 

It should be noted that this study is not the first one. To 
date, the Global Osteitis Scale is known, where researchers 
pay specific attention to the minimum size and, based on the 
data obtained, classify the sinuses according to the severity 
of the destructive changes in the walls of the PNS. However, 
it is not always possible to determine the minimum thickness 
correctly, and additional measurements will inevitably be 

associated with spending more time consulting and 
investigating PNCs [21]. 

 

Fig. 8. The image was cleared from noise and noisy components 

 

Fig.9 The results of restoring the Gaussian blur function. 

Figure 9 showing the results of restoring the Gaussian 
blur function. Example 9 using the total variation model for 
different ðu tv Þ, mean curvature u mc ð Þ and the fractional 
model for different u f.  

It is clear from the cross section images (g)-(l) that tv 
does not achieve very good results for this smooth function, 
as expected.  

Competition between mean curvature and the fractional 
model is close but the numerical results P u mc ð Þ ¼ 26:32 
and P u 1:3 f ¼ 26:69 demonstrate that the fractional model 
outperforms mc. (a) True image. (b) Received image z. (c) u 
10 À3 tv. (d) u 10 À6 tv. (e) u mc. (f) u 1:3 f. (g) True 
Image. (h) Received Image z. (i) u 10 À3 tv. (j) u 10 À6 tv. 
(k) u mc. (l) u 1:3 f .  
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Gaussian blur is widely used for image processing for a 
variety of purposes. For example, in "A new image 
deconvolution method with fractional regularization" [21]. 

It should be noted that this study is not the first one. To 
date, the Global Osteitis Scale is known, where researchers 
pay specific attention to the minimum size and, based on the 
data obtained, classify the sinuses according to the severity 
of the destructive changes in the walls of the PNS. However, 
it is not always possible to determine the minimum thickness 
correctly, and additional measurements will inevitably be 
associated with spending more time consulting and 
investigating PNCs [22]. It is the thickness of the bone that 
determines the features of the course of the inflammatory 
process in the paranasal sinuses, allowing to calculate 
precisely the likelihood of the spread of inflammation to 
adjacent anatomical areas (brain or orbit) with the 
development of complications. The thickness of the lower 
wall of the maxillary sinus is of great importance in dentistry 
during dental implantation, because it helps to properly dose 
the load during the performed procedure and prevent the 
development of odontogenic maxillary sinusitis. During 
otolaryngological surgeries, knowledge of bone thickness 
will be useful to prevent iatrogenic complications of 
operations associated with the accidental destruction of the 
wall of the PNS. 

In addition, the method of calculating the uncertainty of 
the thickness of the bone was used, showing the values of all 
indicators reliable for the given value. Despite its accuracy, 
this method has some drawbacks. First of all, it requires a 
considerable amount of time, which greatly complicates the 
work of a doctor, especially in the present time, in the 
conditions of staff load and a large number of patients. 

CONCLUSION 
The suggested method could be used for automated 

measurement of bone thickness of the walls of the paranasal 
sinuses. The obtained results can be implemented in the work 
of doctors in a number of specialties (therapists, radiologists, 
otolaryngologists, dentists, ophthalmologists, neurosurgeons) 
for study many biomedical images. 
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Örebro, Sweden

andrii.dmytryshyn@oru.se

Abstract—Machine learning models are now widely used in
a variety of tasks. However, they are vulnerable to adversarial
perturbations. These are slight, intentionally worst-case, modi-
fications to input that change the model’s prediction with high
confidence, without causing a human eye to spot a difference
from real samples. The detection of adversarial samples is an
open problem. In this work, we explore a novel method towards
adversarial image detection with linear algebra approach. This
method is built on a comparison of distances to the centroids
for a given point and its neighbors. The method of adversarial
examples detection is explained theoretically, and the numerical
experiments are done to illustrate the approach.

Index Terms—adversarial learning, autoencoder, artificial neu-
ral network

I. INTRODUCTION

In recent years, machine learning and, in particular, deep
learning (DL) models have improved their performance in
various tasks, e.g., image classification, speech recognition,
natural language processing. However, even the state-of-the-
art models are vulnerable to so called adversarial perturbations.
These perturbations aren’t visible for a human eye but, applied
to a correctly classified sample, lead to misclassification of the
sample [1]–[5]. Obviously, such an issue may cause serious
consequences in the applications where safety and security are
priority, for example, autonomous driving and medical image
processing.

There have been recent attempts to explain this phe-
nomenon, see e.g., [1], but a consistent theory is still missing.

In this paper, we propose a new approach to adversarial
image detection based on linear algebra methods. Our ap-
proach relies on the assumption, that an adversarial pertur-
bation pushes a sample away from a manifold, where the
correctly classified samples are concentrated. This allows us to
use distributions of certain distances for detecting adversarial
samples.

II. BACKGROUND

We provide some basic background on machine learning,
Generative Adversarial Networks (GAN), and autoencoders.

A. Deep Learning Classifiers

A deep learning classifier can be expressed as a mapping
F (x; θc) : RD → RC, where RD is the input space, RC is
the space of all the classes, and θc is a vector of trainable

Galyna Kriukova is grateful to the Charity Foundation “Believe in Yourself”
for financing her sabbatical.

parameters. In this work we use neural networks with sigmoid
output layer. For a given input x a predicted label is either 0
or 1, and is denoted by ŷ = argmaxi∈[0;1] F (x; θc)i, where
F (x; θc) = sigmoid(θc ·x+ bc) is a vector output from neural
network bounded by 0 and 1. Common training objective in
this setting is to minimize the binary cross-entropy (BCE) loss,
defined as:

LBCE(x, y) = −y logF (x; θc)− (1− y) log(1− F (x; θc))

for a single input pair (x, y).

B. Adversarial Networks

Originally adversarial neural networks were represented as
a multilayer perceptrons [6] that were composed from two
parts: Generator network G(z; θg) which is a differentiable
function with parameters θg that learns the mapping from input
noise variable padv(z) to data space, and a discriminator (i.e.,
a deep learning classifier) network D(x; θd) with parameters
θd that represents the probability of input x coming from
real distribution rather than adversarial sample distribution. In
general we are aiming to maximize correct classification of
training and generated samples for discriminator network and
simultaneously minimize log(1−D(G(z; θg); θd)):

min
G

max
D

V (G,D) = Ex∼pdata(x)[logD(x; θd)]+

Ez∼padv(z)[log(1−D(G(z; θg); θd))]

given V (G,D) as a value function of a two-player minimax
game.

In 2016 Radford, Metz, and Chintala [7] introduced an
extension of GAN described above, known as Deep Convo-
lutional Generative Adversarial Network (DCGAN). DCGAN
consists of a discriminator network, made of stridden convo-
lutional layers, batch normalization layers, and LeakyReLU
activations; as well as a generator network, comprised of
convolutional-transpose layers, batch normalization layers, and
ReLU activations.

C. Autoencoders

An autoencoder is a type of neural network that aims to copy
its input to its output. The network is composed of two parts:
an encoder function h = Enc(x; θenc) and a decoder function
that performs reconstruction r = Dec(h; θdec). Autoencoders
are designed to copy an input approximately, meaning the
model is forced to prioritize which aspects of the input should
be copied, it often learns useful properties of data [8].

978-1-7281-3214-3/20/$31.00 ©2020 IEEE 227



Fig. 1. Sample images from real MNIST (1st row) and CelebA (3rd row) datasets and adversarial images for these datasets (2nd and 4th rows respectively)
generated by DCGAN for 10 epochs.

L(x,Dec(Enc(x; θenc); θdec))

= min
x
||x−Dec(Enc(x; θenc); θdec)||2

given L a loss function penalizing Dec(Enc(x; θenc); θdec)
being dissimilar from input x.

III. METHODS

Many learning algorithms exploit the idea that data concen-
trates around a low dimensional manifold. In the following
method, we use geometrical characteristics of such a manifold
for detecting adversarial examples.

We make the following assumptions on our data:
(a) Data points belong to a smooth manifold;
(b) For every point on this manifold (data point or not), the

centroid of its k nearest neighbors (KNN) is approxi-
mately at the same distance from this point;

(c) For a point that does not belong to the manifold the
set of its KNN coincides with the set of KNN of its
projection on the manifold.

We suggest a method for detecting adversarial examples by
comparing the distances to the centroids for a given point and
its KNN. This method is base on the following theoretical
justification.

Let x be a point outside of a given manifold, and Mx be the
centroid of its k nearest neighbors. For the Euclidean distance
we have

(Mxx)
2 = (xPrx)

2 + (PrxMx)
2,

where Prx is the projection of x on the manifold.

From our assumption (c) we have that if Mx is a centroid
for KNN of x then Mx is also a centroid for KNN of
Prx. Combining this with the assumption (b) we have that
PrxMx = M ′x′x′, for any points x′ and its KNN’s centroid
M ′x′ . Therefore (Mxx)

2 = (xPrx)
2 + (M ′x′x′)2.

Now since X is outside of our manifold we have xPrx > 0
and thus Mxx > M ′x′x′. Moreover,

xPrx =
√
(Mxx)2 − (M ′x′x′)2.

Therefore we may use the following statement as a criterion
if a given example is adversarial or not:

For every point outside of a given (differential) manifold
and large enough integer k, the distance to the centroid of its
k nearest neighbors is significantly larger than the distance
from a point on this manifold to the centroid of its k nearest
neighbors.

Obtaining similar theoretical results with relaxed conditions
(a)–(c) is a part of our future work.

The above theory results in the following method for detect-
ing adversarial examples. For a given image x we find the set
of its nearest neighbors. Then for this set, we find the centroid
point Mx and the distance Mxx. We do the same for each
neighbor-image from selected set of neighbour images, result-
ing in the distance distribution of neighbor images to their
neighbor-sets centroids. These distances suggest us whether
the input image x is adversarial or not. This procedure for
our experiments is described in more details in the following
section, see also Algorithm 1.

Adversarial images are generated using DCGAN introduced
in Section II-B. The dimensionality of the images is reduced
using autoencoders, see Section II-C for the definition.
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Fig. 2. Distance distribution to centroid for KNN (K = 20) of input images xi scaled by the distance Mxixi (where Mxi is a centroid point of KNN of xi)
averaged after 1000 experiments. The experiments are performed for the both real and adversarial samples

IV. EXPERIMENTS

In this section we present the results of our experiments.
We start by describing how the experiments were performed.

For the experiments we took MNIST (60000 images) [9]
and CelebA (200000 images) [10] datasets. The pixel values
of images were scaled to be in the range of [−1.0, 1.0]. Given
this data, we have generated 10000 adversarial images both
for MNIST and CelebA data using DCGAN introduced in
Section II-B. Few samples of the generated adversarial images
for both MNIST and CelebA datasets are presented in Fig. 1.

In order to reduce the dimensionality and keep the key
features of the images, we use autoencoders trained on real
images. To be exact, in the first experiment, we reduce
dimensions of an MNIST sample image from 1 × 28 × 28
to 8 × 4 × 4 and then flatten it to obtain a 128-dimensional
vector. In the second experiment, we reduce each input CelebA
image from 3×218×178 to 8×4×4 and flatten it like in the
previous experiment. After obtaining 128-dimensional vectors,
we proceed as described in the following paragraph, all these
steps are also formalized in Algorithm 1.

We start by finding neighbouring images of a given image x.
For this purpose, we have tried to use both the Euclidean dis-
tance and cosine similarity, resulting in almost the same arrays
of neighbors. We denote this array of neighbours by Sx, and
sort its entries by the distance to x, starting from the nearest
image. For Sx we calculate the coordinates of the centroid
point Mx and the corresponding Mxx distance. Our next step
is to perform the same actions for each entry of the array Sx,
resulting in the distance distribution of neighbor-images to the
centroid of their neighbor-arrays. These distances give us an
evidence whether the input image x is adversarial or not.

In practice, for each of our datasets, we have randomly
selected 1000 samples xi of both real and adversarial images,
and perform Algorithm 1 for each of them. Therefore, for
each xi, we obtain the distance Mxixi and the distribution
array Mdistri . We divide each value from the distribution
array Mdistri by the distance Mxi

xi. Each of the elements
of the resulting scaled array can be interpreted as a fraction

Algorithm 1 comparing the distances to the centroids for a
given point x and its KNN
Input: sample image x
Output: Mxx, distance distribution

Initialisation : Mdistr empty array
Sx ← search for neighbours of x
Mx ← centroid point of obtained set Sx

Mxx← distance between x and Mx

for si from set Sx do
Si ← search for neighbours of si
Msi ← centroid point of obtained set Si

Msisi ← distance between Msi and si
Mdistr[i]←Msisi

end for
return Mxx , Mdistr

of the distance Mxi
xi but we also call them scaled distances.

This scaling allows us to compare the results for different xi,
in particular, for adversarial versus real images. Our results
are presented in Fig. 2. The two plots in Fig. 2 show that
in all the cases the fractions of the corresponding Mxixi for
an adversarial sample xi (orange bar plots) are significantly
smaller than the fractions of Mxj

xj for a real sample xj (blue
bar plots). For the MNIST dataset, the difference is about
20% - 25% and for CelebA data around, it is about 15%.
Slightly different percentages for MNIST and CelebA data
can be explained by the nature of images as follows. MNIST
images are greyscaled and thus they have much lower variance
in pixel values comparing to images taken from CelebA data.

In summary, our experiments show that for both MNIST
and CelebA images, real samples are concentrated around
the same manifold while the adversarial samples are pushed
further away from this manifold. These results may be seen as
a justification of our method and as a supporting argument for
the assumptions (a)–(c) made on the data, see Methods III.
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V. RELATED WORK

Investigation of adversarial perturbations is one of the most
active areas of deep learning research. A fundamental under-
standing of both the adversarial attacks and defenses is crucial
and has already resulted in a large number of publications.

Here we list just a few, most relevant results on the detection
of adversarial examples. In [11] and [12] the authors show that
adversarial examples are not drawn from the same distribution
as the original data, and can thus be detected using statistical
tests. The dimensional properties of adversarial regions are
characterized in [13] using so-called Local Intrinsic Dimen-
sionality. In [14] the authors propose to use the knowledge
extracted from a deep neural neetwork to improve its resilience
to adversarial samples.

Unfortunately, the defense strategies are typically not suc-
cessful if an attacker is allowed to modify the attack algorithm
using the information about the defense mechanism of a
particular network, see e.g., [15] and [16]. This results in a
large number of open problems and a need for further research.

VI. CONCLUSION

In this paper, we present a method of detecting adversarial
examples. To be exact, we compare the distance from a
given example to a centroid of its nearest neighbors with
the distribution of the distances from these neighbors to the
centroids of their neighbors. For an adversarial example, such
a distance is much larger than the corresponding distances for
its neighbors while for a real example it is not.

The presented method is a step towards a better understand-
ing of adversarial examples using the geometrical properties
of data. We hope that such geometrical methods can make
a significant contribution to our ability of detecting adver-
sarial examples. Moreover, we expect the methods based on
geometrical properties to be effective in the cases where the
architecture-based-methods fail. Thus there is a good potential
that combining both these types of methods will create a
powerful tool for detection of adversarial examples.

Another argument in favor of the methods based on the
geometry of the data is that adversarial examples seem to be
generalizable across different models, see e.g., [4] and [17].
Therefore methods based on the geometry of the data may
be more universal but also more dependent on the available
training data.

In the manuscript we consider common Euclidian linear
vector space for explanations, whereas the approach may be
modified for kernel methods as well.

As a part of our future research we plan to test our method
on the sets of adversarial examples that are generated in
different ways [18] as well as on natural adversarial examples
[19].
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Abstract—We describe a development of a custom OCR system,
which is designed specifically for a linguistic analysis of texts
printed during the early modern period. This analysis requires
precise detection of individual graphemes, and we, therefore,
could not apply standard approaches that transcribe whole lines
in an end-to-end fashion. We also describe our use of synthetically
generated images, which allow us to avoid manual annotation of
a large training set.
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I. OVERVIEW

Optical Character Recognition (OCR) is nowadays consid-
ered a solved problem with very little space for innovation
[1]. Still, some applications have very specific requirements
for which custom solutions are needed. Here, we focus on
a problem arising in a linguistic analysis of printed texts
from the early modern period (1500-1750). The solution to
this problem must include a precise detection of graphemes
because the analysis will deal with relative sizes of printed
graphemes and spaces between them as described in the next
section. Because we have not found an open-source system
which would fulfill our requirements, we decided to design
the system by ourselves. It follows a two-stage pipeline. The
first stage is based on a state-of-the-art model for object
detection to detect individual graphemes and in the second
stage, individual graphemes are recognized using bidirectional
LSTM [2] which recognizes every grapheme in a context in
which it appears. We solve these two stages separately. After
training the grapheme detection model, we use it to detect
thousands of instances of generic graphemes which we cut-
out and cluster using a simple K-means algorithm. We then
label these clusters and use them to pre-label training examples
for the recognition model.

As annotating bounding boxes for individual graphemes
can be a tedious task, we wanted to avoid as much of
manual annotation as possible. For this purpose, we synthesize
artificial examples of printed pages which help us to bootstrap
a labeling process with a model pre-trained on these examples.
Our methodology follows a simple principle where we train
a weaker method requiring few training examples to pre-label
training data for a stronger method. In this contribution, we
describe the whole pipeline of our solution. We believe that it
contains ideas which can generalize to similar problems.

II. MOTIVATION AND PROBLEM STATEMENT

The approach presented in this paper is motivated by needs
that have emerged in linguistics focused on the development
of the Czech orthographic system. Specifically, Voit [3] intro-
duced new explanation of the usage of orthographic variations
(such as ”uo” ∼ ”ů” / ”ú”, ”ie” ∼ ”ij” ∼ ”j” ) in 16th
century. He claims that the usage of either singlegraphic or
digraphic grapheme was caused by pragmatic factors related
to typesetting praxis. According to him, a typesetter was forced
to fulfill the following requirements: 1) to align the right
edge of the text, 2) to avoid splitting of words at the end
of the line. In other words, an option to use either longer or
shorter realizations of the grapheme was a tool for dilation or
compression of text in the line.

This explanation offers setting up several empirically
testable hypotheses. For instance, ”the higher the number of
types in the line, the higher probability of occurrence of
digraphic grapheme” or ”the higher the number of types in
the line, the lower the number of spaces in the line”. Testing
of hypotheses of this kind must be performed on a large
sample of original texts. Further, proper testing needs careful
operalization, which is not a trivial task in this case. For
instance, a width of both the grapheme and space must be
determined unambiguously. To our knowledge, up to now, only
in [4], the problem had been analyzed empirically. However,
they used the sample consisting of only four texts which were
transcribed and annotated manually. The lack of adequately
processed documents is the main obstacle for a thorough
analysis of this phenomenon, and this could be solved by
automatization of the annotation process.

In other words, we want to prepare an annotated dataset (to-
gether with the annotation tool) for further linguistic analysis.
This analysis should confirm or disprove the hypothesis that
changes in written Czech language were driven by technolog-
ical limitations and needs in typesetting practice.

III. DESCRIPTION OF THE DATA

In this section, we briefly describe our data and their
specifics. We are working with scanned printed documents
mainly from the second half of the 17th century. They were
printed in different Czech cities (Praha, Litomyšl, Olomouc,
etc.). Not all of the documents are clearly readable - few pages
are torn, or the text is faded out. Also, the typeset is very spe-
cific and different from contemporary documents. Even Czech
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native speakers are not able to fluently read such texts if they
are not trained. In figures 1,2,3 we present a few examples that
point out some problematic areas in our dataset. Our dataset
contains hundreds of scanned documents without annotations.
We also dispose of dozens of transcriptions containing similar
language, which we leverage when training the classification
model, as described in section VIII.

Fig. 1: Altough these text are from approximately the same
period, they contain different typesets.

Fig. 2: Character difficulties. a) Ligatures, i.e. two or more
characters printed as one. b) Some glyphs are hard to read
and distinguish when the context is unknown.

IV. OUTLINE OF OUR PIPELINE

As most of OCR systems in use [5]–[8], we developed a
pipelined system in which we solve individual steps indepen-
dently of others. On a high level, we rotate each document
so that lines are horizontally oriented, then we detect all
graphemes in a given document, and finally, we classify each
grapheme in the context of the text it appears in. The schematic
representation of this process is depicted in figure 4. Most
of modern OCR systems do not work by detecting individual
graphemes but transcribe whole lines in an end-to-end fashion.
This approach has the benefit that it does not require annotated

Fig. 3: Difficult pages. a) Some documents are damaged (for
example folded or torn) or the qaulity of scan is low. b) Page
containing an image and faded graphemes of different size.

bounding boxes. In our case, obtaining these bounding boxes
is necessary, so we decided to split the pipeline to grapheme
detection stage and grapheme classification stage. We could
have also tried to classify and detect the graphemes in parallel,
as it is usually done in object detection. By doing so, we would
miss the opportunity to incorporate the structure of the text
into the classification. The detection network would classify
the grapheme as a patch in the image, instead of a grapheme
in the sequence of graphemes. The second minor benefit of
separating these two stages is the fact that we do not need to
annotate the class of every bounding box, as will be described
in section VIII. To obtain a final version of our system, we rely
heavily on synthetic data and other tricks which allow us to
avoid as much manual annotation as possible. Here follows a
description of all the steps we execute during the construction
of our system:
Alignment part

1) Train a neural network NN-rot (VGG-11) to regress
angles of rotated images.

2) Use NN-rot to straighten all images in the dataset.
Detection part

3) Annotate bounding boxes around graphemes in 3 ran-
dom pages.

4) Use the annotated graphemes to generate a large training
set of synthetic images.

5) Pre-train a neural network NN-det to detect graphemes
in synthetic images.

6) Fine-tune NN-det on the 3 annotated real images.
7) Pre-label 6 new pages with NN-det and correct wrong

detections to enlarge the annotated set.
8) Repeat steps 4-7 two more times to increase the vari-

ability of the dataset and to obtain an accurate detection
model.

Classification part
9) Detect few thousands of graphemes in still unlabeled

images using NN-det trained in previous steps.
10) Cut out the detected graphemes and train an autoencoder

to obtain low-dimensional representations for every
grapheme.
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Fig. 4: A schematic representation of the pipeline used for every new image. The system first alignes the page according to a
predicted angle from NN-rot; next it detects all graphems on the page with NN-det; these graphemes are parsed into a sequence
which is finally classified by NN-class

11) Cluster the graphemes using K-means based on the
representation from the autoencoder.

12) Create a labeled dataset of graphemes by manually
labeling the clusters and deleting incorrectly assigned
graphemes.

13) Use available transcriptions of texts from the same
period containing the same language to generate training
sequences of cut-out graphemes.

14) Train a convolutional bi-LSTM NN-class to classify
each grapheme in the context of other graphemes using
training examples from step 13.

By following these steps, we avoid manual labeling of
hundreds of pages. Their details will be described in the
subsequent section. At the end, we use NN-rot, NN-det, and
NN-class for every new image.

V. PAGE ALIGNMENT

The scanned documents in our dataset were not always
aligned, and therefore, individual lines were not aligned hori-
zontally. Page alignment is a part of all OCR systems because
when the letters are aligned, the subsequent recognition model
does not need to learn rotation invariance. We decided to train
a neural network to predict the angles from cropped patches
of the image. Fortunately, obtaining a labeled dataset for this
task does not require a lot of manual effort. We manually
aligned 30 pages, and these aligned images are then rotated by
a random angle from an interval -15 to +15 degrees, quantized
to increments of 0.5. Subsequently, crops are taken from
these rotated images, and the rotation angle is saved as their
target label. We train a convolutional network with ResNet-18
backbone [9] to predict these angles, and for every new image,
we average predictions from crops taken from it. We achieve
nearly perfect accuracy (∼98%) with this approach.

VI. SYNTHETIC DATA AND DOMAIN KNOWLEDGE

One of the biggest drawbacks of data-driven approaches
for problem-solving is that they often need a lot of labeled
examples to be trained on. To avoid this problem and save a
lot of manual annotation, we decided to use synthetic data,
which we generate using our understanding of the problem
domain. Synthetic data has been recently used in all kinds
of domains of Computer Vision and Machine Learning in

general [10]–[13], and their use in OCR for modern print
marks one of their first successful use-case [14]. The main
pitfall of using synthetic datasets to train systems for real data
is that the training distribution may be very different from
the testing distribution because, in some domains, it may not
be trivial to synthesize realistic examples (e.g., synthesizing
realistic images of human faces). OCR for modern print was
a successful use-case mainly because it is possible to create
highly realistic synthetic examples using known fonts and
simple image distortions and noise. Creating realistic examples
of old prints is more involved because the variability of the
appearance of graphemes is larger due to all kinds of problems
arising during the printing process (e.g., leakage of ink) and
degradation of documents after long periods. Examples of such
problems can be seen in figures 2 and 3.

After a visual inspection of many real documents, we model
the realism and variability of the page as closely as possible.
For this, we use cut-out examples of various graphemes 1

with background removed and documents containing blank
pages. We generate each page by sampling random words from
which we create whole lines and place them to an empty page.
On each grapheme, we apply a random set of augmentations
simulating fading of the ink, elastic distortion, and various
kinds of noises and scratches. To gain the variability in the
background, we also apply similar augmentations on the few
blank pages we had at our disposal. Also, many documents
contained random drops of ink, which could be possibly
mistaken for a grapheme, and therefore we add such drops
to the background at random positions. An example of a such
generated page can be seen in figure 5. For our experiments,
we created 300 synthetic pages together with ground truth
bounding boxes for every grapheme.

VII. GLYPH DETECTION

As described in section IV, we first detect all graphemes as
one generic class, then we parse the segmented graphemes to
a sequence of these graphemes, and finally, we classify each
grapheme using a sequence-based model. For the detection of
generic graphemes, we use a state-of-the-art model for object

1Synthetic data described in this section are used only to detect generic
graphemes, i.e., to detect a grapheme without classifying it into a class.
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Fig. 5: An example of a crop from artificially generated page.
We used different grapheme and background augmentations to
add variability.

detection called RetinaNet [15], which we slightly modify to
suit our task. Object detection models are usually categorized
into one-stage and two-stage methods. As the names suggest,
one-stage methods classify and detect objects in one stage,
whereas two-stage methods first propose a candidate bounding
boxes, which are then refined and classified in the second
stage. One-stage methods are usually faster but less precise
due to the imbalance of positive and negative bounding box
proposals. RetinaNet solves this short-coming of one-stage
methods by using special loss function called Focal Loss [15],
which takes this imbalance into account. Therefore RetinaNet
is a fast and accurate architecture for object detection.

Most of the time, models for object detection use pre-trained
backbones (feature extractors) trained on big classification
datasets such as ImageNet [16]. These backbones extract
already useful features that can be leveraged by subsequent
layers in the network. The pre-trained backbone is most useful
when the pre-training domain is similar to the target domain.
In our case, the images of scanned printed documents are
very different from photographs capturing random objects, and
therefore we do not use a pre-trained backbone but train it from
scratch on our synthetic dataset.

As most of the one-stage detectors, RetinaNet uses anchors
when detecting individual objects. During detection, the image
is divided into a grid of rectangular cells, and inside each
cell, multiple anchors of predefined sizes and proportions are
used to detect possible objects. The final bounding box is
being regressed from each such anchor and classified as a
particular class or as a background. Setting up the sizes and
ratios correctly is an important step. It, for example, does not
make sense to have anchors large in size if we know that there
won’t be large objects within any image. We, therefore, take
special care to set up these sizes and ratios so that they cover
the sizes of graphemes in our dataset. For a more complete
overview of current methods in object detection see [17].

Also, we wanted to retain the resolution of images as high
as possible, and so we cut the whole page into overlapping
patches of size 256x256 px and process each patch separately.
After the system processes all patches from an image, we
merge all boundary boxes in a post-processing stage. We train
the detection model on 300 synthetically generated pages, and

TABLE I: Comparison of average precision (AP) and Focal
loss between the same model (RetinaNet) trained with and
without syntetic images.

Training Data AP Focal Loss

With synthetic data 0.3110 1.143

Without synthetic data 0.03767 2.181

then we fine-tune it on three real and manually labeled pages.
This model already produces quite precise bounding boxes, so
we use it to pre-label six more pages in which we manually
correct wrong predictions. We then enlarge the training set of
synthetic and real images using these newly labeled pages.
We repeat this process two times and thus acquire a model of
satisfying accuracy. In table I, we compare average precision
and Focal loss between the same model trained with and
without synthetic images created from three annotated pages.
As these metrics are not easily interpretable, we show a visual
example in figure 6.

Fig. 6: A visual example of a quality of detection after the first
round using only 3 annotated images. The top image shows
results from a model trained on synthetic images and fine-
tuned on the 3 annotated images. The bottom image shows
results from a model trained only on the 3 annotated images
(with standard augmentations, i.e. resize, lightness, etc.).

VIII. GLYPH CLASSIFICATION

In the last section, we described the model for grapheme
detection. We use this model to detect generic graphemes,
which will be parsed into a sequence where the order of
graphemes is the same as the order in which we would read
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the text. These sequences are then classified with a sequence-
based model, which we describe in this section. We use a
sequence-based model because, in some instances, the identity
of a grapheme may not be recognizable without a context.
The sequence-based model can leverage statistical regularities
within sequences of letters found within the use of a language.

First, we need to create a dataset for classification. Again,
we want to avoid manual annotation as much as possible. We
came up with two ways how to achieve it. Our classification
model is convolutional bidirectional LSTM which takes a
sequence of cut-out graphemes and produces a sequence of
labels, one label for each grapheme. Therefore we need to
obtain labeled training examples of such sequences. Our idea
was to use transcriptions of texts which contain a language
being used in our documents. Given these transcripts, we
can create many different training sequences by sampling
graphemes according to the letters in the text. This has an
advantage that using one sentence, we can generate many
different training examples by sampling different examples for
the same letter each time. In order to do this, we need to have
many examples of each letter. To avoid manual annotation of
separate graphemes, we use the detection model to cut-out
thousands of generic graphemes, which we then cluster and
label only the clusters. This lowers the amount of work we
need to do by order of magnitude.

In order to cluster the graphemes, we first train an au-
toencoder with ResNet-18 in the encoder to obtain a low-
dimensional representation of every grapheme. Umap [18]
visualization of this low-dimensional space can be seen in
7. We then cluster all graphemes using a simple K-means
algorithm. We set K to 2*C where C is the number of classes
because when K is close to C, the algorithm mixes too many
examples of different classes together in the same cluster. We
manually check all clusters and remove incorrectly assigned
examples. Thus, we acquire thousands of labeled examples
with very little manual effort. From these, we construct a
dataset of labeled sequences.

Our classification model first extracts low-dimensional (512)
representation of each grapheme by processing it with a
backbone from ResNet-18, and the sequence of these low-
dimensional representations then goes as an input into bidi-
rectional LSTM (with 2 layers, both of which have the output
dimension equal to 512). Finally, the sequence of representa-
tions in the hidden layer of the LSTM is then processed by a
linear layer with a softmax to predict the class of the grapheme
at every position of the sequence.

In table II, we show a comparison between our model,
which takes the context of each grapheme into account and a
model with the same backbone that classifies each grapheme
separately.

IX. RELATED WORK

The OCR problem has been studied for many years [1].
Especially for modern prints, there exist software solutions
with nearly perfect accuracy. Most of these systems use a
pipelined approach such that in one step, individual lines are

Fig. 7: Umap visualization of low-dimensional representation
of cut-out graphemes obtained from a trained autoencoder.

TABLE II: Comparison between a model which classifies
each grapheme separately and a model which takes the ohter
graphemes in the same context into account. Both models
share the same backbone (ResNet-18).

Method Validation Accuracy

With bi-LSTM 0.9337

Without bi-LSTM 0.498

segmented out, and subsequently, they are transcribed into
sequences of letters by a neural network that processes the
whole line as a sequence of vertical strips of pixels. The
number of such strips in a line does not correspond to the
number of letters (labels) in that line, and therefore special
loss function called CTC loss [19] is used to account for the
alignment of these strips and labels. The same loss function is
frequently being used in speech recognition, where the same
problem arises. Examples of systems based on this approach
include Tesseract [7], Calamari [6] build on top of TensorFlow
and OCRopus [5] build on top of PyTorch. We started our
development with OCRopus but soon realized that we need a
custom solution. We have also tried a system called OCR4ALL
[8], which was developed specifically for historical OCR. It
is targeted mostly on people with no coding skills, so the
emphasis is being given mainly on user-friendliness and not
much on customizability. In most of the use-cases, it is not
needed to segment out individual graphemes, and so there is
no need to innovate over these solutions. As mentioned in the
motivation, our use case was quite specific, and therefore we
needed to develop our own solution.

The usefulness of synthetic datasets for training machine
learning models was realized by many [10]–[12]. Synthetic
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datasets are especially useful in robotics [13] and other do-
mains where training on real data would be too expensive or
infeasible. The main problem arising with the use of such
datasets is that a machine learning model may overfit to
specifics of synthetic examples and may not transfer well
to real examples. As a possible solution to this problem, a
technique called Domain Randomization became popular in
recent years [20]–[22]. The idea behind Domain Random-
ization is that if we do not want to overfit to particular
properties of data, such as for example color of objects when
training object classifier, we should randomize that property as
much as possible so that the model can not learn a statistical
correlation between this property and some other variables
of interest. We took inspiration in this idea when we were
creating our synthetic dataset and randomized some properties
of the generated images such as the size of graphemes, their
sharpness, and other distortions.

X. CONCLUSION

In this contribution, we described creation of a custom OCR
system explicitly designed to help linguistic analysis of printed
texts from the early modern period. In contrast to mainstream
OCR systems, we do not transcribe whole lines in an end-to-
end fashion, but we first segment out individual graphemes,
which are then classified using a sequence-based model. We
also showed the usefulness of synthetically generated images
and a bootstrapping process for annotation, which reduced
the amount of manual work we needed to do by order of
magnitude. In the future, we aim to design an intuitive user
interface for our system which will be released together
with the final version of the source code. We believe that
our work, driven by the practical needs of linguists, is a
valuable contribution to the interdisciplinary research between
computer science and humanities.
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Abstract—We consider a novel unsupervised learning setup in
which training examples are grouped into small bundles that
preserve an identity of an object. Such setup may practically
arise when we are able to detect moving objects in videos without
being able to classify their identity. Our approach is based on a
construction of a similarity graph of bundles from which we are
able to recover the identities of objects by applying a community
detection algorithm. Finally, we train Siamese Neural Network to
discriminate examples from different components and show that
thus acquired representations produce well-separated clusters.
Part of our contribution is also a unique dataset we assembled
in order to test the presented idea.

Index Terms—Unsupervised Learning, Clustering, Community
Detection, Computer Vision

I. INTRODUCTION

We present a novel unsupervised learning setup in which
certain examples are grouped into bundles respecting the class
of these examples. This idea was inspired by how toddlers
learn by exploring unknown objects1. Our approach developed
for this setup is called Unsupervised Object-aware Learning
and starts by extracting parts of videos belonging to an object
which is being tracked. We then compare these extracted parts
to each other and construct a similarity graph in which we
discover components using a standard community detection
algorithm. Finally, we train Siamese Neural Network [1] to
discriminate between these components. We empirically show
that the discovered components correspond to the classes
present within a dataset and that the representations obtained
from Siamese Neural Network create well-separated clusters
within a Umap visualization [2]. We test our approach on two
datasets. One easier, created by modifying the MNIST dataset
and second, more realistic, which we create specifically to test
our approach.

Here are our main contributions:
• We introduce a novel unsupervised learning setup that

exploits the temporal coherency of videos.
• For testing our approach, we assemble a dataset which

we release online.
• We show a way to filter out correlated frames extracted

from the same video.
• We provide experiments showing the promising direction

of our approach.
The rest of the paper is structured as follows: Section 2

describes the motivation for this work; section 3 contains a
detailed description of individual steps in our approach; in

1https://www.youtube.com/watch?v=8vNxjwt2AqY

section 4 we describe a dataset we created in order to test our
approach; experiments are presented in section 5; section 6
contains related work and sections 7 and 8 contain discussion
and conclusion.

Fig. 1. A schematic structure of a dataset we assume in our approach. Images
are divided into image bundles where in each bundle there are only images of
the same class. Many bundles may correspond to the same class as depicted
by the dotted arrow.

II. MOTIVATION AND PROBLEM STATEMENT

Discovery of unsupervised learning algorithms that would
allow us to avoid the large effort of manual labeling of
training examples is a highly desirable goal. Nonetheless, it
is not known whether a completely unsupervised approach
which would work with i.i.d. datasets is practically realizable.
We may hope for its existence on the basis of evidence
from nature where unsupervised learning is believed to be
abundant [3]. One crucial difference between machine learning
algorithms and animals is that the later do not learn from
i.i.d. datasets but from temporally coherent streams of sensory-
motor information. It is also known that many animals dispose
of innate inductive biases which allow them to learn much
more efficiently [4]. One of the innate abilities of most animals
is the ability to track moving objects [5]. We may speculate
that this ability allows them to focus their learning on relevant
parts of the sensory stream. It may also enable them to learn
invariant properties of objects because their innate learning
algorithm may exploit the fact that objects will not change
their identity when they move or are viewed from a different
angle. This observation serves as the main inspiration for our
work.
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A. Problem Statement

We assume a dataset of images X which is organized into
small bundles Xi where i is the number indexing the bundle
and not the class. Each bundle is restricted to contain only
images of the same object which may be viewed from different
angles or in different poses. We assume that images in a bundle
will be created by tracking an object within a video stream.
There may be multiple bundles corresponding to the same
class of object (e.g. observations of different instances of the
same type of flower) but we assume that this information is not
disclosed to us. Our aim is to provide an unsupervised learning
algorithm that will recover the classes contained within the
dataset and produce representations which cluster according to
these classes. A schematic illustration of the dataset is depicted
in Figure 1.

III. UNSUPERVISED OBJECT-AWARE LEARNING

Fig. 2. Schematic depiction of the whole pipeline. Individual figures corre-
spond to steps described in this section.

In this section, we describe the process of extracting rep-
resentations of images starting with videos capturing a set of
objects. This means that aside from unsupervised learning on a
dataset with image bundles, we also describe how we prepare
such dataset from raw videos. The whole process is depicted
in Figure 2 and works as follows:

1) We start with a set of n videos capturing m different
objects (one object per video, n� m).

2) In every video, we track the main object together with
an approximate mask of the object.

3) In each frame, we blur out the masked background and
extract a set of frames from each video by cutting out
the bounding box of the object.

4) We train Variational Auto-encoder on all extracted
frames to acquire low-dimensional representation for
every image.

5) As we do not want too many correlated frames, frames
extracted from a given video are filtered out according to
the similarity of their low-dimensional representations.
We call the resulting set images for one video an image
bundle.

6) We compute the average similarity between every pair
of tracked observations.

7) Using this similarity, we construct a similarity graph of
image bundles by connecting every image bundle to its
5 most similar image bundles.

8) Community detection algorithm is applied on the result-
ing graph to find highly interconnected components in
it.

9) Finally, we train a Siamese Neural Network to discrimi-
nate between components discovered by the community
detection algorithm.

A. Tracking objects within videos

For our algorithm to be completely automatic and purely
unsupervised it would need to be able to detect general
objects within a video. Unfortunately, class-agnostic object
recognition – recognizing that a certain set of pixels constitute
an object – is not a well-studied task in Computer Vision and
according to our knowledge, there are no reliable algorithms
that we could use. Therefore we approach this problem with
a visual object tracking algorithm which requires an initial-
ization with a bounding box. Concretely, we use a model
called SiamMask [6], a neural network which simultaneously
performs both visual object tracking and object segmentation.
Therefore, after this step, we obtain an approximate mask
around the object in every frame and a bounding box we can
use to cut out the object.

B. Background blurring

Our final representations should be ideally invariant with
respect to a change of background. Also, when we measure
the similarity of images in steps 5 and 6, we do not want
this similarity to capture similarity of backgrounds. Standard
practice in Computer Vision is to augment the dataset with
transformations with respect to which we want to be invari-
ant [7]. This would in our case mean to sample different
backgrounds for the masked object from the previous step.
Instead of doing this, we decided to blur out the background
with the intention to remove any irrelevant signal. Because the
mask produced from SiamMask is not tight around the object,
we blur also the border of the mask to remove unintended
edges between blurred and unblurred parts. Samples of blurred
and cut-out images can be seen in Figure 3.

C. Obtaining low-dimensional representation

We want to measure the similarity of pairs of images in
order to be able to filter out correlated frames from each video
and also to construct the similarity graph of image bundles. For
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Fig. 3. Examples of cut-out images with blurred background. The approximate
mask for the background is produced with SiamMask architecture.

Fig. 4. Top: a graph of cosine similarity between first and other frames in
the video. Bottom: Picked out frames from the video with their corresponding
frame numbers. The two highlighted frames correspond to two arrows within
a graph.

this purpose, we train a convolutional version of Variational
Auto-encoder [8] and use the representation produced by the
encoder. As we partially blur out the background, most of the
capacity of the model can be used to capture the object.

D. Filtering out correlated frames

If we would simply use all the frames from each video, the
distribution of the dataset may end up skewed because some
parts of a video may be more static then others and these
parts would produce many correlated frames. We, therefore,
need to filter out correlated frames extracted from a given
video. We first tested whether the subjective visual similarity
of images can be captured by cosine similarity between their
low-dimensional representations. As can be seen in Figure 4,

it captures the visual similarity well enough for our purposes2.
To extract n uncorrelated frames for every video, we run

k-means clustering (with k == n) on the low-dimensional
representations from Variational Auto-encoder and take the
most similar frame to every centroid of the resulting clusters.
We did not try anything more complicated as this simple
heuristic already produced uncorrelated images3. The results
from this phase constitute what we call image bundles.

E. Similarity graph and community detection

We would like to cluster all images corresponding to the
same class together. We approach it by constructing a graph
where nodes correspond to different image bundles and edges
arise by connecting every image bundle to its 5 most similar
image bundles. The similarity between two image bundles
is computed by averaging the similarity of l most similar
pairs of images (one image from the first bundle, second
image from the second bundle). We do not average across all
pairs as this average may be shifted by outliers. The intuition
behind this step is that two image bundles corresponding to
the same class may contain few very similar images (e.g. few
frames may capture the object from the same angle and in the
same position) and these will link the corresponding bundles
together.

After constructing the similarity graph, we run Louvain
method for community detection [9]. This is a standard com-
munity detection algorithm whose goal is to find components
within a graph that are highly interconnected and only sparsely
connected to the rest of the graph. In our experiments – de-
scribed in section V – the discovered clusters corresponded to
classes of objects within a dataset with only a few misclassified
cases.

F. Training a Siamese Network to discriminate between com-
ponents

The previous step can be seen as an assignment of labels to
a training set. Finally, we train a Siamese Neural Network with
a triplet loss [10] to discriminate images belonging to different
components of the graph. The training works by sampling
batches of image triples – where two images belong to the
same component and one belongs to a different component –
and optimizing the following loss function:

N∑
i

[
‖f(xai )− f(x

p
i )‖

2
2 − ‖f(x

a
i )− f(xni )‖

2
2 + α

]
+
. (1)

xai is an anchor image for which we sample one positive
example xpi (belonging to the same component) and one
negative example xni (belonging to a different component). f
is a function which produces low-dimensional representations
of images; in our case convolutional neural network. The
hyperparameter α is a margin between a similarity between

2We also tried the SSIM algorithm but it did not capture the visual similarity
as well as the cosine similarity between the representation from Variational
Auto-encoder.

3Even simpler heuristic would be to take every n-th frame but our intuition
was that k-means may produce more representative examples.
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negative and positive pairs. The loss function forces this
network to produce representations in which the distance for
the positive pair is small and distance the negative pair is high.
We show visualizations of resulting representation in section
V.

IV. DESCRIPTION OF THE DATASET

In order to test our idea, we needed a dataset that inherently
contains the above-mentioned notion of image bundles. As
we could not find any such dataset, we first tested the idea
by artificially splitting MNIST dataset into bundles of 50
images each containing only digits of the same class. After
obtaining positive results – mentioned in the next section –
we decided to assemble our own dataset where the notion of
image bundles would appear naturally. The resulting dataset

Fig. 5. Samples from the Organic Objects dataset. Images are already cropped
and have blurred out background

contains 18 classes of organic objects, some of which are
depicted in Figure 5. We have chosen organic objects because
they naturally produce large variability between instances. For
every class, we shoot 10 different instances of that class (e.g.
10 different roses if a rose is the class) capturing the object
from different viewpoints. These 10 instances correspond to
10 images bundles.

In every video, we mark the bounding box around the object
of interest and track it together with the approximate mask
using SiamMask architecture. As described in the previous
section, we blur out the background and cut out the bounding
box in every frame and finally filter out correlated frames. All
images have a resolution of 256x256 pixels. When running the
k-means clustering to find the representative frames, we set k
to 20 so we end up with 20 images per one image bundle.
The final dataset can be downloaded at the following address:
https://github.com/Jan21/Organic-objects-dataset/

V. EXPERIMENTS

We test our idea on a modified version of MNIST dataset
and our own dataset capturing organic objects.

A. Experiments on modified MNIST

In order to create image bundles for MNIST, we split the
training set into bundles of 50 images each containing only
instances of the same class. This will produce around 120
image bundles per class which enables more robust community
detection.

To extract low-dimensional representations, we use Varia-
tional Auto-encoder with 3 linear layers in the encoder (with
dimensions 784→ 500, 500→ 500, 500→ 20). The body of
Siamese Network architecture contains 2 convolutional layers
(with feature-map counts 32 and 64) interleaved with max
pooling layers and 2 fully-connected layers (with dimensions
1024 → 256, 256 → 20). In Figure 6 we show discovered
components from community detection and in Figure 7 we
show Umap visualization of representations obtained from
Siamese Network.

Fig. 6. Visualization of detected communities in the modified MNIST dataset
using the Louvain method. Nodes are colored according to the component
(community) they are assigned to. The method discovered 10 components that
belong to 10 different digits even though some image bundles are incorrectly
connected to image bundles from a different class. Also, nodes from the same
component are spatially clustered because the visualization technique pulls
connected nodes together.

Fig. 7. Umap visualization for the modified MNIST dataset. The visualized
representations were obtained by training a Siamese Neural Network to
discriminate between components of the similarity graph. Colors represent
ground-truth classes.

B. Experiments on Organic Objects dataset

In comparison with the modified MNIST dataset, this
dataset contains image bundles with fewer images (20) and
there are also fewer image bundles per class (10). Therefore
the construction of the similarity graph and the following
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community detection on it may be noisier. To obtain the low-
dimensional representations which will be used for filtering
out correlated frames and construction of the similarity graph,
we resize all images to resolution 64x64 pixels and train
a convolutional version of Variational Auto-encoder with 5
convolutional layers (with feature-map counts: 16, 32, 64, 128,
256 and stride 2) and 1 fully-connected layer (with dimensions
1024 → 96).4 After running community detection on the

Fig. 8. Visualization of detected communities in the Organic Objects dataset
with the Louvain method. Nodes are colored according to the component
(community) they are assigned to. The method discovered 18 components
which belong to 18 different classes.

similarity graph, we inspect how many image bundles were
assigned to a wrong component. We found out that only 5 of
162 image bundles in the training set were assigned to a wrong
component. In Figure 8, we show the result of community
detection on the constructed similarity graph. In Figure 9 we
show Umap visualization of representations obtained from
Siamese Network colored by corresponding classes. These
representations do not cluster that well as in the case of
modified MNIST dataset which should be expected because
digits are symbols designed to be well distinguishable. The
source code for all experiments will be released together with
this contribution and accessible from the same URL as the
dataset.

VI. RELATED WORK

Our research is marginally related to current self-supervised
approaches using large quantities of unlabeled data such as
[11], [12] and also the once which try to exploit some kind
of coherency in the data [13], [14], [15]. Also, our approach
can be seen as a version of clustering with constraings. This
task was heavily studied in the past for example by [16], [17],
[18].

VII. DISCUSSION AND FUTURE WORK

The main limitation of the presented approach is the fact that
we have to initialize bounding boxes to track objects within

4We also tried to extract representations by using VGG16 which was pre-
trained on ImageNet. These representations better discriminated very similar
objects (e.g. two types of red flower).

Fig. 9. Umap visualization for the Organic Objects dataset. The visualized
representations were obtained by training a Siamese Neural Network to
discriminate between components of the similarity graph. Colors represent
ground-truth classes. In this case, the clusters are not that well-separated as
in the case of the modified MNIST dataset.

videos. Doing this automatically will be the main focus of our
future work. This functionality will allow us to automatically
extract image bundles from a large number of videos [19].

Another limitation is the fact that the dataset we constructed
may be too “curated”. We assume that our approach would be
used in scenarios where there is no or very limited curation
of data like for example the automatic extraction of image
bundles from a large number of videos. Such image bundles
may be very noisy and disproportionally distributed (e.g. there
may be a lot of bundles for some class and very few for others).
It may be the case that in such scenarios the construction of the
similarity graph and the subsequent community detection will
not produce sensible results and so we will need to develop
more sophisticated solutions which will consider noise and
class imbalance. Also, the subsequent training of Siamese
Network may be improved by different sampling strategies
of positive and negative examples. Currently, the sampling
works by uniformly picking positive examples from the same
component as the anchor example and negative example from
a different component. In future, we would like to modify
the sampling so it takes the similarity of image bundles into
account.

Lastly, we would like to point out that our method may be
useful for the creation of datasets for supervised learning. By
extracting image bundles with decorrelated frames from a large
number of videos and finding out components of the resulting
similarity graph, we may quickly assemble a lot of training
examples that would require only one label per component
(probably with quick visual inspection).

VIII. CONCLUSION

We presented a novel setup for unsupervised machine
learning where certain examples are grouped into bundles
respecting the class of these examples. These bundles are
semi-automatically created by exploiting the fact that frames

241



extracted from videos are temporally coherent and that objects
do not change their class from moment to moment. We also
point out the importance of class-agnostic object detection
(detecting an object without classifying it) which is a task
that is rather neglected by the community of Computer Vision
researchers. Our approach called Unsupervised Object-aware
Learning shows a promising direction for this novel setup. As
a part of our contribution, we also release a dataset designed to
naturally contain the notion of image bundles which is required
by our approach.
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Abstract—This work presents a new method of 3D 
reconstruction of the forest-fire front based on uncertain 
observations captured by remote sensing from UAVs within the 
forest-fire monitoring system. The use of multiple cameras 
simultaneously to capture the scene and recognize its geometry 
including depth is proposed. Multi-directional observation 
allows perceiving and representing a volumetric nature of the 
fire front as well as the dynamics of the fire process. The novelty 
of the proposed approach lies in the use of soft rough set to 
represent forest fire model within the discretized hierarchical 
model of the terrain and the use of 3D convolutional neural 
network to classify voxels within the reconstructed scene. The 
developed method provides sufficient performance and good 
visual representation to fulfill the requirements of fire response 
decision makers.  

Keywords— forest fire monitoring; fire front; remote sensing; 
process reconstruction; neural network; voxel; soft rough set.  

I. INTRODUCTION  
Due to global climate change, industrialization, 

urbanization, population growth, and the other outstanding 
features of new century, intensive forest fires have become a 
whole-planetary problem. They grow year by year, so forest 
fire response operations become challenging and expensive. 
Traditionally, these operations continue to be based on visual 
observations and decision-maker’s estimations. However, 
smoke and flame substantially distort observations, while 
high temperature does not allow to approach the fire closely. 
That is why, inaccurate and incomplete observations cannot 
be a reliable basis for planning response operations. Although 
a forest fire can be considered as a poorly modeled and 
unpredictable process, it is well known that its fast 
development requires always a high responsibility of 
decision-maker with acute lack of time. It is also known that 
the efficiency of response operations depends mainly on the 
availability and usability of real-time forest fire monitoring 
tools. Therefore, today a lot of attention is paid to unmanned 
vehicles, remote sensing, image processing, and a range of 
other modern tools and technologies that can be 
synergistically used to forest fire monitoring. Since 
unmanned aerial vehicles (UAV) can fly closely enough to 
the fire carrying optical and infrared cameras as remoted 
sensors, they are the most suitable tools for the real-time 
forest fire monitoring [1].  

However, obtaining a real and reliable picture of the 
ongoing fire spreading process is not an easy task due to 
effects of wind, smoke, and fire. There are many other factors 

such as multiplicity of fire spots, segmentation of the fire 
front, spatial and temporal variability of weather, fuels, and 
topography conditions, which make also their contribution. 
All of this complicates obtaining credible grounds for 
decision-making on planning and executing fire response 
operations. Decision-maker always requires a clear picture of 
the ongoing processes in order to understand a direction and 
a rate of fire spreading. At the same time, existing 
implementations of real-time forest fire monitoring systems 
offer a result in the form of a flat two-dimensional image of 
a burning area on a map [2]. Thus, the topic of our interest is 
a study of the ways of 3D reconstruction of the forest fire 
process during its real-time monitoring, which can provide 
decision-maker with a clear model of the fire front spreading 
to make in-time decisions on the fire response. 

II. LITERATURE ANALYSIS 
The considered problem is very close to three-

dimensional (3D) object reconstruction that is a computer 
vision task having several applications including robotics, 
object tracking, etc. The object reconstruction is always 
reduced to taking a set of scans of the object’s surface with a 
certain sensor or scanner, which must be located in different 
points due to both a limited field of view and occlusions of 
the objects [3]. A 3D model of the object can be generated by 
a physical sensing its surface from several views. Since 
objects have various shapes and sizes, and sensor locations 
have certain observation constraints, it is necessary to choose 
different views carefully. Usually, the set of views around the 
object can be chosen manually by operator [4] (in process or 
predefined), or automatically by a view planning algorithm 
finding proper locations for sensors [5]. 

Today, there are many well studied online and offline 
object reconstruction algorithms [6]. Online Simultaneous 
Localization and Mapping (SLAM) algorithms are based on 
an incremental appearance-based loop closure detector and 
usage of range sensors such as laser or stereo cameras. They 
are quite robust, have revisiting capability and work in real 
time. However, in general they provide insufficient 
opportunities for the detailed object reconstruction due to 
sufficiently sparce observations, although the shapes, 
features and colors can be recognized as good as possible [7]. 
The detailed review of SLAM odometry-, depth sensor- 
based, and other methods including their advantages and 
performance are presented in [8]. Offline algorithms such as 
Multi-View Stereo (MVS) are aimed at finding pairwise 
stereo correspondences to estimate dense and accurate 
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reconstructions [6]. Sparse feature matching and patch 
growing method with photometric and visibility constraints 
is proposed in [9]. In [10], a Next-Best View (NBV) approach 
is proposed to select feasible stereo pairs views. This 
approach is expanded in [11] to use multi-views. However, 
the computational complexity of such methods is too high to 
use them in the real-time. A volumetric method based on 
hierarchical octree reconstruction was also proposed in [12]. 
Such methods are divided into real 3D methods, which 
describe the modeled object by the 3D point clouds returned 
by sensors, and 2.5D methods, which describe only measured 
height (depth) for each cell within a certain 2D grid. Point 
clouds can not distinguish free and unknown areas, so they 
are mainly suitable in static environments [13]. Besides that, 
they are sensitive overmuch to sensor noise. Height (depth) 
measurements represented as elevation map are mainly used 
to model the outdoor environment having a single surface 
[14]. Thus, they only discretize the environment vertically but 
do not provide its volumetric representation [15]. To 
overcome this problem, a hybrid approach is proposed in 
[16], where each cell in a 2D grid stores a list of vertically 
ordered voxels. Another important area of improvement is 
concerned with the use of Next-Best View algorithms to 
enhance the efficiency of the preformed reconstruction. NBV 
methods can improve quality and coverage using a minimum 
amount of data [17].  

It should be noted that forest fire is not an object but a 
dynamic process, within which the presence of a flame is a 
certain “eigenfeature”. From the image recognition point of 
view, such eigenfeature is significantly variable with respect 
to its shape and color. There are also effects of smoke, flares, 
and flickers, which significantly complicate the recognition 
and distort the picture of the process. Moreover, forest fires 
are always spreading, and a rate of fire spreading is also 
variable under the influence of wind, type of vegetation, and 
other factors. Despite the overall progress in the field of object 
reconstruction, the issues of 3D process reconstruction based 
on multiple observations still remain open and have a little 
reflection in the literature. We can reduce the problem of the 
fire process reconstruction to the problem of the 
reconstruction of the fire front. However, this process has 
such decisive dynamics that all above-considered methods 
are poorly applicable to solve the reconstruction problem. 
The solution of the process reconstruction problem must be 
three-dimensional (volumetric), must take into account the 
inaccuracy and uncertainty of the observations and provide 
adequate representation of the dynamics of the real process. 
The images captured by the cameras mounted on the UAVs 
can provide information necessary for such reconstruction. 
However, the geometry of the fire front does not allow 
observing the process completely from one viewpoint, even 
in the case of the continuous movement of the camera. Since 
the viewpoint position cannot get to the fire front closer than 
a certain safe distance, a simultaneous observation from 
several different points is required to solve the reconstruction 
problem. Since several issues related to the forest fire front 
reconstruction still remain insufficiently investigated, this 
needs further research.  

III. PROBLEM STATEMENT 
A forest-fire monitoring system must provide real-time 

information to the decision maker during response operation. 
The most important information regarding the forest fire 
process is information about the dynamics of the fire front. 

Understanding this dynamic enables decision-maker to assess 
fire intensity based on the rate of fire front spreading and the 
estimated length/height of flame. Thus, reconstruction of the 
fire front should mainly be aimed at the determining its 
geometric parameters within the spatial and temporal scale. 
Actually, forest fire monitoring systems involve UAVs 
equipped with optical and infrared cameras to remote sensing 
that allows identifying the features of flame and smoke on the 
base of the processing of the captured images [18]. Although 
both optical and infrared sensors are sensitive to noise and 
interferences so the observations are often ambiguous, 
imprecise, and inconsistent, nonetheless, they can be used for 
obtaining the feasible estimates of the fire front parameters. 
The main questions will be how accurate the reconstruction of 
the fire front is and how much the degree of its credibility is. 
Fortunately, in most cases, decision-maker does not require 
precise estimates of fire front parameters, but he needs to 
know how the fire front evolves over time and understand the 
course of the process and its drivers. Clearly, a visual 
representation of the fire front dynamics can be a valuable 
information for making adequate decisions. 

Therefore, the aim of this work is to develop a method of 
3D reconstruction of the fire front based on uncertain 
observations captured by remote sensing from UAVs within 
the forest fire monitoring system. We propose to use multiple 
cameras simultaneously to capture the scene and recognize 
its geometry. We assume that multi-directional views of the 
process can be used to estimate volumetric nature of the fire 
front as well as the fire processes. 

IV. REMOTE SENSING AND IMAGE PROCESSING IN 
FOREST-FIRE MONITORING SYSTEM 

A. Observable attributes of the forest fiore 

The main attributes of the forest fire are heat, smoke, and 
flame, including such its manifestations as light, flicker, and 
motion [19]. All of them are observable by sensors.  

Flame emits their own visible light and can be considered 
as “eigenfeature” of the forest fire. Usually, flame has also 
such visible properties as flickers, flares, movement, and 
transparency [19]. Depending on the temperature, the flame 
color can vary from dark red to light yellow and even up to 
white at the developed stage of the fire [20]. Despite of the 
variability of its color, flames are usually distinctive to 
recognition on images with respect to the background. 
Another visual feature of flame is its shape. However, it can 
essentially vary depending on fuel consuming and 
composition, wind variation, etc. Thus, the flame shape 
recognition is more challenging. Obviously, the image 
recognition can be complicated by interferences (i.e., 
sunlight) and distortions (shadow, smoke, flares, and flickers) 
that affect images. Moreover, smoke and precipitation must 
be considered as noise. 

Smoke is always a reliable visual attribute for the 
detection of forest fires but during the fire monitoring it is 
rather an occlusion that masks eigenfeature and obscures the 
visibility of flame. Smoke has also dynamic properties 
changing fire’s shape, size and color as well as rising in 
plumes. Usually, smoke can be recognized through low 
values of chrominance in captured images [19]. 

Heat is usually transported from the fire by convection, 
conduction, and radiation but only radiated heat can be 
remotely sensed and measured by infrared cameras. 
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Unfortunately, such measurements do not have a depth effect, 
so they cannot be directly used to reconstruct a fire process. 
However, images captured by infrared camera can be used to 
unmask a flame covered by smoke. 

B. Sensors 

Modern electro-optical cameras have a high enough 
resolution and wide field of view, but the quality of their 
images depends heavily on lighting conditions. Thus, they are 
sensitive to darkness (nighttime), smoke and precipitations 
such as rain, haze, mist, fog, etc. Although the image 
processing algorithms are mainly based on color properties, 
they should also analyze flickering of pixels over time as well 
as intermittency and irregular oscillations of the edges of the 
flame regions since the latter usually vary in height, size, and 
brightness. Smoke can be identified by low values of 
chrominance and variations in color and density. 

The broadband thermal infrared camera measures energy 
release within the combustion reaction but it has a limited 
dynamic range. Images captured by infrared (IR) camera are 
usually affected by such interferences as saturation, reflected 
sunlight, energy radiated from non-fire sources, etc. In 
daytime, its images have too small contrast. However, IR 
camera can be used overnight due to good flame-to-
background contrast and under the smoke conditions because 
smoke is quite transparent on the corresponding wavelength. 

Thus, both optical and infrared cameras have their 
drawbacks and can provide imprecise, uncertain, or 
ambiguous information in captured images because of 
interferences and distortions. Turbulence and vibrations of 
UAV distort captured images additionally. Therefore, we 
cannot build a clear and accurate model of the fire front based 
on remote sensing information, but we can reconstruct a 
model of the fire front approximately.  

C. Remote Sensing 

Monitoring UAVs need to have hovering capabilities 
providing a respectively long hovering time. Usually, multi-
rotary-wing UAVs equipped with a gimbal carrying both 
infrared and high-resolution electrooptical camera with pan 
and tilt units are used for monitoring purposes. In [2], the 
monitoring UAVs are equipped with the 16-Mp optical 
camera (5376х3024 pixels) providing scalability of images, 
the thermal infrared camera, weather sensors, GPS receiver, 
and inertial measurement unit for self-localization and 
navigation purpose.  

Monitoring UAVs capture images flying towards the fire 
and hovering around it. Obviously, such UAVs should 
perform onboard only stabilization, geo-localization, and 
geo-rectification of images (Fig. 1). Their sensors capture and 
transmit images to the ground control station. The digital 
elevation model represents cartographic dataset describing 
terrain surface, so the captured images are transformed to a 
stream of geo-mapped frames where each frame is 
complemented with the coordinates of the upper left corner 
of the frame and scale value. This makes it possible to merge 
images taken from different positions of observation. 

D. Image processing  

It is assumed that that fire spreads in three-dimensional 
space C  above the terrain discretized by a grid { }xyzD d=  of 
isometric cubic cells xyzd  with the size being δ δ δ× × .  

There are three channels to process image from each UAV 
at the ground center: one for image frames captured by 
infrared camera and two separate channels providing flame 
and smoke recognition based on the image frames captured by 
optical cameras (Fig. 2). In the infrared channel, image pixels 
represent a heat radiation by colors ranged from black to 
white, so the image analysis is performed in three stages: 
image mapping, image averaging, and gray color evaluation. 
Burning areas are always represented as white areas within the 
image, while non-burning areas are black. Clearly, a plenty of 
pixels is greyed due to uncertainty of observations. As the 
result of the image analysis, each cell ijkd D∈  is associated 
with a certain “degree of grayness” ijkμ  ranged in the interval 
[ ]0..1  and based on the average brightness ijkB  of this cell. 

In the optical channels, the process of image analysis is 
performed in such sequential stages as mapping, 
transformation (only in optical camera channels), averaging, 
filtering, generalization, and conversion of images. This 
analysis is quite similar in smoke and flame channels and 
performed in HSI color space, but the differences are in the 
intervals of processed hue and saturation values. In the flame 
channel, color can vary from dark red to light yellow with the 
high saturation while in the smoke channel, color can be in 
gray-and-silver interval with low saturation but high intensity. 
As the result of image processing, each cell ijkd  is associated 

 

Fig. 2. The image analysis at the ground center 
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with certain degrees of flame ( ijkξ ) and smoke ( ijkζ ) 
recognized within this cell and normalized in the range [0, 1]. 

Finally, the values ijkξ , ijkζ , and ijkμ  are processed into 
merged value ijkη  with respect to each cell ijkd . The final 
stage of the image analysis consists of image filtering, 
cleaning and merging. Such multi-stage processing algorithm 
allows reducing interferences, distortions, and noise during 
remote sensing. However, the implementation of this method 
in [2] implies averaging images captured from different 
points of view (different UAVs) and projecting the resulting 
grayscale image frame based on values ijkη  for the cells 

ijkd D∈  into a two-dimensional plane ijd D′∈  lying “at the 
ground” to recognize the flat forest fire front. 

V. METHOD OF 3D FIRE FRONT RECONSTRUCTION 
To obtain the volumetric fire front representation, we 

must reconstruct it from uncertain observations based on the 
results of the image analysis described in the previous 
section. However, such reconstruction is quite challenging 
because of fire spreading. Fig. 3 shows the forest fire 
observed by UAVs’ sensors from two distinct viewpoints. 
Obviously, a part of the fire process is masked with smoke, 
which spreads out mainly in the wind direction. This makes 
it impossible to directly observe the combustion process 
covered by smoke. Therefore, the viewpoints for observation 
are often selected at the opposite sides (windward A vs 
leeward B in Fig. 3) of the fire front. Nevertheless, a 
significant part of the combustion process remains hidden due 
to presence of hidden areas and occlusions in the observed 
scene such as shown in Fig. 3. Furthermore, fire fronts can 
cover a sufficiently deep area that is poorly visible from two 
opposite viewpoints. Often, they are segmented and even 
broken up into several parts. 

The fire front spreads in such a way that the fuel burns out 
inside of the fire perimeter remaining burned-out areas, but 
due to the environmental effects, new areas of vegetation are 
covered by burning outside the fire perimeter. Accordingly, 
monitoring UAVs should move avoiding unsafe areas and 
choosing positions that can maximize gaining of observable 
information overcoming uncertainty.  

A. Scene geometry 

The forest fire scene is represented in Fig. 4. A 
configuration of viewpoints can be defined as a set of poses 
(Pose A, B, C in Fig. 4). The pose is a description 
representing the UAV location and the sensor orientation 

within three-dimensional space. Usually, the sensor 
orientation is chosen in accordance with the normal to the 
image plane. Each pair of UAVs can be involved in a stereo-
pair view; therefore, they must be located in accordance with 
stereo baseline determined through the crossing of their 
image normals at the certain point at the maximal depth of 
the scene. Thus, images from UAV cameras can be used to 
scene depth perception both on its own (through stereo-view) 
and with the help of additional neural network processing. 
Determining a set of optimal poses is a separate independent 
research task, which will not be considered in this paper. 

B. Spatial Representation 

The grid of cells D  used in the image processing at the 
ground center is not suitable for the information presentation 
during the process reconstruction because of the spreading of 
the fire front. Thus, the initial grid needs to be extended with 
new spaces dynamically along with fire spreading process 
while burned-out areas lose their value. Consequently, we 
must initially build a space such big as the maximal bounds 
of the considered forest fire, but they are not known. 
Therefore, we cannot use the grid D  due to performance 
requirements and memory limitations.  

We create a new 3D structure to reconstruct fire front 
based on a grid of voxels, which are considered as certain 
cubic volumes of equal size. Although voxels are a bit like 
cells that discretize a space in a grid D , nonetheless, they are 
organized in a completely different way. Each voxel is 
considered as a node in a certain tree-like structure called 
octree. Each node of the octree can be recursively divided 
into 8 sub-nodes, each of which is also a voxel but has a 
smaller size. Such recursive process can be both top-down 
and bottom-up. Initially, we can start from the voxel that 
covers the overall forest fire area and subdivide it recursively 
down to the minimum voxel size reachable with respect to the 
sensor resolution. After the fire front achieves a bound of the 
discretized area, we can just move a step up and create a voxel 
containing the original voxel as a sub-node. As the result, we 
describe a hierarchical data structure based on octrees that 
can be cutted at any level of hierarchy. Such hierarchical data 
structure known as OctoMap can be used to representation of 
the reconstruction scene, where voxels constitute a certain 3D 
vector where each unit is a voxel. We use a revised version 
of an open source library OctoMap [21].   

Fig. 3. Multi-view fire front monitoring 

 
Fig. 4. The reconstructed scene 
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C. Scene Representation 

Within the scene, each voxel belongs to a specific class 
iw , which describes the type of its inner content within the 

considered reconstruction scene: 

• Unmarked ( 0i = ). It is a type of voxels that have not 
been seen by sensors. Initially, the reconstruction 
scene is represented by a 3D vector filled by 
unmarked voxels. 

• Empty ( 1i = ). It is a type of voxels that lie between 
the sensor position and sensed “surface” of the fire 
process represented by flame and smoke. Such voxels 
usually represent a “free of fire” space. 

• Flame ( 2i = ). These voxels represent a remotely 
sensored “surface” of the fire. Such voxels correspond 
to a burning kernel of the fire process.  

• Smoke ( 3i = ). This type of voxels represents the areas 
within the scene shrouded in smoke, which prevents 
sensoring the inner voxels. Such voxels can mask 
“surface” of the fire.  

• Uncertain ( 4i = ). It is a type of voxels that can not be 
precisely assessed as “burning”, i.e. voxels that are 
possibly involved in the combustion process due to 
the uncertain observation but there is no certainty 
about it. 

• Burnt ( 5i = ). Such voxels represent the areas that are 
already burnt and, therefore, cannot be involved in the 
combustion processes.  

• Fuel ( 6i = ). This type of voxels corresponds to the 
vegetation areas that do not participate in combustion 
processes but can be ignited due to readiness of the 
fuel. It should be noted that voxels, which do not 
contain flammable vegetation, belong to the “empty” 
class instead of the “fuel” class. 

• Occluded ( 7i = ). These voxels represent the areas 
occluded by other voxels that prevent perception of 
the fire front depth.  

D. Classification of Voxels 

A 3D convolutional neural network (3D-CNN) can be 
used to classify voxels within the reconstructed scene. It is a 
special kind of CNNs using the 3D volumes in the kernels 
instead of 2D maps. We propose to use VoxNet [22] 
architecture (Fig. 6). The first convolutional layer has 3 
channels with 128 features, a kernel of size 5×5×5, stride 
2×2×2, and max pooling operation of stride 2×2×2; the 
second one has 32 features, a kernel of size 4×4×4, stride 
2×2×2, and max pooling operation of stride 2×2×2; and the 
third one - 8 features, a kernel of size 3×3×3, stride 2×2×2, 

and max pooling operation of stride 2×2×2. Three fully 
connected layers have 1200, 400, and 50 parameters as 
output.  

E. Soft Rough Fire Front Model 

The model of the fire front can be represented using soft 
sets of cells [23]. Considering a set of voxel classes 

{ }0 7,...,W w w=  and a 3D vector of voxels V , we can define a 
soft set of voxels over V  as a pair ( ),Wϒ  where ϒ  is a 
mapping of W  into the set of all subsets of the set V . This set 
can be defined as ( ) ( )( ) ( ){ }7

0
, , : 2 , , 2W V

i i i i i
t w w t w w t

=
ϒ = ϒ ∈ ϒ ∈ , 

where each ( ),iw tϒ  is an iw -element of the soft set (a set of 
voxels of a class iw W∈  at the reconstruction moment t T∈ ). 
Using the voxels of a class 2w , we can define a lower 
approximation containing the cells, which definitely belong to 
the 2w -element of the soft set ( ) ( )2 ,t w tϒ = ϒ , while using the 
voxels of classes 3w and 4w , we can define an upper 
approximation containing the cells, which possibly belong to 
the 3w - and 4w - elements of the soft set, 

( ) ( ) ( )3 4, ,t w t w tϒ = ϒ ∪ ϒ . As the result, both lower and upper 
approximations constitute a soft rough set of voxels 

( ) ( ) ( ){ }ˆ ,t t tϒ = ϒ ϒ  that represent a 3D fire front model at the 
reconstruction time. Other voxels belong to the negative area 
of the rough set ( )( ) ( )ˆNEG t V tϒ = − ϒ . The boundary area of 
the fire process is a subset of the set of voxels, which belong 
to the upper approximation, but don’t belong to the lower 
approximation, ( )( ) ( ) ( )ˆBND t t tϒ = ϒ − ϒ . 

VI. IMPLEMENTATION 
The proposed method of 3D reconstruction of the forest 

fire front has been implemented using Visual C++, OctoMap 
framework, ConvNet and Fast Artificial Neural Network 
(FANN) libraries. The software prototype has been tested on 
PC based on the Pentium i5-7400 3-3,5 GHz processor and 16 
GB RAM, the reconstruction rate has been evaluated during 
the simulation. The initial weights of neural networks have 
been randomly generated. The simulation results show that the 
method can achieve an accuracy of reconstruction up to 98% 
(Fig. 7), which shows the rate of correctly classified voxels 
(true positive) from the prepared test set. Thus, the method is 
effective for the forest fire front reconstruction, it has 
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relatively the same performance as the method of the fire front 
recognition proposed in [24]. At the same time, reconstructed 
3D model of the fire front gives to decision-maker a 
significantly better visual representation of the forest fire 
dynamics (Fig. 8), so the credibility of fire response decision 
making is respectively increased, which makes the proposed 
method of practical use. 

VII. CONCLUSION 
The proposed in the paper method of 3D reconstruction 

of the forest fire front is based on uncertain observations 
captured by remote sensing from UAVs within the forest fire 
monitoring system. We suggest to use multiple cameras 
simultaneously to capture the scene and recognize its 
geometry including depth. Multi-directional observation 
allows us to perceive and represent a volumetric nature of the 
fire front as well as the dynamics of the fire processes. The 
novelty of our approach lies in the use of soft rough set to 
represent forest fire model within the discretized hierarchical 
model of the terrain as well as in the use of 3D convolutional 
neural network to classify voxels within the reconstructed 
scene. The developed method provides sufficient 
performance and good visual representation to fulfill the 
requirements of fire response operations.  
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Fig. 7. Simulation results 

 
Fig. 8. Representation of the forest fire front 
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Abstract— This paper presents the approaches and methods 
used in computer vision for the detection of moving objects and 
their tracking. Ways of using computer vision methods to 
optimize and control traffic are investigated. Every day, the 
number of vehicles on the roads is increasing and congestion 
problems are getting worse. The main goal in the development 
of modern traffic management systems is to create effective 
traffic management mechanisms in accordance with dynamic 
traffic conditions. Nowadays, the systems that regulate traffic 
have many drawbacks. The main ones, that such systems are 
working according to a predefined program and not being 
aware of the proper real-time data. This paper focuses on a 
novel approach to road traffic management by incorporating an 
intelligent traffic light controlling system using an algorithm 
that consumes real data from closed-circuit television (CCTV) 
cameras. As part of the solution, have been developed a program 
using a popular programming platform that would calculate 
sets of drive orders for traffic signal lights. The main goal of the 
proposed system is to provide better results in terms of reduced 
waiting delay for pedestrians and vehicles, shorter travel time, 
and increased average velocity of vehicles. 

Keywords— traffic control, computer vision, decision-making, 
artificial neural network 

I. INTRODUCTION 
Commonly used road-level control systems have a 

significant disadvantage, they do not handle real-time data and 
work on predefined programs. Therefore, the main meta-
developers of modern traffic management systems are to 
create efficient traffic management enterprises that are applied 
to dynamic results [1, 2]. 

Every day, the number of expensive vehicles is rapidly 
increasing, therefore the problems are very acute. Thus, this 
paper is dedicated to mathematical, algorithmic, software 
tools that offer the ability to automate for computer use those 
that work for people who remotely search for entire tasks. 

Computer vision is currently a well-developed area of 
information technology, despite this recognition system, 
classification and tracking facilities are not widely 

implemented in everyday aspects of life [3-5]. Therefore, now 
we do not yet have an intellectual automated traffic 
management system in the urban roads, which could react to 
changes in urban traffic in automatic mode. The actuality of 
this work consists of the development of a system that will 
reduce time Waiting at the intersection of adjustable 
intersections using computer vision techniques [3]. 

The purpose of work is to develop and describe a system 
of traffic control and optimization, which will choose the 
mode of operation of the light, depending on the road 
situation. 

 An object of research is the process of recognition of 
objects and their tracking on video images. The research 
subject is neural network architectures used for recognition 
and classification of objects on images and can be applied to 
video. 

II. RELATED WORKS AND PROBLEM STATEMENT 
Substantial filling of the image is manifested as a large 

variety of geometric structures. It is extremely difficult to 
classify the objects present in the image. The detection and 
identification of many types of such objects, such as buildings 
and roads in aerial photographs, have even turned into 
separate areas of research. Thus, only the problems of the 
selection of buildings on images have been addressed in 
recent years by several major international conferences, 
which raised only several new problems in addition to the 
existing ones [4, 6]. 

Machine vision (MV) theory offers many different model 
descriptions of observable objects that can be used to detect 
and measure them. The literature describes a wide range of 
such models - from simple character-based descriptions to 
highly specialized and sophisticated structural models [7-9]. 

During the last ten to fifteen years, the algorithmic aspect 
of the image processing has been considered in accordance 
with the so-called modular paradigm [5, 8]. After a long study 
of the mechanisms of human visual perception, D. Marr 
suggested a paradigm that states that image processing should 
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be based on several consecutive levels of the ascending 
information line: from "Iconic" representation of objects (bit-
map, unstructured information) - to their symbolic 
representation (vector and attribute data in structured form, 
relational structures, etc.) [9]. 

In recent years, in the algorithm aspect of the sequence of 
actions to process the image is considered in harmony with 
the so-called modular paradigm. Based on this, in the field of 
Machine vision adopted highlight the following main stages 
of data processing: image processing; segmentation; 
allocation of geometric structure; definition of relative 
structure and semantics [6, 8, 9]. 

Based on these stages we can distinguish the following 
levels of data processing: lower level processing, 
intermediate level, high level [4]. 

In recent years, considerable progress has been made on 
the problems of matching points and matching fragments, the 
selection of features inside small fragments, the high 
accuracy of three-dimensional positioning of points, which 
implies appropriate modeling and calibration of sensors and 
their combinations, selection of simple geometric structures 
such as "point" or "edge" [3-5, 7]. 

Currently, there are several basic algorithmic approaches 
and mathematical formalisms used in the development of 
practical image analysis systems. These are histogram 
transformation, projection analysis, linear and nonlinear 
image filtering, brightness and textural segmentation, 
correlation detection and consistent filtering, Yu. P. Pitiev's 
morphological approach, Serra's mathematical morphology, 
Haf's transformation method, a structural and linguistic 
approach and many others [8, 9]. 

Accordingly, nowadays, the systems that regulate traffic 
have many drawbacks. The main ones, that such systems are 
working according to a predefined program and not being 
aware of the proper real-time data. This paper focuses on a 
novel approach to road traffic management by incorporating 
an intelligent traffic light controlling system using an 
algorithm that consumes real data from closed-circuit 
television (CCTV) cameras. 

III. OVERVIEW OF METHODS FOR OBJECT RECOGNITION 
Let’s formulate the main requirements methods and 

algorithms of machine vision on the example of the most 
specific group of algorithms for identifying objects in images. 
At the same time, the authors consider three main types of 
requirements: stability, accuracy, computational 
implementation. 

Pattern recognition is a very broad scope, many tasks 
from this area are already selected. Firstly, it is necessary to 
understand the basic concepts of this process. Class is the set 
of objects that have common properties. Classification is the 
process of distributing objects by class, according to their 
characteristics. Classifier is a tool that the input receives a set 
of properties of the object, and the output issue class to which 
the object should be assigned. Verification is the process of 
matching a specific object with the object model or with the 
description of a class. The symptom is the quantitative 
description of the properties of the investigated object or 
phenomenon [10, 11].  

In general, distinguish 3 groups of recognition methods 
by tools. Pattern Comparison group includes methods and 

techniques that use the distance category and the approach 
(classification with the closest average, the distance to the 
nearest neighboring value, etc.). Statistical methods based on 
probability calculation (for example, the Bayes’s method). 
Neural networks reveal the possibility of recognition during 
network training [12-15]. 

Consider also give another alternative classification of 
methods by the method of submission. Methods for full 
collation. Among the advantages is that a minimum of 
information may be lost. But the disadvantage is that these 
methods are quite expensive, because it is necessary to 
process a large amount of information, so they are not always 
productive. Methods of matching signs or structural methods. 
The mapping of objects occurs according to certain 
characteristics, features. The main advantage of such 
methods is that they are resistant to changes in position, 
illumination, size, etc. But the disadvantage is that it is quite 
difficult to automatically distinguish the optimal set of signs 
for classification as well as high complexity of computing. 
Hybrid methods. Most similar to the principles of human 
vision: the object is evaluated as a whole and its 
characteristics [8, 9, 16]. 

Classification of the nearest average. The object on the 
image appears as a vector of elementary signs. The set of 
vectors objects can be known in advance as a result of 
training or are provided based on any models. The 
classification algorithm groups by the reference data of the 
class using a vector of the average value (mathematical 
expectation). For example, if the object belongs to Class i, it 
is closer to the vector of the mathematical expectation of 
Class i than the vector’s mathematical expectations of other 
classes [11, 17]. 

Classification by distance to the nearest neighbor. The 
nearest neighbor (NN) is the simplest algorithm classification 
[8, 18]. NN training is reduced to the memorization of 
sampling. The only advantage of this algorithm is the 
simplicity of implementation. Disadvantages are: instability 
to the error; no parameters configurable were by the sample. 

 Statistical methods use statistical information in solving 
the problem of recognition. The method defines the object's 
belonging to a specific class based on probability p. The 
Bayes’s approach relies on the theorem that if the distribution 
density of classes is known, the classification algorithm 
having the minimum likelihood of errors can be discharged 
explicitly [19]. Among the signs of naive classification are: it 
is necessary to define all variables and establish the 
dependencies between them; all variables are equally 
important; all variables are statistically independent. Among 
the disadvantages of naive classification include: only 
complete statistical independence of all input variables 
allows finding product probability; variables must be in 
discrete representation; consider the values of variables 
independently [9, 11]. 

Artificial neural network (ANN) is a mathematical model 
that allows you to collect artificial neurons into one network 
to solve any problem. ANN consists of layers, there is an 
input layer where the input signal is given, there is a source 
layer from which the result of the neural network is removed, 
and there are hidden layers between them. They can be 1, 2, 
3... n. If there are more hidden layers than 1, such a network 
is considered deep if 1 is shallow [11, 13, 20]. 
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There are many different architectures of deep neural 
network, which differ from each other by recognition 
accuracy, speed of recognition, amount of RAM required and 
other parameters. In this work, only some modern 
architecture will be considered. It should be noted that as a 
rule the ResNet and VGG architectures are used as the basis 
for other networks or recognition methods [8, 9, 11]. 

For the task discussed in this work, it is necessary to 
choose the most lightweight classifier, which also will be 
enough accuracy and speed of recognition. 

Table 1 shows information about the number of 
parameters and layers of the analysis networks. 

TABLE I.  COMPARE ANNS BY THE NUMBER OF LAYERS AND 
PARAMETERS 

Neural network Number of 
parameters 

Number of 
layers 

VGG-16 138 357 544 40 
VGG-19 143 667 240 46 

ResNet-50 25 610 216 177 
AlexNet 62 378 344 8 
LeNet-5 60 000 7 
YOLO 51 000 657 106 

VGG-16 +  
Faster R-CNN 

140 757 544 57 

 
The analysis revealed that deep neural networks are 

suitable for the delivered task. Since the images, objects in 
which need to be classified, are large enough. Many the 
convoluted layers can highlight the remarkable features for 
the problem solved and the work of such a network will be 
effective. Also, it was decided to use integrated solutions 
such as YOLO and Faster R-CNN [21-23]. 

IV. A NEURAL NETWORK MODEL FOR OBJECT DETECTION IN 
A TRAFFIC CONTROL SYSTEM 

Let’s describe the mathematical model of neural networks 
and tools to work with them. The model of an ANN was 
proposed by Warren McCulloch and Walter Pitts in his work 
on the simulation of nervous activity [11]. 

The output signal is determined by the formula: 

 
1

 
n

i i
i

a w xϕ
=

 =  
 
 , (1) 

where ϕ  is an activation function which serves to convert the 
input pulse to the resulting value; ix  is an input signal; iw  is 
the weight of the input signal. 

Combining individual neurons can be obtained by a 
neural network. For this initial neuron, signals are fed to the 
entrance of the next neuron. A neural network consists of 
several layers, each of which may be several neurons. The 
layer that takes the signals from the outside world is called 
input. The layer that gives the signals to the outside world-
weekends, other layers are called hidden. 

The architecture of the convoluted network is the 
alternation of the convoluted layers and sub-discretizing 
layers. It was first proposed in the work. The structure of such 
a network has no reverse connections and is necessarily 
layered [8, 21, 24]. 

Network structure is the unidirectional (no backlinks), 
fundamentally multilayer.  The convoluted layer of the neural 
network consists of an indication of a map of a characteristic. 
In such map (card), there is a kernel that is responsible for 
data filtering. 

The number of maps is chosen depending on the task, 
with a greater quantity of maps, improving the quality of 
recognition, but it will increase the computational 
complexity. In most cases, the ratio of the number of maps of 
signs is offered to choose equal to two [8, 22]. 

The sizes of the roll layer maps are the same and are 
defined by the formula: 

 ( ) ( ),  1 ,  1  w h mW kW mH kH= − + − + , (2) 

where , w h  is the calculated map size; mW  is a width of the 
previous map; mH  is a height of the previous map; kW  is a 
core width; kH  is a core height. 

The kernel acts as a filter. Its task is to find certain signs 
over the entire area of the map. 

One of the main features of the convoluted neural network 
is that core also represents a system of shared weights or 
synapse. Multi-layer network consists of a large number of 
links between neurons (synapse), which slows down the 
recognition process considerably. The convoluted network 
uses the principle of total weights, which makes it possible to 
reduce the number of neural bonds and allows you to find a 
certain sign throughout the image area [23, 24]. 

First, the value of each map is equal to 0. The values of 
the cores are randomly asked in the region from minus 0.5 to 
0.5. The core slips on the previous map and produces the 
convolution operation, which is described by the following 
formula: 

 ( )[ ] [ ] [ ]
,

 ,    ,   ,  
k l

f g m n f m k n l g k l⋅ = − − ⋅ , (3) 

where f  is the source matrix of the image, and g  is the 
convolution core; " "⋅  is a convolution operation. 

Describe a convolution operation. Window of the kernel 
dimension g pass with the given step (usually 1) all the image 
f, at each step, the element multiply the contents of the 
window on the core g, the result is summed up and written 
into the result matrix, visually this process is presented in the 
Fig. 1. 

 
Fig. 1. Convolution operation [8]. 

Ultimately, the convolution layer can be described as a 
formula: 

 ( )1l l l lx f x k b− ⋅= + , (4) 
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where lx  is the output signal of the layer l; f  is an 
activation function; lb  is a coefficient of the layer l shear. 

The scalar result of each convolution enters the activation 
function, which is a certain nonlinear function. It is necessary 
in order to bring to the network nonlinearity. 

One of the most popular activation features is the ReLU 
(rectified linear unit) function. Advantages of using this 
function include: function is not saturated; the use of this 
function increases the convergence rate of stochastic gradient 
descent in comparison with Sigma and hyperbolic tangent; 
does not require complex calculations, as the conversion is 
performed. Among the disadvantages distinguish insufficient 
reliability of the function [25]. 

The DBMS and the scraping layer (the subset layer) are 
also as well as the con-joined maps, but their number 
coincides with the previous (conjoined) layer. The purpose of 
the layer is to reduce the size of the maps of the previous 
layer. If there were already certain signs in the previous 
transaction, then for further processing, such a detailed image 
is no longer required, and it is compacted to less detailed. 
Besides filtering of unnecessary details prevents retraining 

In the process of processing the kernel layer subset (filter) 
maps of the previous layer, the scan engine does not intersect 
in contrast to the convoluted layer. Usually, each map has a 
core size of 2x2, which allows reducing the previous map of 
the convolution layer by 2 times. The entire feature map is 
divided into cells of 2x2 elements, of which maximum values 
are selected.   

The ReLU [26] activation function is used normally in the 
subset layer. In Fig. 2, given operation of subsampling. 

 
Fig. 2. The operation of creating a subset, forming a new layer [26]. 

The full layer can be considered as a normal layer of a 
multilayer perceptron. The purpose of the layer is a 
classification, simulating complex nonlinear function, which 
improves OCR quality [23]. 

The main idea of layer exclusion is an instead of learning 
one deep network to teach a few deep neural networks and 
then to average the resulting results. 

The layers that implement this method are used to prevent 
classifier retraining. In practice, dropout is used in 
conjunction with other regularizations [23, 25]. 

Teaching neural network to perform the tasks assigned to 
it consists of setting its architecture and calculating the scales 
for connections between individual neurons. 

Therefore, after the creation of architecture, the network 
is unable to fulfill the tasks for which was created. The 
learning process can be presented in the form of a follow-up 
presentation to the input network of an image, a training set, 
and a comparison of the output results with the true result. 

Take two images, for example, the image of the car, and the 
image of the requested part, which is empty. The response of 
the answer is the result of the resulting error function (delta 
error). You want to extend to all neurons on the network. 

The basic method used to educate artificial neural 
networks is the reverse propagation error (backpropagation) 
algorithm. The essence of the algorithm is that the scales of 
concealed neurons are altered directly proportionally to the 
error of neurons with which the specific neuron is associated. 

Describe the architecture of the management system and 
traffic optimization. This architecture has been developed 
through various methodologies and designs, such as IDEF 
and UML. 

The overall system was divided into several separate 
modules (Fig. 3): video processing module, for recognition of 
road users; control module of traffic light regulation; the 
intersection simulation module. 

 
Fig. 3. System overview. 

Considering the methods of object classification, 
convolutional neural networks were selected to create the 
input video processing module. Since vehicle monitoring is 
an actively developing area, there are a number of proposed 
solutions. To compare the performance of each, separate 
resources were created such as “The KITTI Vision 
Benchmark Suite” [27]. 

It was determined that the SSD and YOLO [21, 22] 
architectures are the most optimal for real-time recognition 
tasks for video. Determining the effectiveness of recognition 
by determining the mAP for all classes of objects. Mean 
Average Precision (mAP) is used to evaluate the accuracy of 
object classification tasks [28]. To calculate mAP, it is 
necessary to calculate the accuracy for each class based on 
the model's expert predictions. An object is considered 
classified if the area of the expert judgment and the result of 
the classification intersect more than 50%. 

The YOLO type neural network is implemented using a 
Darknet framework using the OpenCV library [13, 29-31]. 
The network architecture consists of 24 convolutional layers 
and two interconnected layers. The output layer 7x7x30 is a 
multidimensional array. The network architecture is 
presented in Fig. 4.  

 
Fig. 4. The architecture of YOLO type neural network [22] 
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The window of video control (Fig. 5) allows you to set 
images from CCTV cameras at intersections that are directed 
in different directions. 

 
Fig. 5. Window of video stream settings. 

In this window, the user can select a video stream from 
the drop-down list that lists the available cameras. 

After all the settings in the system, the detection 
(recognition) of vehicles on each side of the intersection in 
real time will start (Fig. 6). 

 
Fig. 6. Vehicle recognition in the frame. 

The user is also able to view the classification details 
using the "Show detected info" checkbox (Fig. 7). 

  
Fig. 7. Detailed information on the results of vehicle recognition.  

A module was also developed where the result of 
modeling the work of a crossroads is displayed (Fig. 8). 

 
Fig. 8. Window of result of modeling the work of a crossroads.  

The input is the result of image processing from the road 
cameras. After that, similar road circumstances are 
reproduced, namely, the same number of vehicles is taken as 
at the intersection, and the traffic light mode of operation for 
the given road circumstances is simulated (Fig. 9). 

 
Fig. 9. Modeling of traffic light for given road conditions 

The best vehicle recognition result is 94.65%, the worst 
result is 88.71%. This result satisfies the software 
requirements. 
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CONCLUSIONS 
In this paper, it was investigated the methods and 

approaches used in computer vision technologies and ways of 
their application for traffic monitoring and optimization. 
Special attention was paid to modern principles and 
peculiarities of neural net-works used for objects recognition 
on video. For the task discussed in this work, it is necessary 
to choose the most lightweight classifier, which also will be 
enough accuracy and speed of recognition. During the work 
models of neural networks, principles of construction of 
layers of a convolutional neural network, their principles of 
work were investigated. 

The analysis revealed that deep neural networks are 
suitable for the delivered task. Since the images, objects in 
which need to be classified, are large enough. Many 
convolutional layers can highlight the remarkable features for 
the problem solved and the work of such a network will be 
effective. In addition, it was decided to use integrated 
solutions such as YOLO and Faster R-CNN. Based on the 
analyses of recognition methods, YOLO architecture the 
most accurate recognition of video. As a result, the traffic 
management system was developed. This system allows 
adapting the traffic control regimes and the traffic-controlled 
algorithm. 
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Abstract—Modern applications for handwritten mathematical
expressions recognition are not limited to single expression input
and rather provide the possibility to input several expressions at
once, complex elements such as equation systems and matrices,
and also support edit modifications. In this paper, we examine
segmentation of mathematical expressions and present new tech-
niques: multi-line segmentation method using special Dynamic
Threshold Distance and matrix segmentation method based on
projection profiling modification. The proposed methods are used
for the preliminary structure analysis and utilize only geometrical
features of the input strokes, therefore they can be used at the
first stage of the recognition workflow. By incorporating these
methods into our recognition system we make it possible to
recognize multi-line expressions and matrices. The evaluation of
the segmentation itself and overall recognition accuracy is per-
formed using open benchmark CROHME datasets and in-house
datasets and for matrices it demonstrates segmentation success
rate 93.66% on CROHME2016. The proposed methods can be
applied for other applications such as analysis of handwritten
document layout, tables and charts recognition.

Index Terms—handwritten mathematical expressions recogni-
tion, mathematical expression segmentation, line segmentation,
matrix detection, matrix segmentation

I. INTRODUCTION

Throughout history, people have developed many special-
ized languages for communicating with each other in a partic-
ular field. Mathematical expression, musical notes, diagrams,
electrical schemas are recognized in the world and are un-
derstood by experts in their field. Mathematical expressions
(MEs) are widely used in various industries such as science,
engineering, education, finance, and many others. Mathemati-
cal notation (MN) is one of the most ancient [1] languages and
one of the most complex. MN has a two-dimensional structure
and includes more than 1,500 characters [2]. The alphabet of
MN contains many similar characters such as ’x’, ’χ’, ’v’, ’ν’,
’n’, ’η’, ’0’, ’O’, ’∞’, ’∝’ etc. Therefore, despite significant

advances in the field of computer vision and voice recognition,
the recognition of ME is still a challenging task.

”Online” and ”Offline” are different subclasses of Handwrit-
ten Mathematical Expressions (HME) recognition [3]. Online
recognition is a translation of dynamic representation (the
traces of pen/finger movement) into the mathematical notation
such as LATEX or MathML. Offline recognition operates with
a static representation of the input, such as an image. It is
customary to distinguish three epochs in the development of
online HME recognition systems [4]: sequential solutions,
integrated solutions, and end-to-end neural network-based
solutions. Sequential solutions and integrated solutions are
characterized by the presence of two stages of recognition [5]:
(1) symbol segmentation and classification and (2) structural
analysis.

Such approaches for the symbol segmentation have been
examined and published in many papers [6]–[10]. But the most
research papers on HME direction consider math recognition
as single-expression recognition when samples in applied
datasets mostly have one line of ME. Special cases like equa-
tion systems with separate expressions in multiple lines and
matrices, where every matrix cell is a separate ME itself, are
represented to a much lesser extent. However, modern systems
can not limit the input with a single math instance. Such
systems should support any type of ME input, both as a single
line expression or multiple lines of independent expressions
during one input session, as well as editing modifications to
these expressions.

Another important feature of new systems is the focus on
mobile devices [11]–[13]. Such systems have limited sizes on
the mobile screen, so users can place multiple expressions and
their parts very close side by side. On the contrary, some parts
of a single ME can be written very far one from another (see
examples a, b on Figure 1).
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(a) Overlapping areas of two expres-
sions

(b) Large vertical distance be-
tween elements of one expres-
sion

(c) Overlapping cell projections (d) Uncertainty of the belonging
of individual elements to a partic-
ular cell

Fig. 1: Ambiguity during segmentation.

Described requirements lead to the fact that it is necessary to
separate the input strokes into different instances of formulas
and blocks for the next recognition stages. This segmentation
task becomes more complicated, taking into account that one
ME isn’t limited to a specific line’s height. For example, it
can have many fractions one in another, different special large
symbols of operations (like sum, integral, limit) with upper
and lower parts that also can contain ME inside themselves.
Other ambiguities can also occur due to personal handwriting
styles of different users, for example, far-away standing dot of
symbols ’i’, ’j’ that can also be interpreted as a single-standing
dot of separate instance. Figure 1 illustrates the main ambi-
guities during the segmentation of multi-line expressions and
matrix cells. Under such conditions, many approaches [14],
[15] for the segmentation of elements cease to work.

In order to solve this segmentation task and overcome
described ambiguities, as well as satisfy our recognition sys-
tem requirement, discussed in section III, we propose new
segmentation techniques.

II. PRIOR WORK

Approaches for matrix segmentation were discussed in a
few works and targeted different problems: offline printed
matrices recognition, offline handwritten matrices recognition,
and online handwritten matrices recognition. Many methods
perform character recognition first, and then use character
type information during segmentation: [16] first forms matrix
elements by inflating bounding boxes and uniting intersected
characters, [14] forms matrix elements by checking distances
to adjacent characters, [17] combines both actions. In [15]
adjacent characters are united based on the average character
width. They also experiment with clustering elements cen-
troids projected on an axis. In [18] a minimum spanning tree
is used and segmentation is first performed by rows, then rows
are divided to elements by spaces. The reason we can not use
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Fig. 2: Recognition workflow.

most of the existing approaches in our recognition system is
explained in Section III.

Our solution for matrices is based on projection profiling.
Projection profiling is extensively used in document structure
analysis [19], [20], specifically interesting is its usage for tab-
ular data segmentation [21], since matrices have grid structure
alike tables.

III. OVERVIEW OF THE RECOGNITION SYSTEM

The main modules and overall workflow are illustrated in
Figure 2. Line segmentation and Matrix segmentation mod-
ules are described in Section IV. The character recognition
module performs character segmentation and classification of
mathematical symbols. It’s based on a Bidirectional Long
Short-Term Memory (BLSTM) neural network with with
Connectionist Temporal Classification (CTC) [22], [23] out-
put layer. The expression construction is implemented using
Probabilistic Context-Free Grammar (PCFG) [24], [25] and is
also equipped with the N-gram language model.

An LSTM model is presented by the next compact form of
the equations:

ft = σg(Wfxt + Ufht−1 + bf )
it = σg(Wixt + Uiht−1 + bi)
ot = σg(Woxt + Uoht−1 + bo)
c̃t = σh(Wcxt + Ucht−1 + bc)
ct = ft ◦ ct−1 + it ◦ c̃t
ht = ot ◦ σh(ct) ,

(1)

where xt – input vector at the time stamp t; ft – forget
activation vector; it – input activation vector; ot – output
activation vector; ht – hidden state vector; c̃t – cell input
activation vector; ct – cell state vectora; W – weight matrices;
b – bias vectors; σg – logistic sigmoid; σh – hyperbolic tangent
function. The input of BLSTM is a normalized vector of
features: ∆x, ∆y, and pen-up/pen-down.

CTC is associated as a scoring function and can be presented
by the next formula:

O(S) = − ln

 ∏
(x,z)∈S

p(z|x)

 = −
∑

(x,z)∈S

ln p(z|x) , (2)

where x – the input sequence and z – the labels from the
ground truth.

The approach based on the BLSTM in connection with
CTC tends to find the symbols bounds at the corresponding
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input sequence. However, this approach requires very strict
observance of the characters order, which has to correspond
to the order during the training process. The following order
was chosen for the learning of character recognition model:
from top to bottom and from left to right. The strict strokes
order in the input sequence allows the recurrent neural network
to provide a more accurate classification of characters based
on context. And on the other hand, a sequence of input strokes
that do not correspond to the required order leads to a very
significant decrease in the quality of character segmentation
and classification.

Considering there aren’t any strict rules of symbols writing
order in math, users are able to input strokes in arbitrary order,
and even alternately in separate expressions. Segmentation by
expression instances and by matrix cells is designed to ensure
the required strokes order for BSLTM input, and also provides
a preparatory analysis of the spatial relations structure for the
expression construction module.

IV. PROPOSED METHODS FOR SEGMENTATION

In this section, we will describe the first and third steps of
our system recognition workflow - line segmentation and ma-
trix segmentation. At this stage, we don’t have any typographic
information of the characters (ascent, descent, mean line, etc.)
and can utilize only geometry features of input strokes.

To deal with both multi-line and matrix expressions that
have various layouts with their specific features, we will use
different segmentation approaches.

A. Multi-line segmentation

Multi-line segmentation is used to split all input sample
strokes into separate segments for every math instance. First,
we receive a sequence of input strokes and perform common
preprocessing for our segmentation approaches - calculate
strokes bounding boxes and save the order index of every
stroke. The purpose of the last step is the necessity to save
the initial strokes’ order inside every segment for the next
recognition stages.

In order to overcome ambiguous situations described pre-
viously we use a special Dynamic Threshold Distance (DTD)
to distinguish far-written parts of one expression from single
standing MEs. We have performed empirical measurements
of users’ preferable average line spacing for writing MEs.
Accordingly to our observations, DTD is also strongly associ-
ated with user interface preferences, specifically with the font
size, that is related to the device screen resolution. So we
calculate DTD taking into account the median stroke of the
whole sequence with the next formula:

DTD = Cls ∗
fontSize+Hm

2
∗ ppi , (3)

where:
Cls - line spacing empirical constant (chosen as 0.42),
Hm - height of the strokes sequence median stroke,
ppi - pixels per inch value of the device screen.

Fig. 3: Successful multi-line segmentation of basic geometry
method. Some critical distances between potentially neighbor-
ing strokes are greater than DTD, so these strokes belong to
different segments. Such values are marked with red arrows.

(a) Large vertical distance
between fraction elements

(b) Far-away standing parts of symbols

Fig. 4: Examples that require to find special cases during
multi-line segmentation.

The backbone of the segmentation method is based on the
geometry relations of strokes bounding boxes. Its pseudo-code
is presented as Algorithm 1. There we consider two strokes
are in one line when either one of their centers hits in another
stroke bounding box, but resized to 50% of its height. And
we confirm the vertical relation of two strokes if they can
have subscript/superscript or upper/lower relative positioning.
Merging process includes insertion of the stroke index to other
segment strokes indexes to preserve the initial strokes order,
and calculation of the union of their bounding boxes.

We can use the described algorithm as a basic segmentation
method itself. There is an example of its usage in the Figure 3.
This basic geometry method is doing well with simple multi-
line expressions and with instances that have a low amount of
horizontal intersections. But there are more ambiguous cases,
like ones on the Figure 4, where some strokes have similar
distances to multiple segments. Such special cases are mostly
related to vertical-ordered blocks and symbols, one of the
most frequent of them is a fraction. Other specific symbols
are common math characters ’i’ and ’j’ with their upper dots.
And considering special geometry features of such symbols we
can try to detect them during this stage to analyze preliminary
expression structure, that can help to solve this issue.

The main improvement of this method is a special strokes
detector that finds cases of interest - fractions and small
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Algorithm 1 Multi-line segmentation method

function LINESEGMENTATION(S)
Input: S - list of input strokes
Output: R - list of segments (strokes lists)
R[0].insert(S[0])
for s in S do

M.clear() . M - segments for current stroke s
for seg in R do

for sseg in seg do
if isOneLine(s, sseg) then

M.insert(seg)
else if isVerticalRelation(s, sseg)) then

if distance(s, sseg) < DTD then
M.insert(seg)

end if
end if

end for
end for
if M.empty() then

R.insert(s) . create new segment
else

MERGETOSEGMENTS(s,M )
end if

end for
return R

end function

symbols like dots and commas. We perform this detection
step for every stroke of the input sequence. If stroke sizes
in comparison to the sequence median stroke satisfy some
conditions, we then perform stroke approximation using the
Ramer–Douglas–Peucker algorithm and calculate stroke an-
gles deviations by all approximated stroke points. Basing on
the acquired features we use a decision tree algorithm to
detect fraction-like symbols and dots/commas-like symbols.
Using the information about detected special cases we make
an assumption about possible expression structure and use it
in the main segmentation stage. Now the appropriate segments
are searched more effectively by giving more attention to
the bottom direction for dots-like strokes, and by increasing
vertical DTD value for the bounding boxes of fractions-like
strokes.

By applying special cases detection we can overcome more
complex segmentation ambiguities, still without getting any
context information about ME symbols.

B. Matrix segmentation

Matrices recognition begins with matrices detection per-
formed by a special module (second module in Figure 2).
It detects matrices by finding round, square, and straight-
line brackets using similar algorithms from the special cases
detector described in the previous part. When this step is
completed, we have a collection of strokes that are assumed to
be parts of a matrix. The goal of segmentation is to unite them
in matrix elements and reconstruct matrix rows and columns

Fig. 5: Matrix, where structure is better expressed in the first
row and the first column.

Fig. 6: Matrix, where columns are more clearly separated than
rows.

Fig. 7: Matrix, where rows are more clearly separated than
columns.

structure. Handwritten matrices have some specific problems:
uneven spacing and writing, insufficient spacing, lines going
up or going down. Often, matrix structure is guessed from
certain row or column, written best or having better spacing.
For example, in the Fig. 5 matrix structure is much better seen
in the first row and the first column. This observation is used
in the proposed algorithm by choosing a certain row or column
as a segmentation template.

The basic idea of the algorithm is taken from projection
profiling method. First, bounding boxes of each stroke are
projected on X and Y axis simultaneously. Because of ma-
trices grid structure, projections on axis are seemingly more
intensive next to rows and columns. To extract segments of
higher concentration, an intensity threshold is chosen based
on maximum projection concentrations: the more strokes are
projected to the same axis point, the higher the threshold is.

Using the extracted segments, we make an assumption about
which axis projection is more clear. Here we choose projection
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TABLE I: Multi-line segmentation results

Basic geometry method Special cases
detection method

Segmentation
succ. rate (%)

Recog.
rate (%)

Segmentation
succ. rate (%)

Recog.
rate (%)

Single line
(100 samples) 100 84 96 82

Multi-line
(100 samples) 42 33 75 61

Total 71 58.5 85.5 71.5

with more similar segments length by calculating segments
length variance. Then, accordingly to the assumption, it is
decided to separate coordinate ranges either for rows or for
columns. In the Figure 6 is an example of a matrix where
columns are better separated than rows, so the matrix will be
first separated by columns. In the Figure 7 we can see the
opposite situation: the matrix will be first divided into rows.

Now we temporarily assign strokes to nearest row (column).
Then one row or column is chosen to deduce a number N of
element in all other rows or columns. One of the ways we tried
to chose one row (column) is finding the one that contains least
amount of strokes. Another way is to pick the one containing
longest space. Then all other rows (columns) are segmented
based on the deduced quantity of elements in each. This can
be done by separating row (column) strokes by N − 1 largest
spaces.

V. EVALUATION

By applying segmentation methods we have to consider
their efficiency and influence on whole recognition system,
so we measure both segmentation accuracy and overall recog-
nition accuracy.

A. Results

1) Multi-line segmentation evaluation: There are no well-
known open datasets for the evaluation of HME lines segmen-
tation so for this task we created a small in-house dataset by
sampling multi-line instances of different types. We manually
provided ground-truth as a relation of every stroke to specific
expression. Also, single line samples from CROHME 2014
and CROHME 2016 open datasets were added. As a result,
the dataset for evaluating line segmentation methods contains
200 samples - 100 multi-line samples with more than 200 MEs
and 100 single line samples. The successful segmentation of
multi-line sample is interpreted as a correct appropriation of
every stoke to its segment. We use single line expressions for
segmentation methods evaluation to be sure that the whole
recognition system would not get worse with ’traditional’
samples. And we can see one of some rare cases of wrong
single line sample segmentation in Figure 8a. Table I shows
multi-line segmentation results.

2) Matrix segmentation evaluation: No specific metrics
were earlier presented for matrix segmentation quality evalua-
tion, and rates for total recognition performance are often pre-
sented when evaluating matrix segmentation. So, let us specify

TABLE II: Matrix segmentation results

Our method
CROHME

2014

Our method
CROHME

2016

MyScript
CROHME

2016

Wiris
CROHME

2016

Cell Recall
Rate 90.51 94.37 87.49 84.68

Row Recall
Rate 91.53 94.82 95.61 87.16

Column Recall
Rate 89.16 95.30 90.71 82.22

Matrix Recall
Rate 97.71 98.07 97.52 85.67

Segmentation
Success Rate 86.28 93.66

(a) Wrong segmentation of single line sample - two segments found

(b) Wrong segmentation of multi-
line sample - one segment found

(c) Correct segmentation of
multi-line sample

Fig. 8: Multi-line segmentation examples.

matrix segmentation success rate on a dataset containing N
matrices {m1,m2, ...,mN} as:

Rate =

N∑
i=1

f(mi)

N ,

f(m) =

{
1, each stroke is in proper matrix cell
0, otherwise

(4)

Matrix segmentation is evaluated on CROHME 2014 [26]
matrix dataset and CROHME 2016 [27] matrix dataset. In
samples that contain more than one matrix, we consider
each matrix separately. Cell, row, column and matrix recall
rates are calculated on strokes segmentation level by LgEval
tool used in CROHME competitions [28]. The results and
comparison are presented in Table II. A few examples of
correctly segmented matrices are shown in the Figure 9.

B. Limitations and Future work

Through our explorations, we have found that the proposed
approaches for segmentation have limitations. Using only ge-
ometry information of the strokes, our multi-line segmentation
method isn’t able to resolve complex uncertain cases with
vertical-order symbols (like sigma, integral, limit) and close-
standing MEs with a big amount of strokes intersections.

One of the difficulties for matrix segmentation is finding
”valleys” in projections when bounding boxes of different rows
or columns overlap too much (Figure 10a). Another situation
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Fig. 9: Examples of correctly segmented matrices.

(a) Wrong segmentation due to rows
bounding boxes overlap

(b) Wrong segmentation
in n× 1 sized matrix

Fig. 10: Examples of matrices segmented with errors.

where a mistake can occur is when some rows or columns
of the matrix contain many strokes, and others contain just a
few. Such a projection segment may be mistakenly treated as
”valley”. The method also needs special improvements to deal
with matrices containing rows with only one element in each.
That is because small ”valleys” that in most cases are not real
separations between rows or columns are eliminated based on
the length of the maximum valley. But in n× 1 matrices the
maximum space cannot be used. A simple example of this
problem is in Figure 10b.

So, due to the fact some multi-line samples and matrices
can’t be segmented without semantic information, we are
going to improve our special cases detection to have more
context knowledge on the segmentation stage. It can be
possibly done using some basic symbol classification before
the segmentation, more advanced analysis of spatial relations,
and also with grammatical analysis.

VI. CONCLUSION

In this work, we demonstrated different segmentation tasks
in HME recognition, described the related issues, and proposed
methods for multi-line segmentation of ME and matrices
elements.

The proposed methods can be used on the first stage of
HME recognition workflow and are focused on the analysis
of ME structure, which ensures the correct preprocessing of
input strokes to take into account the requirements of the
following recognition steps. Such structural analysis also can
significantly reduce the execution time on the final stage of
recognition of ME. By incorporating these methods into our

(a) Multi-line segmentation

(b) Matrix detection and segmentation

Fig. 11: Incorporation of proposed methods to the developed
recognition system. User’s input on the left and the results of
segmentation and recognition on the right.

recognition system [29] we made it possible to recognize
multi-line expressions and matrices (Figure 11). We achieved
high segmentation accuracy, dealing with most cases of aver-
age complexity.

Besides the recognition of ME, the explained methods can
potentially be applied for other applications with handwriting
input tasks such as analysis of handwritten document layout,
table recognition, charts, and other complex document ele-
ments. We also plan to evaluate these methods for equation
systems recognition.

Another important direction for further research is more
deep clarification of the ME structure based on the results
of both character segmentation and classification, which, ac-
cording to our observations, should significantly improve the
quality of the proposed approaches.
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Abstract— High-dimensional multi-sensor image data open 

new possibilities in remote sensing image analysis. One of the 
main problems in the field of automated high-dimensional data 
processing is interpretation and recognition of geometric forms 
in images. The use of traditional moment invariants in object 
recognition is limited to simple geometric transforms. In this 
study, a novel recognition method of high-dimensional multi-
sensor remote sensing data of various spatial resolution was 
proposed. The proposed method of photogrammetric image 
recognition represented in raster formats of computer graphics 
enables identification of objects without implementation of 
complex algorithms involving transformation of digital images. 
This, in turn, enables improvement of the recognition 
accuracy. The experiments have shown that the proposed 
algorithm provides a useful alternative approach to feature 
reduction in high-dimensional digital image data. 

Keywords— high-dimensional data, recognition, remote 
sensing image, invariant, resolution 

I. INTRODUCTION 
One of the main problems in the field of automated high-

dimensional data processing is interpretation and 
recognition of geometric forms in images. Object 
recognition from remote sensing acquired data has been an 
important research topic in computer vision for many years 
[1-3]. Some useful applications of this subject include map 
creation, urban city planning, and land use analysis [4, 5]. 
For instance, building extraction and delineation is one of 
the most important tasks in map feature extraction. 
Obviously, the automation of such tasks can lead to greater 
productivity, resulting in reduced timelines for map 
production [6]. Its significance is determined by the fact that 
visualization of physical fields of material objects is one of 
the main ways of studying their characteristics. Since the 
geometric form of the image of an object depends on the 
positional conditions of the image acquisition, the main 
requirement to the methods of automated image analysis lies 
in the invariability to geometric transformations stemming 
from the variations of those conditions. We shall 
concentrate on processing images obtained with the methods 
of remote sensing of Earth (RSE). Recognizing structures is 
difficult in remote sensing imagery. For these high-
dimensional data, a typical representation is raster formats, 
where each pixel of the image represents a particular 
elementary area on the surface of Earth; and the value of 
this pixel corresponds to the amount of energy reflected or 
radiated from this area [7]. In many cases, it is necessary to 
process images of the same territory collected from various 
sources. But spatial resolution of satellite and aerial images 
may vary from several kilometers to centimeters. For 

comparison of individual images pixelwise, the pixel 
meshes of the compared images should be in conformity. 
For transformation of individual images into a common 
coordinate mesh, rectification methods are used. Even 
though some rectification algorithms are rather efficient, in 
this operation, certain spectral information is nevertheless 
lost. Therefore, it is important to develop such recognition 
algorithms that do not require transformation of the 
analyzed images. 

II. STATEMENT OF THE RESEARCH PROBLEM 
Despite a tremendous effort and huge number of 

published papers, there are still open problems to be 
resolved. The use of traditional moment invariants in object 
recognition is limited to simple geometric transforms, such 
as rotation, scaling and affine transformation of the image 
[8]. Several papers studied recognitive and reconstruction 
aspects, noise tolerance, discretization errors and other 
numerical properties of various kinds of moment invariants 
[9, 10]. In [7, 12], multidimensional information-geometric 
models of projective nature images were developed that are 
invariant as for their affine transformations. In the 
framework of these models, an image is represented as a 
countable set of normed semi-invariants of paired order of 
the function of brightness (or indicator functions) that forms 
a linear space with a pseudo-Euclidean metrics. However, 
these models do not take into account the specific of 
morphogenesis of satellite scanner images, in particular, 
their multicomponent nature. Other authors propose 
algorithms of image processing (classification, rectification, 
referencing of images etc.) that change either the geometry 
of the image as a whole or the values of some of the pixels 
[13-17]. 

The aim of this work is development of a new method of 
high dimensional multi-sensor remote sensing data 
recognition that would enable identification of objects 
without loss of spectral information. 

III. THE PROPOSED METHODOLOGY  
Of a substantial importance in modern ways of 

formation and reproduction of visual information are 
multicomponent images that are considered here in the 
framework of the following definition. 

Definition 1. A multicomponent image is such that is 
composed of a finite set of fragments with their own 
brightness functions, each of the former having information 
value in interpretation of the image as a whole. 
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Thus, raster images can be considered as 
multicomponent, the individual components of which are 
pixels (or groups thereof) with the same level of brightness. 
To the images of this type belong those acquired with image 
sensors in the form of discrete sensor surfaces, in the 
capacity of which matrices of charge-coupled devices are 
widely used. Each element of such a matrix registers an 
individual component of an image as a pixel (Fig.1). 

 

Fig. 1. Formation of remote sensing high-dimensional data 

The indicator function of a composed image that 
includes M fragments (further, M-image), in accordance 
with its definition, is represented by the sum of the indicator 
functions of its components: 

( ) ( )
=α

α=
M

1
Tff 0M rr


,   (1) 

where αT


 is the operator of geometric transformation that 
formed the α -th fragment of the image, where the 
fragments do not overlap pairwise. Assuming a square being 
a forming image, in the morphogenesis of individual 
fragments of such images, only homothetic transformation 
and parallel translation participate: 

( )αα −= α brArT


,                            (2) 

where αA  is the homothety matrix with αk  coefficients 
and αb  is the translation vector for the α  fragment. 

Thus, the geometric form of a multicomponent images is 
composed of the aggregate of geometric forms of individual 
fragments and of location of the set of points with radius-
vectors M,1, =ααb  on the surface of the image. 

The indicator function of the mentioned discrete set of 
points can be represented as 

( ) ( )
=α

α−δ=
M

1
pf brr ,  (3) 

where ( )rδ  is the Dirac delta function. 

It can be shown that the relation between the Descartes 
moments of an М-image ( )nmM  and of its individual 
fragments ( )α

nmM  looks as: 
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where ( )!jn!j
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nC
−⋅

=  are binomial coefficients. 

On the basis of this relation (4), one can obtain semi-
invariants of the indicator function of the M-image, which 
are the basis of the affine-invariant model of image 
interpretation [7]. Consider a particular case of 
morphogenesis of M-images on the basis of homotheties 
with the same k  coefficients for all fragments, which is 
typical for images of raster formats of computer graphics. In 
a particular case of the second-order model ( )2mn =+  we 
have 
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where nms are semi-invariants of a pixel; nmS  are semi-
invariants of the raster image and 0σ  is the area of the 
forming image ( )000 M=σ  [7]: 
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where 1j −=  is imaginary unit; ( )uF  is integral Fourier 
transform of image brightness with parameter vector 

( )21, uu=u . 

The semi-invariant is normalized by the rule: 
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In (5)-(7), the angle brackets indicate the operation of 
averaging of the corresponding factors over the set of 
fragments.  

The connection between zero-order semi-invariants for a 
raster image and an individual pixel is established as: 

MlnkslnS 2
0000

−+= .                    (10) 

Basing on statements (5)-(10), we can formulate 
components of representation of the M-image vector in 
space 3

1R  according to its definition above: 

( )2
220M

k
M
1

1 bb
2z −+=Ζ σ ,                        (11) 

( )( )22110M
k

M
2

2 bbbb
2z −−+=Ζ σ ,       (12) 

( )2
110M

k
M
3

3 bb
2z −+=Ζ σ ,                      (13) 

where zΖ,  are feature vectors of the raster and forming 
images in the model space 3

1R . 

As follows from the results of [7], the equation of the 
quadrature of the representation of a multicomponent image 
in space 3

1R  looks as follows: 
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( ) ( ) 2
2

2 FTM =−−⋅ uΖGuΖ ,                    (14) 

where G  is the matrix of the metric tensor of space 3
1R . In 

equation (14), 2F  designates the radius of the affine-
invariant pseudosphere, on which the point of the 
representation of the form of the forming image is located; 
u  is the feature vector of the point set of locations of the 
fragments on the image plane. Considering the definition of 
the metric tensor of space 3

1R , equation (13) can be written 
in terms of radiuses of affine-invariant pseudospheres that 
represent in it the geometric forms of the forming and raster 
images and the set of points (3). After transition to the 
coordinate reference related to the main directions of the 
mentioned pseudospheres, the equation looks as follows: 
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vYy ,,  are, respectively, feature vectors of the forming and 
M images and the set of points { }2,1: =jjb  with 

components 

( ) ( ) .3,1i,bbbbv i3
22

1i
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In the general case, components of vector v  averaged 
over the set of fragments of the multicomponent image 
depend on the number M of these fragments. Let us take 
into consideration that, in practical situations of 
photogrammetric images of raster formats, the number of 
these fragments is large, which gives the ground to use 
results of the probability theory as for statistical 
characteristics of large samples for evaluation of the 
dependence )M(vv = . The central limit theorem of the 
probability theory states that the dependence of the results 
of averaging across such samples reduces with the increase 
of the cardinal number of the sample. Applying this 
statement to the problem under consideration, let us assume 
that the dependence of vector v  on the number of fragments 
can be neglected. Considering invariability of the geometric 
model to the homothety of tie images, we can assume 

1k,10 ==σ  in (11)-(13). As a result, we obtain the 
correspondence of feature vectors of two multicomponent 
images 2,1 ΖΖ  with different numbers of fragments 

21 M,M : 
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For images with large numbers of fragments, the first 
summand in (17) is substantially smaller than the second, 
due to which we have 

2M
1M

12 ΖΖ ≅ ,                              (18) 

that is, the feature vectors of two multicomponent images 
that represent a fixed class of geometric forms are practically 
collinear. Within the accuracy of equation (16), the feature 
vectors of the raster image and the discrete set of location of 

its components in the plane are also collinear. However, 
existing systems of information characteristics in the form of 
a set of invariant features are characterized by information 
incompleteness, and augmentation of their ensemble is 
associated with the increase of the space of the model, that is, 
with calculations of invariants of higher orders. One should 
note that the research we have carried out has shown that 
there also exist manifolds in the space of the model when 
normed semi-invariants of an odd order are used. Thus, for 
instance, in calculation of semi-invariants up to the fourth 
order, an image can be described by a six-parameter vector 
of invariant features, and, in calculation of semi-invariants of 
up to the fifth order, the system of information characteristics 
may have ten affine-invariant features. For example, 
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IV. RECOGNITION EXPERIMENTS 
Testing of equations (17) and (18) was carried out for a 

photogrammetric image of an area of the Earth surface 
obtained from a spacecraft and shown in Fig. 2a. The image 
in Fig. 2b is the result of extraction of the contour, and its 
dimensions are 256256 × . In the framework of the 
employed model of morphogenesis of M-images this 
corresponds to a forming image as an individual pixel, its 
homothety with the coefficient 1k =  and parallel translation. 
The image shown in Fig. 2c was obtained on the basis of the 
homothety of a pixel with the coefficient 5.0k = , and the 
image in Fig. 2d, with 25.0k = . The numeric values of 
characteristics of the images are given in Table 1. Analysis 
of the respective data confirms satisfaction of the condition 
of collinearity of the feature vectors of the images. 

       
                                a)                                                   b) 

       
                                 c)                                                  d) 

Fig. 2. Test results 

TABLE I.  IMAGE CHARACTERISTICS 

Homothety 
Coefficient k 

Z1 Z2 Z3 

Number of 
fragments M 

k=1 (Fig. 2b) 0.840 -0.060 0.871 4576 

k=0.5 (Fig. 2c) 1.541 -0.116 1.575 2523 

k=0.25 (Fig. 2d) 3.316 -0.218 3.438 1155 

The presented data confirm observation of equation (17), 
which, therefore, can be accepted as the necessary condition 
of belonging of two multicomponent images with feature 
vectors 21,ΖΖ  to the same class of geometric shapes, which 
is determined by the vector v  of positioning of the 
fragments. 

V. CONCLUSIONS AND FUTURE WORK 
In this study, a novel recognition method of remote 

sensing high-dimensional data of various spatial resolution 
was proposed. The proposed new method of 
photogrammetric image recognition represented in raster 
formats of computer graphics enables identification of 
objects without implementation of complex algorithms 
involving transformation of images. This, in turn, enables 
improvement of the recognition accuracy up to 96%. The 

hyperspectral data are now more often high dimensional not 
only spectrally, but also spatially and temporally. Further 
research will be related to consideration of the possibilities 
of application of the developed model to processing 
hyperspectral images. 
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Abstract—At this paper the definition of influence by five 
different drug exposure types (three intragastrical and two 
inhalation types) to medical blood and urine indicators of white 
rat are investigated. Authors propose a method based on 
Manhattan metrics and aimed at comparing with special control 
group without any exposures. 
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I. INTRODUCTION 
Nowadays the problem of environmental pollution by 

chemicals is a well-founded concern for the world and in 
particular the European community. The chemical-
pharmaceutical industry according to the international 
classification (US Environmental Protection Agency) is 
referred to the group of environmentally hazardous enterprises 
[1]. Approximately 4.5 thousand chemical enterprises are 
under sanitary and epidemiological surveillance in Ukraine; 
up to 940 chemicals used within industry have been registered 
[2]. Chemical-pharmaceutical companies are sources of toxic 
compounds emissions into the production medium and 
environment [3]. High manufacturability and growth rate of 
the industrial complex of chemical-pharmaceutical enterprises 
are leading to an increase in release as well as use of new 
chemicals, including medications, consequently increasing 
the likelihood of chemical pollution of industrial sites and the 
environment. Such events, in turn, contribute to increased 
risks of occupational pathology of enterprise staff and 
population morbidity [4-5]. 

Most working chemical-pharmaceutical companies are 
daily exposed to chemical compounds during manufacture of 
medicines. The leading adverse factor, in particular within the 
manufacture of medicines, is the contamination of harmful 
organic and inorganic substances in the air of working 
premises, clothing and skin of workers, surfaces of equipment, 
building structures, industrial areas and environment [6-7]. If 
the sanitary and hygienic requirements are not complied with, 
the release of harmful chemicals takes place due to insufficient 
sealing of the equipment within the course of technological 

processes, communication, transportation, loading and 
unloading of raw materials, sampling of air, technological 
process. The person who works under such conditions 
receives an unknown amount of toxic compound through the 
respiratory system, mucous membranes and skin. The toxicant 
eventually spreads throughout the human body and exhibits its 
toxic effect [8]. 

Within industrial production medicines and their active 
components are potentially hazardous to the health of 
workers, as they can enter the working area and directly cause 
different manifestations of abnormalities or pathological 
processes in the human body [9]. 

The prevalence of production-related pathology caused by 
chemical etiology among other work-related diseases remains 
significant and constitutes 23%; occupational intoxication 
among workers in such field is ranked fourth in the list of 
general and occupational morbidity [3]. 

The mentioned data conditions the need to develop 
hygienic standards for the content of chemical compounds in 
the production environment at all stages of the technological 
process, as well as the need to develop methods for their 
biological control [10]. 

One of the important measures for the prevention of the 
harmful effects of chemical substances on working chemical 
and pharmaceutical enterprises is the systematic control of the 
content of harmful substances in the air of the working area 
(chemical monitoring). However, the determination of 
chemical compounds in the air of the working area allows 
estimating their concentration only at a specific time moment 
and at a certain place [11]. Unfortunately, the control of the 
content of toxic compounds in the air of the working area 
cannot completely exclude the effect of toxic substances on 
the body of the working person. Therefore, priority should be 
accorded to introduce methods of biological monitoring of the 
effects of toxic compounds on humans in order to achieve 
more careful control of the effects of toxicants on the human 
body. 
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In accordance with WHO regulations, biological 
monitoring involves the identification and measurement of 
concentrations of toxic chemicals in human biological 
environments (blood plasma, urine, etc.) followed by further 
comparison of these data with the levels of the specified 
toxicant in the air of the working area/atmosphere air and 
developed pathological conditions in human body [12]. 
Biomonitoring is intended to eliminate uncertainty when 
assessing the degree of exposure of a toxicant, which 
inevitably arises in the case of using indirect methods, which 
rely on estimated approaches and are unable to take into 
account the individual doses absorbed by the organism, to 
evaluate the impact of the toxicant that comes from many 
sources and via different ways. Therefore, biomonitoring can 
be considered as the main tool for determining the severity and 
nature of the effect of an unfavorable factor on the human 
body and undoubtedly complementing the sanitary-chemical 
control of the air in the working environment area [13]. 

Hygienic identification of hazardous chemical compounds 
and assessment of their long-term effects is an important 
component of the system of evidence of cause-and-effect 
relationships between workers' / population's health effects 
and the formation of unwanted health abnormalities. Such 
aspect, in turn, allows deeply assessing the real risk of 
exposure of toxicants to the body of enterprise personnel [14]. 
The methodology of human biological monitoring has been 
recently widely used to establish cause-and-effect 
relationships between the action of chemical compounds, in 
particular medications, and environmental pollution and / or 
the occurrence of occupational pathology. Many authors 
emphasize the need for in-depth study and development of 
methodological approaches in this area in order to implement 
them in the practice of occupational health and environmental 
protection [15]. 

The term "Human biomonitoring" was initially proposed 
in 1980 at a seminar organized by the European Economic 
Community (EEC) together with the US National Institute for 
Occupational Safety and Health (NIOSH) and the 
Occupational Safety and Health Administration (OSHA) in 
Luxembourg [16]. 

Biological monitoring can be defined as a method of 
assessing the effects of hazardous chemical compounds on 
human health by measuring the content of these substances in 
samples of human biological material. With regard to 
production facilities, the proposed approach involves 
establishing a relationship between the toxicant level in the air 
of working area and the substance content in human materials, 
thus the use of exposure tests. Exposure test (biomarker of 
exposure) is the content of the toxicant in the biological 
substrate (plasma and serum, urine, saliva, hair, etc.), which 
depends on the dose level of the substance that has entered the 
human body. Biological control of the industrial exposure of 
hazardous chemicals allows us to estimate the integral dose of 
a harmful compound in the body, regardless of the route of 
entry, with the determination of the real risk to humans, to 
identify individuals with increased individual sensitivity and 
early signs of intoxication. The application of this approach 
within occupational health field requires regular monitoring of 
exposure test values and markers of the effect of the 
compound on the body of workers, which are established 
taking into account the occupation, working experience, 
production process and other specific conditions [17]. 

The conduct of biological monitoring of humans as a 
mandatory component of the health care in most industrialized 
countries, such as countries of European Union, the United 
Kingdom, the United States and Russia, is regulated by a 
number of international legal instruments [18-20]. In 
accordance with WHO regulations, human biomonitoring 
enables the detection of toxicity and contributes to a more 
complete assessment of the risk of effect of exogenous 
chemical agents on the health of workers and public health in 
general. 

The literature analysis shows that adequate biomedical 
criteria for early diagnosis of disease are needed under the 
conditions of anthropogenic chemical factors on human 
health; such criteria first of all must reflect the relationship 
between the occurrence of the disease and the action of 
relevant toxicants and to enable the identification and 
evaluation of changes at the molecular, subcellular, cellular, 
organ and organismic levels [21]. Secondly, these indicators 
should identify the negative effects, specific disorders in the 
body and various aspects of damaging effects of the toxin 
followed by identification of the most vulnerable target organs 
with the ability to differentiate the processes of physiological 
adaptation, compensatory-adaptive reactions and pathological 
conditions. Within prophylaxis medicine these criteria must 
be defined at different exposure lines and different dose levels 
in order to ensure the safety of the population and the working 
population who are in the face of prolonged exposure to 
dangerous chemical factors [21-23]. 

II. BIOLOGICAL MARKERS FOR TOXICOLOGY AND RISK 
ASSESSMENT 

According to the results of studies of biochemical, 
immunological, hematological, oxidative-antioxidant status, 
determination of the state of neuroendocrine regulation, 
molecular-genetic parameters, chemical-analytical studies, a 
comparative assessment of the degree of indicators deviations 
from the norm in humans is performed. This, in turn, 
contributes to the selection of clinical laboratory diagnostic 
indicators as informative and highly sensitive markers [24]. 

According to the WHO definition, "biomarker is basically 
any quantitative indicator or system of indicators that reflects 
the interaction between a biological system (a human body) 
and a potentially dangerous environmental factor (physical, 
chemical, biological)". Such indicator could be functional, 
physiological and biochemical and must necessarily reflect 
the interaction at the cellular or molecular level. Biomarkers 
allow: 

• to identify individuals with high levels of hazardous 
chemical agents in the biological substrate (blood, 
saliva, urine); 

• to establish (deny) the presence of a disease caused by 
the action of a toxic compound; 

• to evaluate specific effects of the toxicant on the 
human body; 

• to determine the presence of hypersensitivity reaction 
of the human body under the action of a specific 
toxicant; 

• to check possible mechanisms of action of the toxicant; 

• to control the influence of hazardous chemical 
compounds on people at risk (population living in 



270 

hazardous areas, children from 0 to 14 years, pregnant 
and fertile women, professional contingent who have 
contact with hazardous production factors); 

• to evaluate the effectiveness of preventive measures 
for the population / professional contingent [25-27]. 

Taking into account the mentioned data, such area of 
research allows more careful monitoring of the effects of 
chemical compounds (toxicants) in workers involved in the 
production process, in particular production of medications as 
well as to prevent the effects of chemical compounds on their 
body. At the same time, the studies provide an individualized 
approach, identify at-risk individuals, identify diseases that 
have emerged from such impact, and develop preventative 
measures at a particular pharmaceutical enterprise. 

III. EXPERIMENTAL RESULTS 
The study involved the experimental determination of a 

chemical compound (succinic acid derivative – a medication) 
in the blood of laboratory animals, followed by a comparative 
study of these data with health disorders, which were 
determined by the study of physiological, biochemical 
parameters in male rats. The representative sample was 
formed by the method of random selection of animals from 
the general population, their distribution into experimental 
groups – by the method of randomization. All experimental 
studies were conducted in accordance with the "General 
Ethical Principles of Animal Experiments". Toxicological 
studies included the determination of drug concentrations in 
the blood plasma of rats under the conditions of a 30-day 
intragastric exposure to a compound at a dose of 100/mg/kg at 
the stages of 5th, 15th, and 30th day of experiment and 
modeling inhalation (through respiratory tract) at doses of 1 
and 7 mg/ml, respectively, at the stage of 21 days. 

So, input dataset presented by 5 data frames, each contains 
of 7 (for intragastric exposure) or 10 (for inhalation exposure) 
rats described by 14 features (malondialdehyde, lipid 
hydroperoxides, diene conjugates, superoxide dismutase, 
catalase, glutathione peroxidase, blood plasma nitrites, 
nitrаtes, urine nitrites and nitrates, Nitric oxide synthases) 
(Fig.1). Each group can be associated with a particular control 
group (rats without any exposures). Number of rats in control 
groups is 42.  

 
Fig. 1. Data Frame of intragastric exposure of drug at the stages of 5th day 

The principal goal is to find the group of biggest influence 
of drugs in ratio to common control group. 

At first step we can provide data visualization using PCA 
approach [28] for all dataset and centers of cluster (Fig. 2). 
Different data frames are marked by circles (red for 
intragastric exposure at the stages of 5th day, green for 
intragastric exposure at the stages of 15th day, blue for 
intragastric exposure at the stages of 30th day, magenta for  
inhalation  at doses of 1 mg/ml, orange for inhalation  at doses 

of 7 mg/ml and black for control group), cluster centers are 
marked by squares. For calculation the positions of cluster 
centers we should calculate mean in each group.  

At second step we should calculate distances in Manhattan 
metrics [29]-[31] between centers of each group in ratio to 
control group (marked by lines on Fig. 3) to determine the 
influence of drugs using formula: 

 
Fig. 2. PCA-visualization (red for intragastric exposure at the stages of 5th 
day, green for intragastric exposure at the stages of 15th day, blue for 
intragastric exposure at the stages of 30th day, magenta for  inhalation  at 
doses of 1 mg/ml, orange for inhalation  at doses of 7 mg/ml and black for 
control group) 
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where q = 1 .. m is the number of group (m=6 is a control 
group), n = 14 is a number of medical features.  

 
Fig. 3. The distances between clusters in ratio to control group 

The last step is a calculation of values of membership 
functions for finding the group of biggest influence of drugs 
in ratio to common control group using following way: 
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The values of membership functions (mf1 for intragastric 
exposure at the stages of 5th day, mf2 for intragastric exposure 
at the stages of 15th day, mf3 for intragastric exposure at the 
stages of 30th day, mf4 for inhalation at doses of 1 mg/ml, mf5 
for inhalation at doses of 7 mg/ml) are: 

mf1 = 0.17; 

mf2 = 0.10; 

mf3 = 0.12; 

mf4 = 0.28; 

mf5 = 0.33. 

To interpret the result it is necessary to take into account 
the fact that the membership function are minimized (low 
values correspond to high levels of influence and high values 
correspond to low level of influence). So, the values of 
membership functions show the biggest influence of 
intragastric drugs exposure at the stages of 15th day (mf2 = 0.1) 
and low level of influence during inhalation at doses of 7 
mg/ml (mf5 = 0.33). 

CONCLUSION 
The definition of influence by five different drug exposure 

types like intragastric exposure at the stages of 5th day, 
intragastric exposure at the stages of 15th day, intragastric 
exposure at the stages of 30th day, inhalation  at doses of 1 
mg/ml and inhalation at doses of 7 mg/ml to medical blood 
and urine indicators of white rat were investigated. Method 
include a calculation of distances in Manhattan metrics 
between all cluster’s centers and control group and definition 
of influence’s level of drugs exposure.  
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Abstract—This article presents the method of constructing a 
combined forecasting model based on known time series 
forecasting models. At the forecasting stage, each basic model 
"produces" its weighting coefficient with which it is included in 
the combined model. At the training stage of the combined 
model, these weighting coefficients are refined, the most 
influential basic models for the given time series are determined, 
and a combined forecasting model is constructed with respect to 
these models. 

Keywords—functional, least squares method, trend, weighting 
coefficient, step of forecast, step of prehistory, model training. 

I. INTRODUCTION  
The development of effective methods for predicting time 

series is a topical and practically important task. Time series 
makes it possible to set different indicators in the field of 
economy, in the social sphere, in medicine, etc. The 
qualitative forecast of economic indicators enables one to 
find additional resources of enterprises, to develop 
substantiated strategic plans of their economic activity. In this 
regard, the development of effective methods for predicting 
the financial condition of enterprises has been the subject of 
scientific researches by lots of scientists, such as Blank I.A. 
[1], Heyets V.M. [2], Zaychenko Y.P. [3], Ivakhnenko V.M. 
[4], Tkachenko R. [5], Bodyanskiy Y. [6], Teslyuk V. [7], 
Tsmots I. [8]. 

It is impossible to single out the "best" method of the 
forecast of the economic indicators used to determine the 
financial state or the efficiency of the utilization of 
production resources of an enterprise because of the diversity 
of internal laws (trends) of different systems. Therefore, there 
exists a problem of choosing an effective forecast method. 

The main purpose of this article consists in reducing the 
risk of obtaining the forecast of poor quality in the way of 
combining different forecasting models with appropriate 
weighting coefficients so that they would take into account 
each other's disadvantages. 

II.  CONSTRUCTION OF THE COMBINED TIME SERIES 
FORECASTING MODEL 

Let nt vvvv ,...,,..., 21  be a time series and covariance of 

tv   with each element from ( 1−tv , 2−tv  … ) is not equals to 
zero. To construct a combined forecasting model using the 
autoregression method, one shoud determine the optimal 
prehistory step for a given time series with a fixed forecast 

step. The autoregressive forecast value is determined as 
follows: 

 1)(1)(2)(1 ...~
+−

τ
−

ττ
τ+ ττ

+++= knknnn vavavav  . (1) 
 
Let )*()*(1 ,..., ττ

τk
aa   be optimal parameters of the model (1), 

i.e. ones that minimize the functional 
 

( ) ( ) ( )( )211)()(1 ....,..., 
τ+=

+−τ−
τ

τ−
τττ

τ

ττ
−−−=

T

kt
ktkttk vavavaaL .  

 
In accordance with (1): 
 1)*(1)*(2)*(1 ...~

+−
τ

−
ττ

τ+ ττ
+++= knknnn vavavav ,

 
(2) 

 
where .τ+≥ kt  
Obviously, the value tv

~ at the fixed 0τ=τ  depends on 
the parameter ).1( τ−≤≤ ττ nkk  To find the optimal value 
of the prehistory parameter  τk  (at 0τ=τ ) for the given time 
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and calculate { } .,...,,min *21

τ
δ=δδδ τ− kn  The value *

τk  

determines the optimal value of the autoregression model 
prehistory parameter at fixed 0τ=τ . 
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After determining *
τk  ( 0τ=τ ), let us consider different 

time series forecasting models qMMM ,...,, 21  with the 
forecast step τ  at the following time points.,...,2n,1n ** nkk +−+− ττ  Based on the results of the 
forecast using the above mentioned methods qMMM ,...,, 21 , 
the following table is constructed: 

TABLE I.  FORECAST VALUES OF THE ELEMEVYS OF A TIME 
SERIES WITH RESPECT TO DIFFERENT MODELS 

For
e-

casting 
models 

Real values of time series elements at time points
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In each column nknkn vvv ,...,, 21 ** +−+− ττ

  of the table 1, the 
least square deviation between the predicted and the real 
values of the corresponding terms of the time series is 
determined. Mathematically, this can be written as follows:  

 
let 1*1 +−= τknj  and 
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Let us define the sets 

τkIII ,..., 21  as follows: 

{ { } },)(,...,2,1 2)(11 11 i
jj vvqiI −=ε∈=  

{ { } },)(,...,2,1 2)(22 22 i
jj vvqiI −=ε∈=  

…………………………………. 
{ { } }2)( )(,...,2,1 ** i

nnkk vvqiI −=ε∈=
ττ

 

 
and construct the following table: 

TABLE II.  PARAMETERS OF THE FORECASTING SCHEMES 
Fore-

casting 
models 
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coefficients of the forecasting models ),...,2,1( qpMp =  are 
determined, with which they are included in the following 
forecasting model: 
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where )(~ i

nv τ+  is the forecast value of a time series according 
to the iM   model with the forecast step .τ  

Before using the model (3), let us carry out its training 
with respect to β . This means that the model (3) is 
transformed depending on the value of β . Some models 
remain with modified weighting coefficients and some are 
excluded from the model. 

To evaluate the forecasting quality of the model (3), the 
following functional is used:  
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where )( * iknji +−= τ . 

The model (3) is trained according to the following 
algorithm: 

Step 1. We set m  points ),...,2,1( mr
m
rβr ==  on the 

interval (0,1] and for each fixed  rβ=β  of the nonzero 
elements of the last column of the table 2 we construct the 
ordered set ( ) ( ) ( )( )rrrrrrr rq

SSSU β≥≥β≥β= ...21 . 

Step 2. We define the set of most influential models *
rU  

with respect to rβ=β . Initially, we assume that { }1*
rr MU = . 

The equality (3) with respect to one of the models 1rM is 

written as  follows:  )( 1~~ r
nn vv τ+τ+ = .  

According to (4), we determine the value of the functional :)(1 rH β  
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We establish the rule of including the model 

2r
M in the 

combined model. Let us consider the model 
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We find the value of the functional )(2 rH β  with respect 

to the model (5) 
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If  )()( 12 rr HH β<β  , then the model 2rM  is included in 

the set *
rU , i.e.  
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The process of constructing the set *

rU  for each fixed r  
we continue until the conditions for the inclusion of models 
from rU  holds. After the set *

rU  ),...,2,1( rqr =  is 
constructed, we proceed to the step 3. 
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An important stage in forecasting is verification of the 
forecast, i.e. estimating its accuracy and validity. At the 
verification stage, a set of criteria are used to assess the 
quality of the forecasting. 

The effectiveness of the forecasting model (6) is 
illustrated by passenger rail transportations data in Ukraine 
(the source of input data is [9]). 

The criterion MRE (Mean Relative Error) was used to 
evaluate the quality of the combined forecasting model. MRE 
is determined by the following formula 

 ,~1 1= −
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t t

tt

v
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where tv  is the value of a time series at the moment t; tv~  
is the forecasting value tv . 

The mean relative error (MRE) can be used to compare 
two (or more) different forecasts of the same time series: the 

one with the smaller MRE value is preferable. 
According to the criterion of mean relative error, let us 

evaluate the quality of the forecast of the combined 
forecasting model by comparing its results with the results of 
the classical forecasting models which are the basis for the 
combined one: autoregression, 1M ; the least squares method 
with weighting coefficients, 2M ; the first-order Brown 
method, 3M ; the second-order Brown method, 4M . 

The volume of passenger transportation by rail in Ukraine 
for the period of 1980-2013 is given in [9]. The results of the 
forecast of the models 1M , 2M , 3M , 4M , and the combined 
model with the corresponding parameters are given in the 
following tables: 

TABLE III.  RAIL TRANSPORT (QUALITY OF FORECASTING): 

 

Autoreg
-ression 
model 

1M  

Least 
squares 
method 

with 
weight-

ings 

2M   

First-
order 
Brown 
method 

3M   

Second-
order 
Brown 
method 

4M   

Combi-
ned 

model 

Mean 
relative 
error 

0.0041 0.015 0.0358 0.0159 0.0039 

TABLE IV.  RAIL TRANSPORT (QUALITY OF FORECASTING): 

 

Autoreg-
ression 
model 

1M  

Least 
squares 
method 

with 
weight-

ings 

2M   

First-
order 

Brown 
method 

3M   

Second-
order 

Brown 
method 

4M   

Combi-
ned 

model 

Mean 
relative 
error 

0.0045 0.0048 0.0585 0.0041 0.0031 

 
Parameters of the combined model: .13;7,0;*511,0*009,0*48,0~;34 *421134 * ==β++== τ+ kMMMvn r

 
Having analyzed the data of the last tables, we can see that 

the combined forecasting model has the smallest mean 
relative error. Therefore, the constructed combined 
forecasting model is the most effective one among the 
methods on which it is based. 

ІІІ. CONCLUSIONS 
The presented forecasting model is flexible and can be 

successfully used to develop strategic plans in various fields 
of human activity. The final forecasting model is obtained by 
training the basic model. The training is based on the 
competition between input (basic) models. The final 
forecasting model includes the most influential basic models 
for the time series being under investigation. The most 
influential models for the given time series are determined at 
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the stage of training the combined model. In the learning 
process, the forecasting model automatically adjusts to the 
time series under investigation, and as a result, it will be a 
convex linear combination of the most influential basic 
models. This approach gives us an opportunity to construct 
an effective forecasting model that can be successfully used 
to forecast different types of time series in the fields of 
economics, medicine, social sphere, etc. 
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Abstract — The actual problem of developing a fuzzy 
mathematical model of evaluation and selection of start-up 
projects for the purposes of investors has been conducted. The 
model developed will be a useful tool to substantiate and 
increase the security of investors' choice of alternative start-up 
project financing, using their own targeted needs. 

Keywords — start-up, a decision maker (DM), linguistic 
evaluation, multicriteria, investor. 

I. INTRODUCTION 
Today, the importance of the tasks in which compromise 

decisions have to be made in the process of researching 
complex social objects has increased to a great extent, in the 
case of fuzzy or incomplete information. In the period of 
globalization and innovative development, we see a large 
number of innovative and start-up projects in all sectors. 
Yesterday's futuristic projects are now a reality. At such a 
dynamic pace, innovative start-up projects are increasingly 
emerging outside of companies. Successful companies 
carefully consider the issue of purchasing and implementing 
technology through innovative projects. At the same time, 
new investment opportunities and support for such projects 
are emerging. As a consequence, new technological ideas that 
grow into real projects are possible, as a rule, under external 
financing. Therefore, it becomes necessary to finance such 
projects for their implementation on the market and in the 
future for conquering the market.  

Financing start-up projects is a complex, risky, fuzzy and 
unpredictable activity. Such a task is borne out by the fact that 
the financing of projects depends largely on the opportunities, 
wishes, considerations, and opinions of investors [1]. And in 
any decision support system, the final decision is made by the 
person. Such systems should help, advise and raise the level 
of validity of decision-making. Therefore, decision support is 
taken to a whole new level with the formalization of 
expertise.  

Recent scientific studies indicate the need to develop new 
models for evaluating innovative or start-up projects, for 
investors to choose for their own goals. The relevance and 
need of these models is indicated by an increase in the 
number of start-ups at university / regional / state level 
competitions; the emergence of specialized crowdfunding 

platforms (support for projects in a particular area) and 
venture funds; a large number of grant and innovation 
funding programs; the trend of development and 
implementation of own innovations in the enterprises with the 
involvement of employees [2-3]. 

Summarize of the above, there is an urgent task of 
multicriteria assessment of start-up (innovative) projects for 
investors to choose for the linguistic goals of the idea 
prospect, analysis of project implementation risks and 
competencies of project developers. To do this, the problem 
of evaluating alternatives when there are multiple goals, each 
with its own set of criteria should be solved. 

II. LITERATURE REVIEW 
Will analyze the scientific approaches related to this 

issue. Note the following methods of multicriteria selection: 
methods based on quantitative variables, multicriteria utility 
theory [4]; methods based on qualitative characteristics, the 
results of which are translated into quantitative form 
(analytical hierarchy methods) [5]; methods based on fuzzy 
set theory [6]; methods based on qualitative variables without 
moving to quantitative ones [7], and others. 

Let's analyze the sources, related to the use of fuzzy 
mathematics apparatus to create support systems for 
managerial decision-making for various sectors of the 
economy. In works [8-9] are reviewing general ideas and 
advantages that underpin modern views on the use of fuzzy 
logic in decision support systems. In [10-11] presents 
computational algorithms and procedures for solving 
practical problems of system analysis in various fields of 
human activity. The application of paired comparison 
methods and the consistency of expert assessments are 
presented in [12]. Thus, the general ideas and benefits of 
using fuzzy logic in decision support systems are discussed 
in [13-14]. There are a number of works [15-17] that 
demonstrate models of enhancing the security of choice of 
alternatives by groups of goals, but the model is tested in the 
choice of banking institutions by the entity. 

Concerning sources on the topic of evaluation of start-up 
projects, we conclude: there are currently a number of 
methods based on simulation and expert models using 
economic quantitative indicators [18-19]. The problem of 
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evaluating start-up projects is raised in [20-21], where the 
apparatus of fuzzy sets is used. In works [22-24] uses the 
apparatus of fuzzy sets, fuzzy logic, and a systematic 
approach to assessing the risk of financing start-up projects. 
In [25-26], the problem of constructing an information model 
for evaluating and rating the start-up teams is raised. 

Thus, the issues of evaluating start-up projects, assessing 
risks, and evaluating development teams with the use of fuzzy 
sets have already been raised. The issue of multicriteria 
selection of alternatives by the target group was also raised. 
But there are no integrated, multi-criteria systematic 
approach for evaluating and selecting start-up projects, given 
the targeted needs of investors' wishes, which is so relevant 
in today's context. 

Therefore, the purpose of this paper is to develop a fuzzy 
mathematical model for evaluating and selecting start-up 
projects for investors. 

III. DATA AND METHODOLOGY 
Formulating the task of evaluating the object of study as 

follows. Set multiple alternatives (start-up s or innovative 
projects) P= { , , . . . , } , which need to be evaluated 
according to goals = { , , . . . , }  and sort by some 
rule. Each of the goals of  has some model of evaluating 
alternatives. According to the condition of the problem, 
alternatives P= { , , . . . , }, it is necessary to evaluate by 
models of estimation and to build a ranking series of choosing 
the best start-up  project, depending on the following goals of 
the investor: needs for a prospect start-up  project, risk 
assessment of the project implementation and assessment of 
the competence of the team of start-up  project developers. 
The block diagram of the solution of the problem can be 
presented as a follow, fig. 1. 

 
Fig. 1. Structural diagram of the solution of the problem  

The model for obtaining an aggregate estimate is 
represented as: ( ( , … , ); ( , … , ); ( , . . . , )) → ∗.  (1) 

As a result, for each alternative P= { , , . . . , }, there 
are finding of normalized estimates that determine the best 

alternative ∗ ; , , . . . ,
 
‒ assessing the relevant 

alternatives P= { , , . . . , } for a goal ; , , . . . ,  ‒ 
estimates for the goal  and , , . . . ,  for . 

If we have many start-up projects P= { , , . . . , } , 
which need to be evaluated and selected by investors to fund 
them. Each project is evaluated using models that output 
estimates from the interval [0; 1]. The following goal 
evaluation models are proposed: 

• model of estimation of start-up projects in the 
conditions of information uncertainty of vectors [21], 
as a result we get a set = { , , . . . , }; 

• model of information technology for project risk 
assessment [23] –  = { , , . . . , }; 

• an information model of evaluating and rating teams 
of start-up development [26] – = { , , . . . , }. 

Because we have the task of evaluating alternatives 
consisting of three goals, then vectors = { , , . . . , } , = { , , . . . , }  and = { , , . . . , }  we design on a 
three-dimensional coordinate system where the values set by 
S – is the value plotted on the x-axis, R ‒ axis у, T – axis z. 
For each alternative, we will get the coordinates by 
goals , , 	  which we present in the form: ( , , ) , ( , , ),		…, ( , , ). 

Next, we introduce the three-dimensional “satisfaction 
vector” ∗ = ( , , ),  which takes into account the 
wishes of a DM regarding the value of the alternatives for the 
goals , , .  

Definition. “Vector of satisfaction of requirements” is an 
imaginary alternative in which estimates of coordinates by 
purpose could satisfy a decision-maker [17]. 

We describe the model of the "requirements vector" as 
follows. Let the object with 3 inputs and one output be 
analyzed: = ( , , ),   (2) 

where  ‒  is the vector of the initial estimate ( , , ), 
whose components take one of the values {0,2; 0,4; 0,6; 0,8; 
1}, , ,  ‒ are input linguistic variables. 

To evaluate the linguistic variables , ,  we use 
qualitative terms from the following term sets: = ( , , . . . , ), = ( , , . . . , ),  

 = ( , , . . . , ).					 (3) 

The knowledge of the “requirements vector” =( , , ) defines a base of fuzzy knowledge in the form of a 
system of logical statements – “If - Then, Else”, which 
associates the values of input variables , ,  with one of 
the possible values . 

If =  and =  and =     

Then = ( , , ) Else….    (4) 
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Thus, DM sets the linguistic desire for the “satisfaction 
vector”, which we transfer into the vector of initial 
quantitative and normalized estimation( , , ), denoted 
respectively ( , , ) = ( , , ). 

Therefore, the fuzzy knowledge base can be formulated 
as follows: 

IF we have goals: 

project start-up prospects (group of indicators ): 

•  there is a need for a promising concept then =0,2; 

•  there is a priority need for a promising concept 
then = 0,4; 

•  there is a need for a strong idea and a finished 
product then = 0,6; 

•  the significant need for a promising, strong idea 
and finished product then = 0,8; 

•  the priority needs for a promising, strong idea and 
finished product then = 1. 

AND project implementation risk (group of indicators 
): 

•  high then = 0,2;  

•  average then = 0,4; 

•  low then = 0,6; 

•  very low then = 0,8; 

•  minimum then = 1. 
AND Competencies of the start-up project team (group of 

indicators ): 

•  very low then = 0,2;  

•  low then = 0,4; 

•  average the = 0,6; 

•  above average then = 0,8; 

•  high then = 1. 
THEN logical statement can be formulated as follows:  

If we need the prospect of  start-up and the risk of  
and the competence of the  start-up team then =( , , ). 

Next we find the values of the quantities ( ), ( ),( ), = 1, , which will allow us to determine the closest 
alternatives to the “requirements satisfaction vector”: 

  ( ) = | |; ,  (5) 

( ) = | |; ,    (6) 

( ) = | |; , = 1, .  (7) 

After that, we calculate the values = ( , , ), =1, , which characterize the relative estimates of the 
proximity of alternatives to the "requirements satisfaction 
vector" for each individual objective , , , which 
removes the question of different rating scales [17]: = (1; 1; 1) − ( ( ); ( ); ( )), = 1, . (8) 

Let the decision maker set the weights for each estimation 
model{ , , }, for example from the interval [1,10]. For 
further calculations we carry out their normalization: = , = , = .	  (9) 

Next, to construct an aggregate estimate, we use one of 
the convolutions, for example, take a weighted average [17]: 

∗ = ∙ + ∙ + ∙ , = 1, .   (10) 

Based on the estimates obtained, we select the best start-
up project considering the goals of investors: 

∗ = ∗, = 1, .  (11) 

Therefore, the best alternative solution will be closest to 
the “requirements vector” for the goals , , . 

IV. EXPERIMENTS 
Research results will be tested on the following problem. 

Consider some start-up  projects = { , , . . . , } (taken 
from the University Science Park TECHNICOM ecosystem 
in Kosice and the start-up incubator at the Uzhhorod National 
University), which should be evaluated on the proposed 
models and selected for financing according to the following 
investor goals:  – perspective of the start-up  project,  – 
project implementation risk,  – the competencies of the 
start-up  project development team.  

Consider the proposed assessment models and their 
criteria established by the group of experts. 

To evaluate start-up projects, we use an evaluation model 
in the context of information uncertainty [21]. The model 
reduces the subjectivity of expert judgment, shows the place 
of the “idea” among others, allows to set the level of its risk 
and to take into account the wishes of the decision maker 
[21]. The evaluation criteria are as follows:  

 – type of goods;  – field of application;  – 
social significance;  – the power of the idea;  – 
strategic partners;  – the value of the percentage growth 
of the market for this start-up. 

As a result of the estimation, by the model given in [19], 
we obtain a set of normalized estimates = { , , . . . , }.  

 To assess the risks of start-up projects, we use the 
information technology model to evaluate the risk of project 
financing [22]. Model: Increases the objectivity of expert 
judgment in project risk assessment, using input linguistic 
variables and the credibility of expert judgment regarding 
their assignment; allows changing the levels of decision-
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making in the knowledge base, depending on the liquidity of 
the investment institution; integrates opinions by criteria 
groups into the final assessment and degree of risk of the 
project, based on a two-level fuzzy mathematical model [23]. 
The evaluation criteria in this model are as follows: 

 – risk of the client base loss;  – risk of supplier 
loss;  – the risk of reducing processes quality;  – the 
risk of reduced productivity;  – risk of resource 
insecurity;  – risk of inefficient investment;  – risk of 
disruption of terms of creation of production funds;  – 
risk of exceeding the amount of start-up investment;  – 
risk of investor loss. 

 As a result of the estimation, by the model given in 
[23], we obtain a set of normalized estimates ={ , , . . . , }.  

 To evaluate start-up project developers, we use an 
information model to evaluate and derive the rating of start-
up project development teams [26]. The proposed model: 
increases the objectivity of peer review in evaluating 
development teams, using input linguistic variables and the 
“confidence coefficient” of expert judgment on their 
assignment; is based on a neuro-fuzzy network that can 
change the synaptic weight setting; has the ability to train the 
neuro-fuzzy network by complementing the knowledge base 
and adjusting the rankings of start-up  project development 
teams [26]. The evaluation criteria in this model are as 
follows: 

 – successful experience in related or close to the 
topic;  – successful management experience;  – 
education of leaders;  – successful experience in large or 
similar projects;  – professional education of team 
members;  – participation of the team in professional 
conferences, investment sessions or profile events;  – 
publications in the media or professional sources for the 
project;  – availability of social networking and 
messaging with the team;  – having links with social 
media advisors. 

 As a result of the estimation, according to the model 
given in [26], we obtain a set of normalized estimates ={ , , . . . , }.  

Projects were modeled and aggregated, Table I. 

TABLE I.  INPUTS FOR START-UP PROJECTS 

Models of 
evaluation 

     

S 0.87 0.82 0.6 0.77 0.69 

R 0.66 0.83 0.71 0.98 0.91 

T 0.78 0.4 0.54 0.85 0.82 

 

Let the investor express wishes regarding the start-up 
project as follows:  

“The prospect of a start-up project = {there is a 
priority need for a promising concept} and the risk of project 
implementation = {low} and the competencies of the 
start-up project development team ={above average}”. 

Then accordingly ( , , ) =  (0,4; 0,6; 0,8). Find the 
values of quantities ( ), ( ), ( ), = 1,5, that will 
determine the closest alternatives to the “requirements vector” 
according to formulas (5)-(7), for example: ( ) =| . . |{ . . ; . . } = 1;  ( ) = | . . |{ . . ; . . } =0.894.  All results of calculations will be presented in the 
Table II. 

TABLE II.  RESULTS OF CALCULATION VALUES ( )	 
Models of 
evaluation      

S 1.000 0.894 0.426 0.787 0.617 

R 0.158 0.605 0.289 1.000 0.816 

T 0.050 1.000 0.650 0.125 0.050 

 

Next, we calculate the values = ( , , ), = 1,5, 
according to formula (8), Table III. 

TABLE III.  RESULTS OF CALCULATION VALUES 	 
Models of 
evaluation      

S 0.000 0.106 0.574 0.213 0.383 

R 0.842 0.395 0.711 0.000 0.184 

T 0.950 0.000 0.350 0.875 0.950 

 

Let the decision-maker determine the weighting 
coefficients for the estimation models – {10,8,9}. Normalize 
them by the formula (9): = 0.37;	 = 0.3;	 = 0.33.	  

Calculate the aggregate estimate by the formula (10): ∗ = 0.37 ∙ 0 + 0.3 ∙ 0.842 + 0.33 ∙ 0.95 = 0.566;  ∗ =0.156;	 ∗ = 0.54; ∗ = 0.37; ∗ = 0.513. 
Based on our estimates, we build a ranking of alternatives 

– { , , , , }. As a result, we conclude that the best 
start-up project considering the goals of investors is –	  with 
the highest score of 0.566. 

V. RESULTS AND DISCUSSION 
Built-in model for evaluating and selecting start-up s for 

investors' goals has several advantages, namely: it increases 
the objectivity of evaluating alternative options; allows to 
solve the problem of evaluating alternatives to goals and 
models of evaluation; builds a ranking number of start-up  
projects represented by evaluation vectors on different 
valuation models and improves security of choice of 
alternatives; investors' wishes are set in natural language, 
which allows for rapid adaptation to various financial 
institutions and design contests; the model allows to work 
with different rating scales that boil down to comparatives. 

 The disadvantages of this approach can be attributed to 
the use of different convolution models to obtain an aggregate 
estimate, which may lead to ambiguity in the final results. 

The result of the study is a model of choice of start-up 
projects for the purposes of investors, the output of which is 
the overall aggregated assessment of start-up projects and 
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their ranking. The rationality of the obtained estimation is 
proved the advantages of the developed model. 

VI. CONCLUSION 
Therefore, investigation results as follow: 

• For the first time, a mathematical model is presented 
for solving the problem of evaluating start-up projects 
according to the investor's goals: the need for prospects 
for a start-up project, an assessment of the risk of 
project implementation, and an assessment of the 
competence of the start-up project team. For these 
purposes, start-up project evaluation models based on 
fuzzy set theory and neuro-fuzzy networks have been 
proposed to reduce the uncertainty of project 
appraisals and the subjectivity of evaluators. 

• For the first time, a “requirements vector” is proposed 
for the model for solving the multicriteria choice of 
start-up projects using investor wishes in the form of 
linguistic considerations of this task. 

• Tested model to evaluate and build a ranking of five 
start-up projects. For example, the investor's linguistic 
desire was considered for the following purposes: 
“Priority need for a promising concept for a start-up 
project and low risk of project implementation and 
competence of the above-average start-up project 
team”. 

The model developed will be a useful tool to substantiate 
and increase the security of investors' choice of alternative 
start-up project financing, using their own targeted needs. 
Further study of the problem can be seen in the approbation of 
the developed model for the university incubator in the 
competitive selection of start-up projects for their financial 
support. 

ACKNOWLEDGMENT  
The work was carried out within the framework of the state 

budget research topics of Uzhhorod National University: 
“Development of mathematical models and methods for 
information processing and data mining” and “Software 
engineering methods and tools for the implementation of big 
data analytics processes on the basis of Information-
Electronic Science Platforms”. 

REFERENCES 
[1] G. Wei, P. Sun, Z. Zhang, X. Ouyang, “The Coordinated Relationship 

between Investment Potential and Economic Development and Its 
Driving Mechanism: A Case Study of the African Region”, 
Sustainability, 12, 442, 2020. 

[2] I. Scholz, Reflecting on the Right to Development from the Perspective 
of Global Environmental Change and the 2030 Agenda for Sustainable 
Development. In Sustainable Development Goals and Human Rights, 
Springer: Cham, Switzerland, 2020. 

[3] F. Jovanović, N. Milijić, M. Dimitrova, I. Mihajlović, “Risk 
Management Impact Assessment on the Success of Strategic 
Investment Projects: Benchmarking Among Different Sector. 
Companies”, Acta Polytechnica Hungarica, Vol. 13, No. 5, pp. 221 – 
241, 2016. 

[4] R. Kyny, KH. Rayfa, Prynyattya rishenʹ pry bahatʹokh kryteryyakh: 
prypushchennya ta zamishchennya, Moscow: Radio i zvyaz, 1981. 

[5] T. Saaty. Prynyatye reshenyy. Metod analizu ierarkhiy, Moscow: 
Radio i zvyaz, 1993. 

[6] L. Zade, Ponyatiye lingvisticheskoy peremennoy i yego primeneniye k 
prinyatiyu priblizhennykh resheniy, Moscow: Mir, 1976. 

[7] O. Larychev, Verbalʹnyy analiz vyrishenyy: monohrafiya, Moscow: 
Nauka,  2006. 

[8] A. Kofman, KH. Khil Alukha, Vvedennya teoriy nechyslennykh 
mnozhyn v upravlinni pidpryyemstvam, Minsk: Vysh. shk., 1992. 

[9] YU.P. Zaychenko, Nechetkiye modeli i metody v intellektualnykh 
sistemakh: navchalny posibnyk, Kiyev: Slovo, 2008. 

[10] M. Zgurovsky, N. Pankratova, Osnovy systemnoho analizu, Kyyiv:  
VNV, 2007. 

[11] M. Zgurovsky, Yu. Zaychenko, Big Data: Conceptual Analysis and 
Applications, Springer: New York, 2020 

[12] N. Pankratova, N. Nedashkovskaya, “The Method of Estimating the 
Consistency of Paired Comparisons”, Information Technologies and 
Knowledge,  7, № 4., pp. 347-361, 2013. 

[13] K. V. Kumar, Neural networks and fuzzy logic. S. K. Kataria & Sons: 
New Delhi, 2009.  

[14] Ye. Bodyanskiy, Yu. Zaychenko, E. Pavlikovskaya, M. Samarina,  Ye. 
Viktorov, “The neo-fuzzy neural network structure optimization using 
the GMDH for the solving forecasting and classification problems”, 
Proc. Int. Workshop on Inductive Modeling, pp. 77-89, 2009. 

[15] B. Gavurova, F. Janke, M. Packova, M. Pridavok, “Analysis of impact 
of using the trend variables on bankruptcy prediction models 
performance”, Ekonomický časopis, Vol. 65, No. 4, pp. 370-383, 2017.  

[16] J. Belás, M. Mišanková, J. Schonfeld, B. Gavurová, “Credit risk 
management: Financial safety and sustainability aspects”, Journal of 
Security and Sustainability Issues, Vol. 7, No. 1, pp. 79-93, 2017.  

[17] V. Polishchuk, “Technology to Improve the Safety of Choosing 
Alternatives by Groups of Goals”, Journal of Automation and 
Information Sciences, Volume 51, Issue 9, pp.66-76, 2019. 

[18] A. Damodaran, Valuing young, start-up and growth companies: 
estimation issues and valuation challenges,  New York: Stern School 
of Business New York University, 2009. 

[19] O.D. Zvyahintseva, I.O. Zolotarova, O.V. Shcherbakov, “Intehrovana 
otsinka startap-proektiv”, Systemy obrobky informatsiyi, 4, pp. 163-
165, 2015. 

[20] O.A. Shvetsova, E.A. Rodionova, M.Z. Epstein, “Evaluation of 
investment projects under uncertainty: multi-criteria approach using 
interval data”, Entrepreneurship and Sustainability, Issues 5(4), pp. 
914-928, 2018. 

[21] M. Kelemen, V. Polishchuk, B. Gavurová, S. Szabo, R. Rozenberg, M. 
Gera, J. Kozuba, J. Hospodka, R. Andoga, A. Divoková, P. Blišt’an, 
"Fuzzy Model for Quantitative Assessment of Environmental Start-up 
Projects in Air Transport", Int. J. Environ. Res. Public Health, vol. 16, 
pp. 3585, 2019, [online] Available: 
https://doi.org/10.3390/ijerph16193585 

[22] V. Polishchuk, M. Kelemen, B. Gavurová, C. Varotsos, R. Andoga, M. 
Gera, J. Christodoulakis, R. Soušek, J. Kozuba, P. Blišťan, S. Szabo 
Jr., “A Fuzzy Model of Risk Assessment for Environmental Start-up 
Projects in the Air Transport Sector”, Int. J. Environ. Res. Public 
Health, vol. 16, pp. 3573, 2019,  [online] Available: 
https://doi.org/10.3390/ijerph16193573 

[23] O. Voloshyn, M. Malyar, V. Polishchuk, M. Sharkadi, “Fuzzy 
mathematical modeling financial risks”, IEEE Second International 
Conference on Data Stream Mining & Processing (DSMP), pp. 65-69, 
21-25 August 2018, 2018. 

[24] G. Koulinas, O. Demesouka, P. Marhavilas, A. Vavatsikos, D. 
Koulouriotis, “Risk Assessment Using Fuzzy TOPSIS and PRAT for 
Sustainable Engineering Projects”, Sustainability, 11 (3), 615, 2019.  

[25] J. C. Mendialdua, “Using fuzzy logic in selecting people and ideas to 
participate in public programs of support to business start-ups”, 
Cuadernos de Gestion, 14(2), pp. 73-98, 2014. 

[26] M. Kelemen, V. Polishchuk, “Information Model of Evaluation and 
Output Rating of Start-up Projects Development Teams”, Proceedings 
of the Second International Workshop on Computer Modeling and 
Intelligent Systems (CMIS-2019), CEUR Workshop Proceedings, Vol. 
2353, pp. 674-688, 15-19 April 2019, 2019. 

 



IEEE Third International Conference on Data Stream Mining & Processing
August 21-25, 2020, Lviv, Ukraine

Nonparametric Test for Change-Point Detection in
Data Stream

Dmitriy Klyushin, Irina Martynenko
Department of Computer Science and Cybernetics
Taras Shevchenko National University of Kyiv

Kyiv, Ukraine
dokmed5@gmail.com

Abstract—We offer a new effective online algorithm
for implement the Klyushin–Petunin test on streaming
data. The Klyushin–Petunin test is a nonparametric
test to evaluate the statistical hypothesis that two
samples are drawn from the same distribution. The
significance level of the test does not exceed 0.05. The
test is based on the only assumption that the under-
lying distribution is absolutely continuous. We present
an algorithm for detecting a change in distribution in a
data stream. It allows solving two canonical problems
of analyzing statistical data — detection of a change-
point and detection of a drift of concepts. We show that
proposed algorithm is more effective compared to the
alternative Kolmogorov–Smirnov and Wilcoxon tests.

Index Terms—Data Stream, Change-Point Problem,
Concept Drift, Nonparametric Test, Similarity Mea-
sure

I. Introduction

One of the main problems of big data is the difficulty of
storing huge amount of information. In these situations,
many offline algorithms that use full information about
general population become infeasible. Thus, we have to use
online algorithms that accepts partial information about
a data stream and compare data, falling into adjacent
sliding windows. There are two problems arise in these
approach. First, the size of the sliding window should be
small enough so that there are no difficulties with storing
data. Second, the small size of the sliding window require
that the applied algorithms be sufficiently sensitive and
recognize changes using small samples. In this work, we
propose such an algorithm and show its advantages over
alternative options.

The Klyushin—Petunin test (KP test) is a criterion for
testing the statistical hypothesis that two samples belong
to the same population, i.e. they are homogeneous. Its
advantage is that it does not use any assumptions about a
type of distribution, in contrast to parametric tests like the
Student t-test and can be applied to any samples drawn
from general populations with an absolutely continuous
distribution function. The test is based on the measure of
similarity between samples (p-statistics), which is used to
reject the hypothesis that the distributions coincide at a
given significance level.

II. State-of-the-art

The problem of change-point detection is equivalent to
identification of change in distribution of data stream. So,
it could be reformulated as the two-sample problem of
homogeneity and solved by the sliding window approach
and a statistical two-sample homogeneity test.

Let x = (x1, x2, ..., xn) and y = (y1, y2, ..., ym) be
two samples from general populations G1 and G2 with
continuous distribution functions F1 and F2 respectively.
The main hypothesis is F1 = F2 against the alternative
hypothesis F1 6= F2. The criteria for testing such hypothe-
ses can be classified in a different way,particularly by the
principle of validation: permutation criteria, rank criteria,
randomization criteria, and distance criteria. In addition,
these tests are divided into universal tests that are valid
against any pair of alternatives (for example, Kolmogorov
- Smirnov criterion [9], [10]), and criteria that are correct
against pairs of different alternatives of a particular class
(Dickson [11], Mathisen [12], Wald and Wolfowitz [13],
Wilks [14], Wilcoxon [15], Mann-Whitney [16], etc.). Given
the recent work that uses mixed principles of hypothesis
testing, it is appropriate to generalize the classification and
divide these criteria into two large groups, which could
be called nonparametric and conditionally nonparametric
criteria. The first group includes the criteria for testing the
hypothesis of the equivalence of general populations that
are nonparametric regardless of whether the distribution is
continuous or discrete, and the second - those that depend
on the distribution under certain conditions: nonpara-
metric tests [11]– [16] and conditionally non-parametric
criteria [17]– [28].

We suppose that data comes in portions of size n. Let
us consider a sequence where we select two windows of
lengths n and m:

x1, x2, ..., xn︸ ︷︷ ︸
window 1

, xn+1..., xn+m︸ ︷︷ ︸
window2

, ...

If the samples (x1, x2, ..., xn) and (xn+1, xn+2, ..., xn+m)
are heterogeneous, i.e. they have different distributions,
then the point xn + 1 is a change point.

The windows may have different sizes and starting
points. As an initial point we can select two windows
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with the same left end, let one window be fixed and the
second window be moving with the step l (for example,
l = 1). Intuitively clear, that when the sliding window
move on homogeneous samples they have a high value of
similarity measure, but when the sliding window begins to
capture the data with a different distribution the similarity
measure will decrease.

III. New test for change-point detection

On 1968 B.M.Hill, an American statistician, made an
assumption (Hill’s assumption A(n)) [1], that if the sample
(x1, x2, . . . , xn) ∈ G is drawn using random sampling, such
that sample values x1, x2, . . . , xn are exchangeable random
values with identical absolutely continuous distribution
then

P
(
xn+1 ∈

(
x(i), x(j)

))
=

j − i
n+ 1

,

where xn+1 is a next sample value and x(i), x(j) are a
order statistics. This assumption was proved in papers of
Yu.I.Petunin and their students: for i.i.d. random values
in [2] and for exchangeable random values in [3].

Prof. Yu.I.Petunin introduced the p-statistics [4]
which is a similarity measure between samples x =
(x1, x2, ..., xn) ∈ G and y = (y1, y2, ..., ym) ∈ H, and
does not depends on their distribution. Suppose, that
FG (x) ≡ FH (x) and construct the variational series

x(1) ≤ ... ≤ x(n). Denote A
(k)
ij an event that a sam-

ple value yk lays between two order statistic x(i), x(j):

A
(k)
ij =

{
xk ∈

(
x(i), x(j)

)}
. By the Hill’s assumption A(n),

P (A
(k)
ij ) = P

(
xk ∈ (x(i), x(j))

)
= p

(n)
ij =

j − i
n+ 1

.

Let us construct the Wilson confidence interval for an
unknown probability of the event Aij :

p
(1)
ij =

h
(n,m)
ij m+ g2

/
2− g

√
h
(n,m)
ij (1− h(n,m)

ij )m+ g2
/

4

m+ g2
,

p
(2)
ij =

h
(n,m)
ij m+ g2

/
2 + g

√
h
(n,m)
ij (1− h(n,m)

ij )m+ g2
/

4

m+ g2
,

where h
(n,m)
ij ai the frequency of A

(n)
ij in m trials. Then,

construct the confidence interval Iij =
(
p
(1)
ij , p

(2)
ij

)
with a

significance level defined by the parameter g. Note, that
when g = 3 the significance level of this interval does not
exceed 0,05. Also, the value of p-statistics weakly depends
on the choice of the confidence intervals for a binomial
proportion [5].

Compute N = n(n− 1)/2, where L is the number
of intervals Iij that contain the probabilities pij , h =
ρ (FG, FH) = ρ (x, y) = L

N is a similarity measure between
samples x and y , i.e. p-statistics. Put hij = h,m = N and
g = 3, and construct a confidence interval I =

(
p(1), p(2)

)
for the probability p(B). Hereinafter, we shall refer to the

confidence intervals Iij =
(
p
(1)
ij , p

(2)
ij

)
and I =

(
p(1), p(2)

)
as intervals based on the 3s-rule.

The scheme of trials where the events A
(k)
ij can arise

when the hypothesis that distributions are identical holds
is called a generalized Bernoulli scheme [6]–[8]. If the
hypothesis does not hold this scheme is called a modified
Bernoulli scheme. In general case, when the hypothesis
can be either true or false, i.e. FG(u) = FH (u) or
FG(u) 6= FH (u), the trial scheme is called MP-scheme
(Matveychuk–Petunin scheme) [8].

It was proved [4] that if in the generalized Bernoulli

scheme holds the conditions 1) n = m ; 2) 0 < lim
n→∞

p
(n)
ij =

p0 < 1 and 3) 0 < lim
n→∞

pq = lim
n→∞

P (Aij |H0) = q
n+1 =

p∗ < 1, then the asymptotic significance level β of a
sequence of confidence intervals I

(n)
ij for the probabilities

p
(n)
q = p

(n)
ij = p

(
A

(n)
ij

)
, based on the 3s-rule, does not

exceed 0,05.
Let B1, B2, ..., Bn, ... be a sequence of events that can

arise in a random experiment E, lim
k→∞

p (Bk) = p∗,

hn1 (B1) , hn2 (B2) , ..., hnk
(Bk) , ... be a sequence of fre-

quencies of the events B1, B2, ..., Bn, ..., correspondingly,
and k

nk
→ 0 as k →∞.

We shall call an experiment E a strong random ex-
periment if hnk

(Bk) → p∗ as k → ∞. If in a strong
random experiment samples x = (x1, ..., xn) ∈ G and
y = (y1, ..., ym) ∈ H have the same size, then the asymp-
totical significance level of the interval I(n) =

(
p(1), p(2)

)
,

based on the 3s-rule as g = 3 using Wilson equations, does
not exceeds 0,05.

The test for the hypothesis on identity of distribution
functions FG(u) and FH(u) with a significance level, that
does no exceed 0,05 is following: if I =

(
p(1), p(2)

)
contains

0,95, then we accept the null hypothesis, else we reject the
null hypothesis.

IV. Results

Here we use the following notation: N(m, v) is a normal
distribution, where m is the mean and v is the standard
deviation, U(a, b) is the uniform distribution on an inter-
val (a, b), LN(m, v) is a lognormal distribution, where
m is the mean and v is the standard deviation, P(m)
is a Poisson distribution with a parameter m, E(l) is an
exponential distribution with a parameter l, G(a, b) is a
gamma distribution with parameters a and b.

For comparison we selected p-statistics and wide-used
Kolmogorov-Smirnov statistics. The width of sliding win-
dow is equal to 40. The step of sliding is equal to 1.
The averaging was made on 10 experiments. The re-
sults demonstrate the high effectiveness of the proposed
method. Below we show the results of experiments with
samples of size 40 from different distributions. We selected
variants with different degrees of overlapping between
samples.

As we see, the Kolmogorov-Smirnov and Wilcoxon
statistics as opposed to the p-statistics, in many cases
demonstrate non-monotonic and nor-robust behaviour.
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a)

b)

c)

d)

Fig. 1: P-statistics between the samples of size 40 from:
a) normal distribution with different mean and the same
standard deviation, b) normal distribution with the same
mean and different standard deviation, c) lognormal dis-
tribution with the same mean and different standard
deviation, d) lognormal distribution with the same mean
and different standard deviation.

a)

b)

c)

d)

Fig. 2: P-statistics between the samples of size 40 from: a)
uniform distribution on different intervals with various de-
gree of overlapping, b) Poisson distribution with different
rate parameters, c) exponential distribution with different
rate parameters, d) gamma-distribution with the same
shape and different scale characterizing different degree
of overlapping
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a)

b)

c)

d)

Fig. 3: Kolmogorov-Smirnov statistics between the sam-
ples of size 40 from: a) normal distribution with differ-
ent mean and the same standard deviation, b) normal
distribution with the same mean and different standard
deviation, c) lognormal distribution with the same mean
and different standard deviation, d) lognormal distribution
with the same mean and different standard deviation.

a)

b)

c)

d)

Fig. 4: Kolmogorov-Smirnov statistics between the sam-
ples of size 40 from: a) uniform distribution on different
intervals with various degree of overlapping, b) Poisson
distribution with different rate parameters, c) exponential
distribution with different rate parameters, d) gamma-
distribution with the same shape and different scale char-
acterizing different degree of overlapping
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a)

b)

c)

d)

Fig. 5: Normed Wilcoxon statistics between the samples of
size 40 from: a) normal distribution with different mean
and the same standard deviation, b) normal distribution
with the same mean and different standard deviation, c)
lognormal distribution with the same mean and different
standard deviation, d) lognormal distribution with the
same mean and different standard deviation.

a)

b)

c)

d)

Fig. 6: Normed Wilcoxon statistics between the samples of
size 40 from: a) uniform distribution on different intervals
with various degree of overlapping, b) Poisson distribution
with different rate parameters, c) exponential distribution
with different rate parameters, d) gamma-distribution
with the same shape and different scale characterizing
different degree of overlapping
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V. Conclusions

The new online algorithm implementing the Klyushin–
Petunin test on streaming data is effective and sensitive.
It does not depend on assumptions about distributions of
samples except for the assumption that these distributions
must be absolutely continuous. The significance level of the
test does not exceed 0.05. It does not requires the special
conditions for saving the data. The algorithm effectively
solve the change-point and is more sensitive than alterna-
tive Kolmogorov–Smirnov and Wilcoxon statistics.

The experiments with samples from normal, lognormal,
uniform, Poisson, exponential and gamma distribution
with parameters describing different degrees of overlapping
shows that p-statistics is more stable and monotonic than
Kolmogorov-Smirnov and Wilcoxon statistics.

In particular, the Kolmogorov-Smirnov statistics
demonstrates non-monotonic behavior due to the
sensitiveness to outliers.

The Wilcoxon statistics is based on counting of inver-
sions. So, it is quite effective for shifted samples drawn
from the distributions with different means and same
variance, but it is absolutely ineffective when the samples
have large overlapping as in cases of the normal and
lognormal distributions with the same mean and different
variance.

Both Kolmogorov-Smirnov and Wilcoxon statistics al-
low to detect the change-point in data stream, but the
p-statictics has better accuracy and robustness, because
the p-statistics is very effective both for shifted samples
drawn from the distributions with different means and
same variance, and for samples with large overlapping
(excepting the Poisson distribution).

The main feature of the p-statistics in these examples is
the monotonicity depending on the degree of overlapping
between the samples (the more overlapping the more p-
statistics, and vice versa) and a sharp jump at the change-
point.
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Abstract— This article is devoted to the selection and 
evaluation of language features used in the tasks of automatic 
text-independent speaker verification. The task of automatic 
speaker identification is one of the most difficult tasks in the 
field of language processing. The methods used in current 
speaker identification systems are not ideal, that imposes some 
restrictions on such systems. Some systems work well in good 
acoustic conditions, with minimal noise, but noticeably lose 
recognition accuracy in low signal-to-noise conditions. The 
requirements for the accuracy of speaker identification for such 
systems set a certain bar, which increases every year. Improving 
authentication accuracy extends the scope of such systems, 
including biometric multi-factor authentication systems, remote 
banking, access control systems, and more. Thus, to meet the 
needs of these systems consumers, the high requirements for the 
speaker recognition accuracy are required.  

Keywords — voice, recognition, model, coding, algorithms. 

I. INTRODUCTION  
The speaker recognition task involves two sub-tasks: 

identification and verification. Automatic speaker 
verification is the person confirmation by voice according to 
his / her ID (usually the speaker's name). 

Several characteristics are used to assess the accuracy of 
speaker identification, one of which is the Equal Error Rate 
(EER), that is the most commonly used. An equal error of the 
first and second kind determines the error of the speaker 
recognition, provided that the likelihood of pretender missing 
and failure of the legitimate user. This characteristic is used 
to evaluate both text-dependent and text-independent speaker 
identification systems. The best speaker identification 
systems, tested on a fixed database containing phrases of 
several hundred speakers, show EER values of 3-5% [1, 2], 
tests are conducted at the National Institute of Standards and 
Technology (NIST). such accuracy is insufficient for current 
speaker identification systems. 

On the one hand, the second kind of error can be 
considered as the most important, when the legal system user 
is taken as the impostor. It is possible to shift the system 
decision-making threshold towards reducing this error [3, 4, 
5]. However, this will lead to an increase in first-class errors, 

that is, increase of the legal users denials frequency of a 
system access, which can cause frustration for users using the 
system. Thus, it is necessary to reduce these errors (the EER), 
which will reduce the likelihood confidential information loss 
when used in real banking and other systems.  

The difference between automatic speaker identification 
is that, at first, an unknown speaker ID must determine who 
the speaker is - a legitimate user registered in the system or 
an intruder (in the case of an open identification task) [5, 6]. 
The system of automatic text-independent speaker 
verification presented in this paper solves the task of 
verifying a closed set of speakers by deciding whether or not 
the voice of the declared speaker is present on the audio. In 
this case, the existence of speakers that are not registered in 
the system is not taken into account. 

In the case of automated systems, the functionality of the 
human-machine system access is possible with the help of a 
standard touch panel operator or modern contactless 
solutions, such as a speech signal. This is a natural, intuitive 
form of assignment and, as a rule, does not require long 
preparation. It can also be used for biometric purposes, for 
example, for speaker recognition [5, 7, 8]. This issue is 
important in automation systems because of the use of a 
particular machine by the operator, the high difficulty of 
circumventing security, especially in remote access systems, 
as well as the simplicity of assumptions (no passwords, 
physical markers, etc.) [9-12]. By using the speaker 
recognition, you can ensure that devices do not respond to 
random commands from outsiders, giving full control of the 
system. 

An important factor affecting the effectiveness of speaker 
recognition (verification or identification) is the quality of 
transmission / recording of the speech signal. For public 
switched telephone networks and pulse code modulation, 
speaker recognition efficiency is up to 95% [2, 13]. However, 
transmitting a voice signal to a cellular network or the 
Internet through loss encoding algorithms reduces this 
efficiency, so methods that take into account lossy language 
encoding must be developed. 
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II. VOICE IDENTIFICATION METHODS ANALYSIS  
Typical voice recognition systems operate in two modes: 

training, which generates pronunciation models, and testing, 
during which the speech signal is compared with models from 
the database after appropriate people conversion. The 
decision is then made to identify the person being tested [14-
16]. It is a common part of both modes to obtain special 
personality traits. 

There are several methods of how to determine the 
features of speech.  

At first, the person's laryngeal tone is calculated, and then 
when he passes the fundamental frequency verification, the 
speaker proceeds to the second recognition stage. Depending 
on the person characteristics, the larynx tone is in the range 
of 80 - 450 Hz. 

Next the MFCC (Mel Frequency Cepstrum Coefficients) 
are extracted from the speech signal. The reason why the 
above coefficients were chosen is the need to reflect the 
human ear perception process, which perceives the frequency 
of the sound signal non-linearly-logarithmically. 

Typically, the MFCC [17, 18] are mostly used. Briefly, 
the coefficients are determined by fragmenting the input into 
short segments (20-40 ms) overlapping the Hamming 
window and performing a Fourier transform. This produces a 
spectrum of signal power. This spectrum is passed through a 
comb of filters arranged uniformly on a chalk scale (13-25 
MFCC) and perform a discrete cosine transform. The 
coefficients obtained give some characteristic of the frame. 
In the training mode, a model is generated from these 

coefficients, the most commonly used vector quantization 
algorithm (VQ, vector quantization) [19, 20] or the Gaussian 
mixture models [21], on which the GMM-UBM (Gaussian 
mixture models ‒ universal background models) algorithm 
[22, 23]. The Gaussian mixture model assumes that our data 
is a mixture of multidimensional Gaussian distributions with 
defined parameters. Note, that in addition to the spectrum 
itself, the individuality of the voice is formed by speed and 
acceleration, simultaneously determine the first and second 
derivatives of MFCC (1): 
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( ) ( ) ( );
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where the 0, 1q Q= − , Q  - the total number of language 
fragments.  

This process increased the parameter vector. Delta and 
deltadelta MFCC coefficients represent their dynamic 
changes that identify individual speech units well. It should 
be clear that these two parameters are calculated for time 
intervals equal to two time moments. Too small intervals may 
not capture clear changes in MFCC coefficients, while large 
ones may determine the difference between too different 
states. 

The similarity of the features set for each model is 
determined by the Euclidean distance or log-likelihood ratio. 

A diagram of a typical voice recognition system is shown 
in Figure 1. 

 

Fig. 1. Scheme of a typical voice recognition system 

 

However, the systems based on the diagram below have 
some major drawbacks. The recognition result depends on the 
length of the signal, which should be quite long, at least 20 
seconds (according to the literature). This value is not 
available for short-message control systems. Another typical 
recognition system disadvantage is the high sensitivity to the 
speech signal quality. The factor that reduces this quality in 
modern remote-control systems is the lossy encoding 
associated with transmitting voice signals over the GSM or 
Internet cellular network. An analysis of the literature on 
voice control systems shows that this problem is not yet 
sufficiently analyzed, and there are no studies that take into 
account currently used GSM encoders. Existing studies 
concern speech recognition only, they show the effect of 
encoding without problem solving and offer solutions that are 
physically impossible to implement due to lack of signal 
access before decoding, or show complex solutions difficult 
to implement in real time [23-26]. 

Voice recognition efficiency in embedded autonomous 
control systems is diminished by the use of fixed-point 
arithmetic in controllers. 

They make it possible to reduce the power consumption 
of the embedded system and reduce its cost, but unlike 
systems using floating point arithmetic, they create more 
calculation errors. Hence, it is necessary to develop additional 
techniques to reduce these errors in order to avoid a decrease 
in voice recognition performance. 

III. IMPROVEMENT OF AUTOMATIC VOICE RECOGNITION 
SYSTEMS 

The first problem with voice recognition systems is the 
impact of speech duration on recognition performance. To 
increase the speed of correct identification, it is proposed to 
use algorithms for detecting signal activity, thereby 
maximizing the content of information in the analyzed signal. 
Algorithms based on signal energy, amplitude, higher order 
difference, and number of zero-crossing points were tested. 
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Extraction Voice Identification

Voice Models
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The second major issue is the impact of coding on 
recognition performance. It is advisable to divide this step 
into two: detection of signal encoding and the selected model 
influence on the efficiency of the decoded language 
recognition. A diagram containing proposed system 
enhancements to a typical solution is shown in Figure 2: VAD 
(Voice Activity Detection) ‒ voice features determining 
based on MFCC frequencies, a speech encoder detector and 
its selection and voice recognition. 

The third stage of the study was about implementation 
aspects related to improving voice recognition efficiency 
using fixed point arithmetic on the AVR controller (Fig.2). 

 
Fig. 2. Structural diagram of an advanced automatic voice recognition 

system 

A. Voice bases and modeling algorithms that used 

The authors used the TIMIT Voice Database [27], 
developed by Texas Instruments (TI) and the Massachusetts 
Institute of Technology (MIT), is a database of 630 people 
who speak 10 different short phrases in English. 

During the study, the authors used three algorithms for 
speech signal modeling ‒ vector quantization (VQ), a 
Gaussian mixture model (GMM) and a mixture of Gaussian 
distributions based on a common model of speech of the 
whole population (GMM-UBM).  

To implement the identification algorithm, a GMM-UBM 
system is used. GMM (Gaussian Mixture Model) is a model 
of Gaussian mixtures, which will be a speaker model. With 
this approach, the initial data are presented in the form of 
clusters described by Gaussians. 

The model of Gaussian mixtures is determined by the 
mathematical expectation vectors μ, the covariance matrix Σ, 
the weight vectors p and the number of components of the 
mixture M. To determine the first three values, training using 
the k-means and EM (Expectation Maximization) algorithms 
is used by the maximum likelihood method.  

UBM (Universal Background Model) is a GMM trained 
on a relatively large amount of voice data. With the GMM-
UBM approach, individual speaker models are trained using 
the MAP adaptation (Maximum A-Posteriori Adaptation). 
With this approach, mathematical expectations are shifted 
towards new data. The advantage of UBM is the quick 
adaptation of new speakers and the demands of a small 
amount of data for this.  

To identify the speaker, you first have to find the model 
closest to the test recording (2) 
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(2) 

 

The , ,i i ip μ Σ  are the values of weights, mathematical 
expectations and covariance matrices of the model 
accordingly, and as the λ model is designated, is the feature 
vector. M is the number of components of the Gaussian 
mixture, D is the dimension of the feature vector. 

After finding the closest model, you can assign the 
recording to a registered or unregistered speaker. To do this, 
we calculate the indicator (3): 

 ( ) ( ) ( )log , log ,trg UBMX P X P Xλ λΛ = −  (3) 
Based on a comparison of this value with the threshold, a 

decision is made on the speaker under test. 

The recognition efficiency and the time taken to generate 
the model of the speaker and to compare the model with the 
test statement were compared. The highest recognition 
efficiency was obtained for the GMM and GMM-UBM 
algorithms, in which the GMM algorithm was used in real 
time, due to the lower complexity and ability to quickly 
modify the speaker model database created. 

IV. IMPACT OF VAD ON THE SHORT MESSAGE 
RECOGNITION EFFECTIVENESS 

Voice Activity Detection (VAD) is the detection of voice 
activity in an input acoustic signal to separate active 
broadcasting from background noise or silence. Voice 
interpreted as noise can generate chipping, so the VAD 
system maximizes the amount of information in the signal 
[27].  

This important processing step is used to minimize the 
degradation of voice message recognition from short control 
statements. Removal from silent or other signal fragments 
that have too low an energy or low-level noise character has 
a positive effect on the selection of only those specific speech 
signals that determine correct recognition at the testing stage. 
All four VAD algorithms gave approximately the same 
results (Fig.3). 

The recognition efficiency has been investigated 
accordingly for four VAD algorithms: the signal energy 
algorithm, the Jang algorithm based on the signal amplitude, 
the Jang HOD (high-order differences) algorithm and the 
Jang ZCR (zero-crossing rate) [28]. 
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Fig. 3. FAR/FRR diagram ‒ the recognition algorithm impact on the 

performance 

CONCLUSIONS 
These algorithms are tested in two ways ‒ finding silence 

only at the beginning and end of the statement and in the full 
statement. The time of the speech signal activity detection for 
each algorithm for use in the real-time embedded system was 
estimated. The performance improvement achieved, 
measured by the Equal Error Rate (EER) quantitative 
measure, is up to 19%. The results in the form of graphs of 
the ratio of false non-recognition to the probability of false 
recognition FAR / FRR (False Acceptance Rate / False 
Rejection Rate) as a parameter of the encoding rate and 
detection of signal activity are presented in Figure 3. The 
word "middle" in the name refers to the middle of the 
expression. The greatest increase in efficiency was obtained 
for the transmission rate of 8 kbps, which testifies to the 
possibility of using voice quality recognition system (GSM). 
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Abstract — The problem of modeling scale-free networks is 
considered. Mediation-driven attachment rule with non-
constant number of added links is proposed. Applying the 
copy-factor as the control parameter instead of traditionally 
used number of incoming links makes it possible to generate 
networks model, which combines the key benefits of mediation-
driven attachment, such as indirect using the nodes degree, and 
elasticity, such as different relative growth rates for links and 
nodes. The properties of proposed networks model were 
studied analytically and confirmed by simulation results. 

Keywords — scale-free network; elasticity; mediation-driven 
attachment; copy factor; Yule-Simon distribution 

I. INTRODUCTION 
The scale-free network’s theory is a relatively new 

science area that studies networks whose degree distribution 
of nodes follows to a power law [1]. Many of real-world 
networks are scale-free, for instance social networks, 
collaboration networks, citations of scientific papers, World 
Wide Web, neural and protein networks, some transportation 
networks, etc [2]. On the other hand, power law distribution 
is a characteristic feature of fractal properties of the system 
and its abilities to self-organization. This is another reason 
for the theoretical interest to the scale-free networks. 

At the heart of most of today's scale-free network models 
is the model proposed by Barabási and Albert in 1999 (BA-
model) [3]. It is based on two fundamental concepts: concept 
of growth and concept of preferential attachment: the 
probability for a new node to link with some existing one is 
proportional to its degree. Although at present there exists a 
lot of specifications and generalizations for the generative 
mechanism used to create network models [4-12], their 
common features ascends to BA-model. 

The concept of implicit use of node statistics, implied in 
the mediation-driven attachment (MDA) model, recently 
proposed by Hassan et al [13], and the concept of elasticity, 
i.e. different relative growth rates of links and nodes [14-16], 
are the subject of interest. Applying the elasticity concept to 
the MDA model forms the object of current paper. 

II. FORMAL PROBLEM STATEMENT 
According to the concept of growth, the seed network 

comprises 0n  nodes and 0 / 2L  edges, and then at each time 
step, a new node is added to the network. Thus, network size 
n  (i.e. number of nodes) generally is used as time measure. 
In addition, the node number ( i ) is considered as the time of 
its birth (i.e. n i−  is the node's age). 

Aside from the time of birth, each node is characterized 
by its degree ( id ) and other properties iP  (fitness, etc). 
Network growth dynamics is determined by the number of 
links ( )m n  that connect the incoming node with existing 
ones, or by the average degree of nodes ( )k n . The network 
may also have other control parameters N  (such as 
additional attractiveness, elasticity etc). 

Network properties are substantially determined by the 
rule of attachment, i.e. the probability iπ  that a new edge 
points to node i , as a function of the above parameters: 

 0 0( , , , , , )i i if i k n L P Nπ = . (1) 

A key property of the scale-free networks is the 
distribution of the nodes by degree ( )p k  that should, at least 
asymptotically, follow the Yule-Simon law (which is a 
discrete analogue of the power law): 

 ( )( )
( )

k
p k C k

k
γ

γ
−Γ= ∝

Γ +
,     0k k≥  . (2) 

The parameter 2γ ≥  is called the scale factor. 

The problem is to find the attachment rule (1), in which 
ik  degree is used implicitly and which allows us to generate 

a scale-free (2) network under condition of a power law of 
growth of an average degree of nodes. 

III. SCALE-FREE NETWORK MODELS OVERVIEW 
The simplest and most known model for scale-free 

networks is the BA model [3]. It is based on two 
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fundamental concepts: concept of growth and concept of 
preferential attachment, according to which each incoming 
node connects to m const=  existing ones. The probability 

iπ  that a new edge points to some node i  is proportional to 
its degree ik : 

 /i i i
i

k kπ =  . (3) 

Thus, BA attachment rule is the simplest case of a 
general form (1). This model leads to the Yule-Simon 
distribution for nodes degree (2) with scaling factor 3γ = . 

According to the fitness model [4], each node is 
associated with its fitness value iη . Therefore, rule (3) is 
extented into ( , ) /i i i i i i if k k kπ η η η= =  . There also exists 
more complicated variants of weighting [5-7]. This approach 
allows to reproduce the degree correlation among network 
nodes. 

Another extensions of BA model are based on aging [6], 
i.e. using the attachment rule (1) in form ( ) ( , ( ))i in f i k nπ = . 

In the Price model [2] the network is supplied by global 
additional attractiveness parameter a , and attachment rule 
has the form ( ) / ( )i i ik a k aπ = + + . This approach was 
used for modelling citation networks, which are considered 
as directed. Therefore, in the attachment rule ik  denotes only 
in-links. Clearly, if 0a =  (i.e. if the BA rule (3) is used), the 
incoming paper having any reference yet, cannot be cited. 

At now, there exists many other specifications and 
generalizations for the generative mechanism (1) used to 
create network models (based on nonlinear preferential 
attachment [8-9], rewiring [10], second level of 
neighborhood data [11] etc). 

Not all of the above models produce scale-free networks. 
In fact [9], the only case in which the topology of the 
network is scale free is that in which the preferential 
attachment is asymptotically linear under ik , i.e. ~i ia kπ ∞ . 
On the other hand, despite the wide occurrence, scale-free 
networks are not the only class of the real-world networks 
[12]. 

Beeing the core of scale-free network models, the BA-
model bears some original sins inherited by most of 
descending models that limit its application area: 

• In real networks scaling factor γ  not a constant, but 
assumes a spectrum of values between 2 3γ< ≤ . 
Processes and phenomenon’s having 2γ ≤  also 
exists [1-2]; 

• In real-word networks, an average degree of nodes 
tends to grow with network size, while it is constant 
in BA-model. Thus, this model generates very sparse 
networks; 

• BA model produce networks which are neutral in 
assortativity [10, 14], while social networks are 
strongly assortative and biological and technical ones 
are disassortative; 

• Information about nodes degree is used in a direct 
way; 

• Finally, it does seem strange that model of scale-free 
network is based on parameter m  which is scale-
dependent. 

To overcome the above restrictions it was proposed to 
expand the list of basic concepts by a new one: concept of 
elasticity [15-16], i.e. different relative growth rates of links 
and nodes. According to this approach, elasticity factor λ  as 
the ratio of the relative growth rates of links and vertices is 
used: 

 ( ) ( 1) ( )( ) ( )
( ) ( )( ) ( )

L t L n L nL t n t
n

L t n tn t L n

δλ
δ

+ −Δ Δ= = = . (4) 

If 1 2λ≤ <  is fixed, the total number of links grows 
asymptotically by power law with degree λ : 

 ( 1)( ) 2
( 1) ( 1)

n
L n n

n
λλ

λ
Γ + −= ∝

Γ − Γ +
. (5) 

Also the average degree of nodes is not a constant m , 
but 

 1( ) ( ) /k n L n n nλ −= ∝ . (6) 

If 1λ > , then each new node brings more links than the 
current average (6). For example, the more scientific papers 
have been written, the more references should review an 
author of a new paper. 

Therefore, using the concept of elasticity generalizes the 
original BA model and makes it possible to generate dense 
networks and networks with scaling factor 1 2 / (2 )γ λ= + − , 
which is not less, than 3. 

The explicit use the information about nodes degree 
forms another essential restriction of both BA model and 
inherited models. In real-world networks, the incoming node 
cannot assess the information for the whole of existing nodes 
because of the large size of the network, confidentiality 
reasons etc. Really, for a first choose a site or scientific 
paper, we are not interested how many references to other 
sites or papers it has. Similarly, a newcoming businessman 
cannot reach the information about who has how many trade 
links in order to choose his trading partner. 

The mediation-driven attachment (MDA) model was 
proposed by Hassan et al. [13] to overcome this restriction. It 
can be regarded as a version of the earlier copy-model [17]. 

According to MDA rule, each incoming node chooses 
some existing one uniformly at random. This node is called 
mediator. Then incoming node links at random to m  
neighbors of this mediator. Returning to the above example, 
after visiting a mediator-website, or reading a mediator-
paper, one may want to follow some available links. 

The probability iπ  for node i  having degree ik  to attach 
with incoming one can be found by the following way: let 
the neighbors of node i  are labelled as 1,2,..., ik . The 
probabilities for each of them to be chosen as mediator are 
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equal to 1/ n . The probability for node i  to be reached from 
mediator j  is 1 / jk . Thus, 

 
1 1

1 1 1 1i ik k
i

i
j jj i j

k

n k n k k
π

= =

 
= =   

 
  . (7) 

As per (7), the probability for incoming node to connect 
with some existing ones also depends only on their degrees 
but in contrary to BA models this dependence is implicit. 

According to results of numerical simulation from the 
original paper [13], the distribution for nodes degree 
asymptotically also follows to a power law (2) with scaling 
factor 

 0.113(1 0.43531 )meγ − ⋅≈ − . (8) 

Comparison among BA and MDA rules is illustrated on 
Fig. 1. As per (1), in BA model the incoming node knows 
that 1 3 1k k= = , 2 2k = . Thus, 1 1 1

4 2 4( , , )iπ =  respectively. 
According to MDA rule, the incoming node links with node 
1 only if node 2 is picked as mediator (that happens with 
probability 1/3) and node 1 is chosen among the neighbors of 
node 2 (probability is 1/2). Thus, 1

1 6π = . Also 1
3 6π = . Node 

2 is pointed if node 1 or 3 are picked as mediator, so 2
2 3π = . 

As it was mentioned in [13], for small m  the MDA rule 
leads to super-preferential attachment, i.e. winners-take-all 
effect occurs. However, for large m  this effect is replaced by 
winners-take-some effect that gives rise to simple hubs only. 

 
Fig. 1. Comparison among BA and MDA attachment rules for m=1 

For most real-world networks, the MDA rule looks much 
more natural than BA, but it also has some essential 
drawbacks. At the first and foremost, parameter m  is 
considered as constant, that is obviously contradicts with the 
properties of real-world networks. Secondly, mediator node 
never connects by itself with incoming node. In other words, 
mediator is too latent that is not very common for real-world 
networks. 

Summarizing, MDA rule is the most promising for scale-
free network modelling, but to overcome restrictions arising 
with constancy of the number of added links, we propose to 
apply the elasticity concept to the MDA rule. 

IV. MODIFICATION OF THE MDA RULE BASED ON THE 
USE OF ELASTICITY 

According to the above analysis, we propose to modify 
the MDA rule by using copy-factor 0 1q≤ ≤  – fraction of 
mediator's neighbors that are linked with incoming node – as 

the control parameter instead of m . Mediator is always 
linked, so it is not latent, but explicit (Fig. 2). Thus, m  is 
treated not as a constant, but as 

 1 medm q k= + ⋅ . (9) 

where medk  is mediator's degree. 

 

 
Fig. 2. Probabilities for new node to be attached according to proposed 

elastic MDA rule 

According to (9), the expected value of the number of 
incoming edges at time n is 

( ){ ( )} 1 { } 1 ( ) 1med

L n
E m n q E k q k n q

n
= + ⋅ = + ⋅ = + . (10) 

Thus, the dynamics equation of total link growth has the 
form 

 ( 1) ( ) 2(1 ( ) / )L n L n q L n n+ − = + ⋅ . (11) 

Taking into account the initial conditions (1) 0L = , one 
can obtain the dependence of total number of links ( )L n  and 
the average nodes degree ( )k n  on network size n : 
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 Γ += − − Γ Γ + 
 Γ += − − Γ + Γ + 

 (12) 

where ( )xΓ  is the Euler's Gamma function. 

As per (5)-(6) and (12), the modified MDA rule-based 
network is elastic with elasticity factor 2qλ = . The average 
degree of nodes is growing up to limit lim 2 / (1 2 )k q= −  for 
0 0.5q< < , or by asymptotically power law 2 1( ) qk n n −∝  
for 0.5 1q< < . Special case of 0.5q =  will be analyzed 
later. 

The next problem is the distribution of nodes by degrees 
the proposed rule will lead to? 
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The incoming node ( 1)n +  attaches to existing one 
1 i n≤ ≤  with probability 1 given that i  is mediator, and 
with probability q  if mediator j  is connected with i : 

1 ( )
, 1Pr( ) 1 Pr( ) Pr( ) .i

j i

q k n
i n med i med j

n
q

+ ⋅
+ = == ⋅ + ⋅ =


 (13) 

Therefore, the dynamics equation for the degree of the 
node i  has the form 

 
1 ( )( 1) ( ) i

i i

q k n
k n k n

n

+ ⋅+ − = . (14) 

It has the general solution 

 ( ) 1( )
( )i i

n q
k n C

n q

Γ += −
Γ

. (15) 

Paramerers iC  can be found under condition that 
expected value for the degree of node i  at time i  is equal to 
the expected number of edges added at time 1i −  (10): 

( ) { ( 1)}ik i E m i= − . Therefore, 

 1 ( 1 2 ) ( ) 1
2 1 ( ) (2 ) ( )i

i q i q
C

q i q q i q q

 Γ − + Γ −= − − Γ + Γ Γ + 
. (16) 

According to (16), the distribution of nodes by degrees is 
formed by the value of q. Given that 1i , parameter iC  
asymptotically grows as 
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In fact, the number of node ( i ) is treated as a rank by 
degree. So, as per (17), rank distribution is asymtotically 
follows to a power law with scaling factor min{ ,1 }q qβ = −
. It corresponds to an asymptotically power distribution of 
nodes by degree (2) with scaling factor 

 
1 11 1

min{ ,1 }q q
γ

β
∝ + = +

−
. (18) 

According to (18), the degree of "young" nodes (i.e. 
nodes with a large number) follows to power distribution 
with scaling factor 3γ > . 

V. SPECIAL CASES OF THE MODIFIED MDA RULE 
As it follows from above analysis, properties of the 

proposed model of scale-free networks based on modified 
MDA rule are determined by the control parameter q  that is 
a probability for mediator's neighbors to be linked with 
newcoming node. There are three special values of this 
parameter, which give rise to special models. 

• In the case 0q = , the proposal rule leads to Callaway 
growing network [10, 18]. Each time step one node is 
added to the network and attached to some existing at 

random. Thus, 1m =  and ( ) 2( 1)L n n= − . The range 
distribution of nodes by degree follows not to the 
power law (15)-(16), but to the logarithmic 
distribution: 

 1 1( ) 1 1 log( / )i n ik n H H n i− −= + − ≈ + , (19) 

where nH  is n-th harmonic number. 

Therefore, the distribution for nodes degree ( )p k  is 
not a power law (2), but exponential, so this model is 
not scale-free. 

• In the case 1q = , each incoming node connects to all 
of the existing one, forming a full graph structure. 

• Finally, the most interesting case is 1/ 2q = . The 
dependences of total number of links ( )L n  and the 
average nodes degree ( )k n  on network size has the 
form not (12), but 

 
( ) 2 ( 1) 2 log( ),

( ) 2( 1) 2 log( ).
n

n

L n n H n n

k n H n

= − ∝ ⋅

= − ∝ ⋅
 (20) 

The range distribution of nodes by degree follows to the 
subpower law (15) with 

 1( ) ( 2) log( )
( 1 / 2)

i
i

i H i
C

i i
−Γ ⋅ += ∝

Γ +
. (21) 

A detailed study of the properties of this model forms one 
of the subjects of interest for future research. 

VI. NUMERIC SIMULATION 
The numerical experiments were provided. For the first 

step, we simulate networks based on the proposed elastic 
MDA rule to check their properties of growth. Network starts 
from two nodes, connected by edge. Each step one nodes 
were added and linked to the network according to proposed 
rule by some links (9). The dependence of average nodes 
degree under network size n  and copy-factor q  were 
studied. The simulated results and the corresponding 
theoretical dependences (12) are shown on Fig. 3. 

For the next step, we checked the dependence for nodes 
of its degree on age. 20M =  networks of 4096n =  nodes 
were simulated and results (nodes degree, ik ) were averaged. 
The obtained numerical dependences along with the 
theoretical ones (15)-(16) are shown on Fig.4. It is easy to 
see that they are fully consistent to each other. 

Rank distributions of nodes degree are shown on Fig. 5. 
As one can see, for about a quarter of the total number of 
nodes, the rank distributions fit to the predicted Yule-Simon 
laws, but the last about a quarter of nodes forms a tail, 
having much less links, than predicted. Asymptotical nature 
of the above theoretical formulas may be a cause. A more 
accurate analysis of the proposed attachment rule is needed 
for future research. 
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Fig. 3. Dependence of average nodes degree on network size for q=0.3, 

q=0.5 and q=0.7 

 
Fig. 4. Dependences of nodes degree on its age for q=0.6 and q=0.3 

 
Fig. 5. Rank distribution of nodes degree for q=0.6 and q=0.3 

CONCLUSION 
The problem of modeling scale-free networks is 

considered. The properties of generated network are strongly 
depends on the attachment rule. An actual models and 
corresponding attachment rules were analyzed. 

The mediation-driven attachment rule has an undoubted 
advantage due to indirect using of nodes statistics. However, 
using a constant number of incoming links as a contol 
parameter limits the scope of such model. Applying the 
copy-factor as the control parameter makes it possible to 
generate networks model, which combines the key benefits 

of mediation-driven attachment model, and elastic ones, such 
as different relative growth rates for links and nodes. 

Using differentiation in relative growth rates of links and 
nodes make it possible to generate scale-free models for 
dense networks. In addition, copy-factor is internal character 
of the network, while an elasticity factor is external. 

The dependence of average nodes degree on copy-factor 
and network size was obtained analytically. In addition, the 
dependence of nodes degree under its age was found. 
Numerical simulations were provided. The obtained results 
are in consistency with the theoretical ones. 

A detailed study of the properties of proposed model at 
some special cases of copy-factor, as well as analysis of its 
assortativity properties, forms the subject of interest for 
future research. 
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Abstract — The aim of the present paper is to develop an 
improvement of large-scale multi-party data exchange and stream 
processing solution. The method of choice uses Apache Kafka 
streams as well as HDFS file granulation, and is exemplified in a 
real project of data ingestion into the Hadoop ecosystem. The 
management and conditional stream controlling procedures are 
proposed. Various ways to manage Kafka offsets during stream 
processing are considered.  

Keywords—Distributed systems; Stream processing; Kafka 
streams; Spark v 2.3.2; HDFS file granulation 

I. INTRODUCTION  
Heterogeneous interconnected systems which produce a 

wide variety of data are nowadays common [1-3] for a range 
of applications, from energy generation and precision 
agriculture grids to an increasing number of small-scale and 
dispersed portable smart devices acquiring and transmitting 
diverse types of data. To support data-driven business models  
these data flows are to be properly processed in real time 
regardless of their variety and fragmentation [4]. To ingest 
data from the outer sources into HDFS in a cost-effective way 
is a complicated task to be solved by dedicated services that 
collect data from various sources outside of the Hadoop 
cluster, retrieve data from many databases, transform [5, 6] 
and enrich data to finally push it into the Kafka topic. On the 
other end, Spark application interacts with the Kafka topic and 
puts data into HDFS. ‘External’ service runs periodically, with 
periodicity chosen appropriately to the specific features of the 
task being solved. To resume such a short outline of the 
system’s concept we note that the system’s efficacy depends 
critically on details discussed in subsequent sections. 

Current paper develops a solution to large-scale multi-
party data exchange and stream processing problem. The 
considered Spark app reads data from Kafka, processes and 
storesdata in HDFS files. The standard streaming app runs 
permanently and processes data on the fly, which is an 
ineffective use of resources. 

Typically, the data load which needs processing which  
lasts minutes to hours so resources of the Hadoop cluster  will 
not be used effectively for Spark containers. The solution may 
be in starting an application in the defined  moment to process 
all records from Kafka distributed streaming platform, and put 
it down for idle time interval (see Fig.1). 

Fig. 1. Irregular stream server load. 

A problem is to determine that the service has already 
completed the data processing. For this problem, a universal 
solution is absent as no alarm can be set for the last message 
arrival. A viable solution to this stream processing problem 
may be the enactment of a dedicated service application for 
stream processing. 

II. STREAM PROCESSING CUSTOMIZATION 

A. Solution idea 

To optimally customize the stream processing for 
unpredictable flow of data from diverse producers one has to 
choose and wait a proper time interval and avoid wasting paid 
cloud computing services.  

If during this interval there are no incoming messages in 
Kafka distributed streaming platform (see Fig. 2), then  
waiting phase is terminated, the consumed data are post-
processed and application stopped untill the next predefined   
moment. This way, cluster resources are not wasted and all 
processing is timely performed in an appropriate way.  

The practical realization of this simple idea is, however, 
not so straightforward as it may seem. 

B. Implementation of the solution 

To test the above idea we split the whole processing time 
into equal intervals T and monitor periodically if a new 
message arrives. To make sure that there is no incoming data 
in this application run we wait for N intervals and stop the 
application only if there were no messages in NT time. Let’s 
examine a typical Apache Spark streaming application for big 
data processing that takes data from Kafka cluster and stores 
them into a Parquet binary file format in Hadoop Distributed 
File System (HDFS). 
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Fig.2 Architecture concept of the data processing platform. 

 

More details should be taken into consideration [7-9] in 
real use cases, however these are irrelevant for the problem 
being solved. The presented code runs on Spark v 2.3.2, 
nevertheless it is fully compatible with the latest Spark 2.4.x 
version. The following code starts listening and consuming 
messages from Kafka topic: 
val kafkaMessages: DataFrame = spark.readStream 
 .format("kafka") 
 .option("kafka.bootstrap.servers", bootstrapServers) 
 .option("subscribe", topicIn) 
 .option("startingoffsets", "latest") 
 .load() 

Here bootstrapServers specifies the address of Kafka 
brokers, topicIn  is the name of the topic, latest ensures that 
only the new messages in the topic are listened to. The last 
option is unwise as it makes the application to start before the 
data-producing service outside the Hadoop. The solution to 
this problem, will be given later, too. For our purposes we 
require message information as string, and Kafka message 
information, namely partition and offset. Accordingly, we cast 
the message from Kafka to the following model: 
case class KafkaMessage( 
   partition: Int, 
   offset: Long, 
   value: String 
) 

with every field being self-explanatory. 
val message = kafkaMessages.selectExpr("partition", 
"offset", "CAST(value AS STRING)").as[KafkaMessage] 

Now, message is the DataFrame consistsing of the 
KafkaMessages. To write messages into file we run the 
following stream: 

val fileStream: StreamingQuery = message.writeStream 
 .format("parquet") 
 .outputMode("append") 
 .trigger(Trigger.ProcessingTime(triggerInterval)) 
 .option("checkpointLocation", checkpointLocation) 
 .option("path", outFilePath) 
 .queryName(queryName) 
 .start() 

Here, checkpointLocation is the path for the Spark 
Streaming Checkpoint data to be stored in. This is necessary 
as Spark Streaming is fault-tolerant, and Spark needs to store 
its metadata into it. queryName  is the arbitrary name of the 
streaming query, outFilePath  is the path to the file on HDFS. 
triggerInterval  is the period of time during which the 
Spark micro-batch is compiled and then processed by a 
Parquet writer, one at a time. So, at the moment, we have a 
stream that reads messages from Kafka and stores them into 
HDFS file. Also, we have temporal granularity of the stream.  

According to the solution idea, we should be able to check 
number of messages ingested during each time interval, and if 
for N intervals we consumed no messages, the stream is  
stopped. 

An interface to listen to the stream events (in 
org.apache.spark.sql.streaming.StreamingQueryListener) 

is: 
abstract class StreamingQueryListener { 
 
  import StreamingQueryListener._ 
 
  /** 
   * Called when a query is started. 
   * @note This is called synchronously with 
   *       
[[org.apache.spark.sql.streaming.DataStreamWriter 
`DataStreamWriter.start()`]], 
   *       that is, `onQueryStart` will be called on all 
listeners before 
   *       `DataStreamWriter.start()` returns the 
corresponding [[StreamingQuery]]. Please 
   *       don't block this method as it will block your 
query. 
   * @since 2.0.0 
   */ 
  def onQueryStarted(event: QueryStartedEvent): Unit 
 
  /** 
   * Called when there is some status update (ingestion 
rate updated, etc.) 
   * 
   * @note This method is asynchronous. The status in 
[[StreamingQuery]] will always be 
   *       latest no matter when this method is called. 
Therefore, the status of [[StreamingQuery]] 
   *       may be changed before/when you process the 
event. E.g., you may find [[StreamingQuery]] 
   *       is terminated when you are processing 
`QueryProgressEvent`. 
   * @since 2.0.0 
   */ 
  def onQueryProgress(event: QueryProgressEvent): Unit 
 
  /** 
   * Called when a query is stopped, with or without 
error. 
   * @since 2.0.0 
   */ 
  def onQueryTerminated(event: QueryTerminatedEvent): 
Unit 
} 

To provide for the required functionality we create the  
listener as follows: 
class StreamQueryListener(val query: StreamingQuery, val 
maxEmptyTicks: Int = 3) extends StreamingQueryListener { 
 
  private val queryId           = query.id 
  private var currentEmptyCount = 0 
  private var totalCount: Long  = 0 
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  override def onQueryStarted(event: 
StreamingQueryListener.QueryStartedEvent): Unit = { 
    if (event.id == queryId) { 
      !s"Query started. (id = $queryId)" 
    } 
  } 
 
  override def onQueryProgress(event: 
StreamingQueryListener.QueryProgressEvent): Unit = { 
    if (event.progress.id == queryId) { 
      !s"Query progress. (id = $queryId)\n\tNumber of 
input rows = ${event.progress.numInputRows}, 
currentEmptyCount = $currentEmptyCount (total count = 
${totalCount + event.progress.numInputRows})" 
      event.progress.numInputRows match { 
        case 0 => 
          currentEmptyCount += 1 
          checkCounterLimit() 
        case x => 
          currentEmptyCount = 0 
          totalCount += x 
      } 
    } 
  } 
  private def checkCounterLimit(): Unit = { 
    if (currentEmptyCount >= maxEmptyTicks) { 
      !s"Query will be STOPPED! (id = $queryId)" 
      query.stop() 
    } 
  } 
  override def onQueryTerminated(event: 
StreamingQueryListener.QueryTerminatedEvent): Unit = { 
    if (event.id == queryId) { 
      !s"Query terminated. (id = $queryId)\n\tTotal rows 
processed= $totalCount" 
    } 
  } 
} 

We add this listener as follows: 
spark.streams.addListener(new 
StreamQueryListener(fileStream, maxRetrives)) 

here maxRetrives is the number of retrieves with no messages 
to wait until the stream stops. 

The main logic is in onQueryProgress method. We look 
at event.progress.numInputRows value which equals the 
number of rows obtained during the batch time window (set 
by 
.trigger(Trigger.ProcessingTime(triggerInterval))). 
If there are no messages in the stream we increment 
currentEmptyCount counter. When it reaches maximum 
allowed value then we can gracefully stop the stream by 
query.stop(). If we've got any messages during the time 
window then we clear the counter and start monitoring from 
the beginning. We also count the total number of processed 
messages here. (!"string" interpolator puts the string into 
logs.) 

To complete the application workflow we wait for the 
stream to terminate: 
fileStream.awaitTermination() 

That's all for our task. We've got the streaming application 
which reads all data from Kafka topics and stops when the 
topic becomes 'empty'. So it does the job for our scheduled 
task. 

 

III. MANUAL KAFKA OFFSETS MANAGEMENT 
Having in mind thet our goal is to optimally schedule  the 

streaming application runs, it is unwise to re-read the topic 
from the beginning each time. Instead, one should start 
reading from the point it stopped last time. Using 
.option("startingoffsets", "earliest") for the 
KafkaMessages we will always read topic messages from the 

beginning. If the starting offsets is specified as "latest", 
then reading sequence begins  from the end and our goal will 
not mbe met as there could be new (unread) messages in Kafka 
before the application starts. To solve this problem, let's 
consider how Spark manages offsets for Kafka stream 
consumer (Fig. 3).  

There are several options here: 

 1) Offset information could be stored by Kafka (usually 
Kafka uses Zookeeper for this). For this purpose each 
consumer should specify its own group.id and offsets are 
stored "per group". (This could be done automatically 
(autoCommit option), or manually). This option is 
completely useless with a structured streaming API, as there 
is no possibility to specify group.id option (see. 
documentation). Spark will assign a different group.id for 
the consumer each time the application starts. 
 2) The second option is what Spark proposes to do by 
default: offsets and the information about the output file 
writes are stored in the directory called checkpoint.  

Fig.3. Process flow segment for offset management. 

Checkpoints store intermediate information to ensure fault 
tolerance. If any sort of an exception occurs, i.e. JVM error, 
container fault or any other error takes place, then the 
application recovers from that point automatically. This 
powerful mechanism is to be used for critical applications. 
However, there are pitfalls in this approach. Firstly, the 
offsets are stored there too, so this folder can not be removed 
without the critical loss of the offset information. Secondly, 
the output files can not be removed, if this is done, the next 
application run will end with an error, as the information in 
the checkpoint will not match the output files. In our case, 
we'd like to remove the output files between subsequent 
application runs. The file will physically consist of the many 
parts (each of those parts is the data obtained during one 
processing time window), so after the application reads all 
data from the topic we want to aggregate all files into one big 
file and delete the intermediate files. To this end we are to 
remove the checkpoint directory as well. For this reason we 
consider other options to store Kafka offsets. 
 3) Finally, offsets can be manually stored and specified when 
creating a stream. This requires more effort but may represent 
the most flexible solution. 

 



299 

IV. IMPLEMENTATION 
Multiple solutions may be attempted. We defined above 

the case class KafkaMessage for the received messages. It 
contains partition and offset information. Therefore, 
after we saved all messages in the files and stopped the stream, 
one can post-process the messages. The goal is to aggregate 
useful information into one large file and also store Kafka 
offsets for further usage. We split the data into Offsets 
information and useful data in the following way: 
val offsets: DataFrame = 
      fragmentedMsgs 
        .select($"partition", $"offset") 
        .groupBy($"partition") 
        .agg( 
          max($"offset").alias("offset") 
        ) 

for the offsets information. And: 
    val entities: Dataset[DataLakeEntity] = 
fragmentedMsgs 
      .select(from_json(col("value"), 
DataLakeEntitySchemas.dataLakeEntitySchema).as("json_str"
)) 
      .select($"json_str.*") 
      .as[DataLakeEntity] 

for our DataLakeEntity information. (We use Json for the 
messages in Kafka topic, this could be different for the other 
application, i.e. protobuf or other formats could be used). As 
for offsets, the work is almost done: 
   val offsetsList = 
offsets.as[PartitionOffset].collect().toList 
 
   if (offsetsList.nonEmpty) { 
      // Store offsets somewhere, i.e.: 
      offsetStore.insertOrUpdateOffsets(topicIn, offList) 
   } 

Now we need some storage for offsets. We can write them 
into Spark table, or in HBase DB or PostgreSQL DB etc. When 
starting the stream we should read offsets information back 
and pass it as option for the stream, like 
.option("startingoffsets", "latest"), but instead of the 
"latest" we should use special form, like: 
{"topicA":{"0":23,"1":-1},"topicB":{"0":-1}} 

Further information may be easily found in the 
documentation.  

V. CONCLUSIONS 
On the basis of the analysis of practically applicable 

solutions of large-scale multi-party data exchange and stream 
processing problems [10, 11] we suggest the mechanism for 
periodic monitoring and reading data from Kafka stream. The 
proposed method allows us to monitor data stream and   
manipulate it effectively under defined conditions. Multiple 
approaches to operate Kafka offsets in stream processing may 
be adopted depending on the peculiarities of the system and 

the processed data. While there are still options for offsets 
management which have not been discussed in detail in the 
present paper, this particular question can be addressed 
separately if a use case is specified.  

For platforms driven by huge volumes of data coming live 
from multiple origins (IoT sensors, mobile devices etc), the 
ability to handle irregular data streams with unpredictable 
temporal distribution provides an important competitive edge, 
therefore the proposed architecture improvement of stream 
processing can lead to a dramatic cost reduction and 
performance increase for cloud services. 
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Abstract— The objective of the proposed research is to 
develop a methodology for modeling and evaluation of decision-
making processes in project planning, which potentially will 
reduce project manager wasting time for the development of a 
project schedule and a resources plan and its execution 
monitoring and control. The ultimate aim is to provide a project 
manager with a ready project plan which was developed based 
on project scope, assumptions and limitations by the digital 
project manager. The project manager can interact with the 
digital project manager, define assumptions and limitations, 
make changes in a ready project plan, etc. The digital project 
manager will define the project plan by choosing one from the 
project templates base of the company and change it according 
to requirements. The process of the template selecting has three 
stages: 1) defining project sphere, 2) choosing a group of 
templates to fit limitation, and 3) defining one template for the 
project plan. Exactly these stages are considered in this paper 
by using the modeling approach employs a stochastic 
production method. 

Keywords— Mathematical model, Predictive analytic, Project 
management 

I. INTRODUCTION  
Mathematical modeling of project management processes 

is an important task of a lot of researchers in the world and as 
a result it is used in different practical approaches and 
applications. Despite this, modeling of project management 
processes is still a challenging problem because project 
management is a complex system consisted of a lot of persons, 
public and private organizations, technical applications that 
must interact with each other in the framework of time, budget 
and resources limits [1]. 49 processes of 10 areas of 
knowledge are defined in PMBoK and each of them has a 
major influence on project result, nonetheless the main is the 
decision-making process as such that plays a key role in 
project management. The importance of modeling this process 
presented in papers of Matthew J. Liberatore and Bruce 
Pollack-Johnson, Debu Mukerji [2-3], T. Gidel, R. Gautier & 
R. Duchamp [4] and others. The Decision-making process 
carried out by a project manager constantly and the outcome 
of the project fundamentally depends on the quality of these 
decisions. Nowadays there is a trend of project information 
growth that has to be collected, processed and analyzed by the 
project manager. More information leads to the more stress the 
project manager experiences and as a result the probability of 
making mistakes grows. So, for supporting project manager in 
decision-making process there is a necessity in using of 
special information technologies (ITPM), that will allow to 
receive in a short period necessary information in a convenient 
form and help to make the right decision. Examples of such 

information technologies are MS Project, Oracle Primavera, 
Clarizen, etc [5-7]. The use of such technologies is popular in 
project management, so development and implementation of 
ITPM is a quite fast-growing industry [8-9]. For today ITPM 
has gone from desktop applications to complex cloud 
platforms, and now there are researches in the field of 
development AI technologies for project management. 

There was analyzed some of scientific works dedicated to 
development and using AI in project management. These 
researches were provided from ‘80 – ‘90 years of 20 Century 
[10-12]. Also, the research of the item continues today. Some 
of the modern researches are provided by Majid Shakhsi-Niaei 
(2015), María Martínez-Rojasa Nicolás (2016), Chaohong 
Gao (2015), Houda Hammouch (2015), M.Lachhab (2017), 
Benjamin Schreck and other [13-18]. 

The researches include describing of: 1) an intelligent 
system for retrieving and structuring data that allow to easily 
acquire and manage integrated formation for supporting 
decision making in the construction project management; 2) 
discusses several applications of intelligent systems in project 
management practice; 3) intelligent management platform 
design for engineering construction enterprise project 
management; 4) use the advantages of agent technology to 
make implementation and use PMBoK processes more 
efficient and have insights on the progress of projects and 
anticipate possible problems that can lead the project failure; 
5) defining a common information model enabling the 
federation of all the points of view of the different actors with 
regards to Systems Engineering, Project Time Management, 
Project Cost Management, and Project Risk Management and 
6) creating a machine learning model that uses the time-
varying data to identify overarching patterns and predict 
critical problems ahead of time, these predictions would 
enable a project manager to selectively focus on a subset of 
projects, anticipate the occurrence of critical problems, 
determine the nature of the problems, pinpoint the areas that 
would be impacted, and take remedial action. 

In the paper it is proposed to exploit the recent progress in 
the field of predictive analytic for the modeling decision-
making process in project management for selecting a 
schedule template for developing a project plan. The 
developed model will be used in the algorithms of the AI 
project management system – a digital project manager [19]. 

II. HYPOTHESIS, RESEARCH QUESTION AND OBJECTIVES 
Hypothesis: 

One of the elements of project management digital 
transformation is the creation a such an intelligent computer 
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system (digital project manager) that provides a unified 
environment that included a combination of information 
systems for organization and will be able to manage processes 
of project management by itself without project management 
team participation. 

The main research question for the paper: 

How to teach a digital project manager to choose the right 
project template?  

The creation of an intelligent computer system (digital 
project manager) is a pretty complex task. So, for looking for 
the answer it is important to make decomposition this question 
on simpler questions.  

Authors propose to consider the next questions: 

– How to separate projects by different classes due to the 
project area?  

– How to offer a management model for every project 
class that is a template of a project plan formation? 

– How to develop a method of project template selection? 

Objective: 

To define the algorithm of selecting a project schedule 
template by modeling the decision-making process for project 
planning using methods of predictive analytic. 

III. THE PRIMARY RESEARCH MATERIAL  
Digital project manager (further – d-MP) - software 

that implements typical project management processes in 
digital project management.   

Digital project management (further – d-PM) – is a 
form of project management in which typical processes of 
management are realized in the digital environment. 

The essence of d-PM is to select typical processes 
(processes that have identical signs for different projects, like 
task and resource planning, control of task executing) and 
transfer it in the digital environment of computers. At the same 
time creative processes (processes that need intelligence and 
creative approaches for project realization like team 
management, risk management, etc.) remain for the project 
team.  

Transferring of typical processes to intelligence computer 
technology will relieve the project manager and project 
participant from routine work and give them more time to 
perform unique tasks that require a non-trivial approach [19]. 

Digital project manager [20] should be characterized by 
the next parameters: 

- Intelligence management – the digital project 
manager should create and control the project plan and also 
realize resource management with minimal participation of 
the project team [21].   

- Virtual management – the digital project manager 
should provide access for project participants to project from 
any part of the world. 

- Management “in cloud” – all project information 
should be stored “in cloud” for providing access for project 
participants at any time from any kind of gadgets (laptop, 
smartphone, etc.). 

Enlarged algorithm of process of planning in d-MP is 
shown on figure 1. 

Project plan request

Is there at least one 
project template?

Send message to project 
manager  No

Yes

Is there at least one 
suitable project 

template?

No

 Yes

 Selecting one template

 Developing of a project schedule

 Developing of a resource plan

Optimization a project schedule and a 
resource plan

 Send the plan for approval to the 
project manager

 Does the project 
manager approve the 

project plan?

No

Yes

End of the algorithm
 

Fig. 1. Enlarged algorithms of processes of planning in d-MP 

For defining the optimal project schedule template by d-
MP the next tasks should be solved: 

1. Separating project templates by a project area (IT, 
construction, production, etc). 

A project area defines two factors of a schedule: a life 
cycle model and scope of a project. A project life cycle model 
affects on sequences of project tasks, for example, a 
construction project will have a waterfall model but IT project 
– V-model or RUP. Project scope defines the technology of 
project implementation. A construction project will have such 
tasks as architecture design or bricklaying, and IT project in 
turn will consist of stages like testing or programming. Under 
any other criteria like cost, duration, project start or finish 
date, or something else, exactly the project area defines the 
coordinate system in which the required project template will 
be located. That is why for creating a project plan it is 
important to make decomposition of project templates of a 
company by the different areas of project implementation. 

For the development of a model of separating project 
templates by a project area could be used the methods of 
machine learning (Random forest, NLP, Neural networks and 
others): 

2. Highlighting templates that meet the requirements 
of the project manager 

Project results determine requirements for a project plan, 
so every template has to be determined following the values 
of the features by a project manager. Such features can include 
both general information like project duration, cost or 
evaluation of project success, etc., and specific information 
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according to the project area, for example number of floors for 
construction projects or GUI model for IT project.  The 
development of a model of a template selection from the 
archive of a project-oriented enterprise by d-PM has to base 
on machine learning or predictive analytics methods. 

3. Selecting an optimal project template.  

In a field of highlighted templates can get some suitable 
examples and based on this situation, there may be several 
scenarios for d-PM: 

1. Show to the project manager all suitable templates 
and leave the decision to him. 

2. Select only one optimal template for the project 
manager. It is should be decided which method to use for this 
scenario: genetic algorithm, random selection, neural 
networks, etc. 

Solving these tasks is an important part of the development 
of the digital project manager because namely answers to them 
will be a core of the decision-making process of this AI 
system.   

For visualizing the main idea the authors propose the next 
example. There are one hundred project schedules (templates) 
in the archive of a project-oriented company. Every template 
is characterized by three criteria: project duration (fig.2), 
project cost (fig.3) and area (IT, Health, Production, 
Construction). 

 
Fig. 2. Plot of projects duration 

 
Fig. 3. Plot of projects cost 

 

The decomposition of project templates by the project area 
is shown in figure 4. In the project area IT there was found 
through suitable templates (blue points) and one that is 
optimal (the red point) for the project manager.  

 
Fig. 4. Plot of projects duration 

 
For the development of an algorithm of selecting a project 

schedule template each of the above tasks should be solved.  
For this it is necessary to use scientific approaches and 

check the effectiveness of each possible model for finding 
solutions for these tasks. 

In this paper authors propose to consider predictive 
analytic methods for development model for highlighting 
suitable templates.  

IV. STOCHASTIC-PRODUCTION METHOD TO DETERMINE THE 
PROJECT TEMPLATE  

It is proposed to use a stochastic-production method to 
determine the project template. 

For this method, there is necessary to pass from the system 
of deterministic products to the system of stochastic products. 
To do this, divide each product that contains a set of formal 
parameters into products, each of which corresponds to a 
separate parameter, or a combination of parameters related to 
each other. The kernels of production will be represented by a 
stochastic model: 

if А, then with probability p1 – B1, with probability p2 – 
B2,…, with probability pn – Bn. 

Then formally, such a system of production can be defined 
as follows: 

1. A product name – its unique name in the system. 

2. Area - project area.  

3. Condition of use products – the existence of at least 
one template in the enterprise archive for the realization of the 
kernel of production.  

4. The kernel of production - parameters a1 has a value 
within amin - amax, then choose a template with probability p1 - 
B1, with probability p2 - B2,…, with probability pn - Bn. 
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5. The post-condition - to estimate the common 
conditional probability of a template choice for all selected 
products (for all products of the given area of application for 
which the condition is fulfilled). 

 A system of forecasting products is specified to identify 
the project template. Products form the knowledge base for 
choosing a template and determine the probability that a 
particular management model will be selected, with a given 

require parameter 
хΠ . 

Products are formed from project and company statistics, 
or experts. The problem is that the combinations of parameters 
for each request/influence may be different. For this purpose 
the following method of definition of a template is offered: 

1 For a given area of projects to determine the scope and 
activate (execute) the products for which the condition of 
application is fulfilled - the availability of appropriate 
templates in the enterprise archive. 

2.  If the set of activated products is empty, it is complete. 

3.  If the set consists of one product - determine the 
template most likely: 

,,1 ,p p|B= kjkiki njх =≥Μ
 

(1) 

where 
kiB  

– template in the activated
product with the name (k); 

 
kip  

– the probability of selecting a 

template kiB  in name-
enhanced products (k); 

 
kjp

 
– the probability of selecting a 

template kjB
 in name-

enhanced products (k); 

 хΜ  – selected template to request 
хΠ ; 

 n – the number of templates.

Completion. 

4.  If multiple products have one that has a choice of the 
template with probability 1, select that template: 

.1p|B= k1k1 =Μ х

 
(2)

Completion. 

5. If there are several products in a set of products that 
have a choice of different control models with probability 1, 
then this means that the product system is contradictory. 
Completion. 

6. Estimate the likelihood of selecting a template based on 
the probabilities specified in the applicable product system. 
For this purpose it is necessary to solve the following problem: 

,,1k,p, ki Li =∃Μ∈Μ∀  
(3) 

де L – number of products in the system;

 
kip  

– the probability of selecting a template iM  
in name-enhanced products (k); 

iΜ  – template;

Μ  – set of templates. 

It is necessary to find an estimate of the multiple 
probabilities of selecting each of the templates and select the 
highest-rated template:  ∀ ∈ , ∃Ω , , … , , … , ⟹ ∃ ∈ , Ω( , , … , , … , , )≥ Ω , , … , , … ,  

 

(4)

де )p,...,p,...,p,p( Ljkj2j1jΩ  – estimate the 
probability of 
selecting a template 
Mj; 

)p,...,p,...,p,p( Liki2i1iΩ  – estimate the 
probability of 
selecting a template 
Mi; 

kip  
– the probability of 

selecting a template 
Mi in products (k); 

kjp
 

– the probability of 
selecting a template 
Mj in products (k). 

For this estimate, we assume the product of the 
probabilities of selecting a template: 

 , , … , , … , = ; (5) 

 , , … , , … , = . (6) 

7.  Selecting a template with the highest probability 
estimate 

.,1 ,)p,...,p,...,p,p( )p,...,p,...,p,p(|= Ljkj2j1jLiki2i1ii njх =Ω≥ΩΜΜ  (7)

8.  Completion. 

This method can only be applied if the project schedule is 
characterized by a clear and stable set of parameters that is 
repeated from project to project. If the set of parameters is 
unclear or not repeated, then the number of products should 
be very large and a large number of experts should be 
employed for a long time to describe them. Which reduces the 
effectiveness of digital project management. Moreover, it is 
almost impossible to describe all possible variants of 
parameters and their corresponding models. So there is could 
be concluded that using a predictive analytic method namely 
method of production is not effective for the modeling 
decision-making process for selecting a project template. 

V. CONCLUSION  
Modeling of the decision-making process for the 

development of project management information systems is 
an important part of scientific activities.  Modern research 
background allows us to conduct investigations in this 
direction to find the most effective solutions.  
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Using a predictive analytic method for the modeling 
decision-making process of project scheduling is considered 
in the paper. This research is an important stage for the 
development of AI system d-MP that increases chances for the 
successful completion of the project by helping the project 
manager in carrying out his typical tasks making its execution 
faster and more accurate. One such typical task is selecting a 
project template that will be used for creating an optimal 
project schedule is met all requirements and limitations. 
Exactly it was for this kind of task that the application was 
considered stochastic-production method. As a result, it was 
decided that this method not suitable for the modeling process 
of selecting the project schedule as not universal and it 
requires the development of complex algorithms consisting of 
a lot of amount of formalized production.  

The perspective for further research is first of all review 
and test experiments of several methods like neuro network or 
clustering and selecting the optimal for intelligence selecting 
project template.  And the second is the development of 
algorithm and implementation in a software application. 
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Abstract—The paper describes the use of Bayesian inference
for stacking regression of different predictive models for time
series. The models ARIMA, Neural Network, Random Forest,
Extra Tree were used for the prediction on the first level of
model ensemble. On the second level, time series predictions
of these models on the validation set were used for stacking
by Bayesian regression. This approach gives distributions for
regression coefficients of these models. It makes it possible to
estimate the uncertainty contributed by each model to stacking
result. The information about these distributions allows us to
select an optimal set of stacking models, taking into account
the domain knowledge. A probabilistic approach for stacking
predictive models allows us to make risk assessment for the
predictions that is important in a decision-making process.

Index Terms—Keywords: time series, Bayesian regression,
machine learning, stacking, forecasting, sales

I. INTRODUCTION

Time series analytics is an important part of modern data
science. The examples of different time series approaches
are in [1]–[7]. In [8]–[13], a range of ensemble-based
methods for classification problems is regarded. In [14], the
authors studied a lagged variable selection, hyperparameter
optimization, as well as compared classical and machine
learning based algorithms for time series. Sales prediction is
an important part of modern business intelligence [15]–[17].
Sales can be regarded as a time series. However, time series
approaches have some limitations for sales forecasting. For
instance, to study seasonality, historical data for large time
period are required. But it frequently happens that there are
no historical data for a target variable, e.g. when a new product
is launched. Furthermore, we must take into consideration
many exogenous factors influencing sales. We can consider
time series forecasting as regression problem in many cases,
especially for sales time series. In [18], we considered linear
models, machine learning and probabilistic models for time
series modeling. For probabilistic modeling, we studied the
use of copulas and Bayesian inference approaches. In [19],
we regarded the logistic regression with Bayesian inference
for analysing manufacturing failures. In [20], we consider
the use of machine learning models for sales predictive an-
alytics. We researched the main approaches and case studies
of implementing machine learning to sales forecasting. The
effect of machine learning generalization has been studied.
This effect can be used for predicting sales in case of a small
number of historical data for specific sales time series in case

when a new product or store is launched [20]. A stacking
approach for building ensemble of single models using Lasso
regression has also been studied. The obtained results show
that using stacking techniques, we can improve the efficiency
of predictive models for sales time series forecasting [20].

In this paper, we consider the use of Bayesian regression
for stacking time series predictive models on the second level
of the predictive model which is the ensemble of the models
of the first level.

II. BAYESIAN STACKING REGRESSION

Probabilistic regression models can be based on Bayesian
theorem [21]–[23]. This approach allows us to receive a
posterior distribution of model parameters using conditional
likelihood and prior distribution. Probabilistic approach is
more natural for stochastic variables such as sales time series.
The difference between Bayesian approach and conventional
Ordinary Least Squares (OLS) method is that in the Bayesian
approach, uncertainty comes from parameters of model, as
opposed to OLS method where the parameters are constant
and uncertainty comes from data. In the Bayesian inference,
we can use informative prior distributions which can be set
up by an expert. So, the result can be considered as a
compromise between historical data and expert opinion. It
is important in the cases when we have a small number of
historical data. In the Bayesian model, we can consider the
target variable with non Gaussian distribution, e.g. Student’s
t-distribution. Probabilistic approach gives us an ability to
receive probability density function for the target variable.
Having such function, we can make risk assessment and
calculate value at risk (VaR) which is 5% quantile. For
solving Bayesian models, the numerical Monte-Carlo methods
are used. Gibbs and Hamiltonian sampling are the popular
methods of finding posterior distributions for the parameters
of probabilistic model [21]–[23]. Predictive models can be
combined into ensemble model using stacking approach [8]–
[13]. In this approach, prediction results of predictive models
on the validation set are treated as covariates for stacking
regression. These predictive models are considered as a first
level of predictive model ensemble. Stacking model forms the
second level of model ensemble. Using Bayesian inference for
stacking regression gives distributions for stacking regression
coefficients. It enables to estimate the uncertainty of the
first level predictive models. As predictive models for first
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level of ensemble we used the following models: ARIMA’,
’ExtraTree’, ’RandomForest’, ’Lasso’, ’NeuralNetowrk’. The
use of these models for stacking by Lasso regression was
described in [20].

For stacking, we have chosen the robust regression with
Student’s t-distribution for the target variable as

y ∼ Studentt(ν, µ, σ) (1)

where
µ = α+

∑
i

βixi, (2)

ν is a distribution parameter, called as degrees of freedom,
i is an index of the predictive model in the stacking regres-
sion, i ∈ { ’ARIMA’, ’ExtraTree’, ’RandomForest’, ’Lasso’,
’NeuralNetowrk’ }.

III. NUMERICAL MODELING

The data for our analysis are based on store sales historical
data from the “Rossmann Store Sales” Kaggle competition
[24]. For Bayesian regression, we used Stan platform for
statistical modeling [23]. The analysis was conducted in
Jupyter Notebook environment using Python programming
language and the following main Python packages pandas,
sklearn, pystan, numpy, scipy,statsmodels, keras, matplotlib,
seaborn. We trained different predictive models and made the
predictions on the validation set. The model ARIMA was
evaluated using statsmodels package, Neural Network was
evaluated using keras package, Random Forest and Extra Tree
was evaluated using sklearn package. In these calculations,
we used the approaches described in [20]. Figure 1 shows
the time series forecasts on the validation sets obtained using
different models.

Fig. 1. Forecasting of different models on the validation set

The results of prediction of these models on the validation
sets are considered as the covariates for the regression on the
second stacking level of the models ensemble. For stacking
predictive models we split the validation set on the training

and testing sets. For stacking regression we normalized the
covariates and target variable using z-scores:

zi =
xi − µi

σi
, (3)

where µi is the mean value, σi is the standard deviation.
The prior distributions for parameters α, β, σ in the Bayesian
regression model (1)-(2) are considered as Gaussian with mean
values equal to 0, and standard deviation equal to 1. We split
the validation set on the training and testing sets by time factor.
The parameters for prior distributions can be adjusted using
prediction scores on testing sets or using expert opinions in
the case of small data amount. To estimate uncertainty of
regression coefficients, we used the coefficient of variation
which is defined as a ratio between the standard deviation and
mean value for model coefficient distributions:

vi =
σi
µi
, (4)

where vi is coefficient of variation, σi is a standard deviation,
µi is the mean value for the distribution of the regression
coefficient of the model i. Taking into account that µi can
be negative, we will analyze the absolute value of the coeffi-
cient of variation |vi|. For the results evaluations, we used a
relative mean absolute error (RMAE) and root mean square
error (RMSE). Relative mean absolute error (RMAE) was
considered as a ratio between the mean absolute error (MAE)
and mean values of target variable:

RMAE =
E(|ypred − y|)

E(y)
100% (5)

Root mean square error (RMSE) was considred as:

RMSE =

√∑n
i (ypred − y)2

n
(6)

The data with predictions of different models on the
validation set were split on the training set (48 samples)
and testing set (50 samples) by date. We used the ro-
bust regression with Student’s t-distribution for the tar-
get variable. As a result of calculations, we received the
following scores: RMAE(train)=12.4%, RMAE(test)=9.8%,
RMSE(train)=113.7, RMSE(test)= 74.7. Figure 2 shows mean
values time series for real and forecasted sales on the valida-
tion and testing sets. Vertical dotted line separates the training
and testing sets. Figure 3 shows the probability density
function (PDF) for the intersect parameter. One can observe
positive bias of this (PDF). It is caused by the fact that we
applied machine learning algorithms to non stationary time
series. If a non stationary trend is small, it can be compensated
on the validation set using stacking regression.

Figure 4 shows the box plots for the PDF of coefficients
of models. Figure 5 shows the coefficient of variation for the
PDF of regression coefficients of models.

We considered the case with the restraints to regression
coefficient of models that they should be positive. We received
the similar results: RMAE(train)=12.9%, RMAE(test)=9.7%,
RMSE(train)=117.3, RMSE(test)=76.1. Figure 6 shows the
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Fig. 2. Mean values time series for real and forecasted sales on validation
and testing sets

Fig. 3. The PDF for intersect parameter of stacking regression

box plots for the PDF of model regression coefficients for this
case.

All models have a similar mean value and variation co-
efficients. We can observe that errors characteristics RMAE
and RMSE on the validation set can be similar with respect
to these errors on the training set. It tells us about the fact
that Bayesian regression does not overfit on the training set
comparing to the machine learning algorithms which can
demonstrate essential overfitting on training sets, especially
in the cases of small amount of training data. We have
chosen the best stacking model ExtraTree and conducted
Bayesian regression with this one model only. We received the
following scores: RMAE(train)=12.9%, RMAE(test)=11.1%,
RMSE(train)=117.1, RMSE(test)=84.7. We also tried to ex-
clude the best model ExtraTree from the stacking regres-
sion and conducted Bayesian regression with the rest of
models without ExtraTree. In this case we received the
following scores: RMAE(train)=14.1%, RMAE(test)=10.2%,
RMSE(train)=139.1, RMSE(test)=75.3. Figure 7 shows the
box plots for the PDF of model regression coefficients, figure

Fig. 4. Box plots for the PDF of regression coefficients of models

Fig. 5. Absolute values of the coefficient of variation for the PDF of regression
coefficients of models

8 shows the coefficient of variation for the PDF of regression
coefficients of models for this case study. We received worse
results on the testing set. At the same time these models have
the similar influence and thus they can potentially provide
more stable results in the future due to possible changing of

Fig. 6. Box plots for the PDF of regression coefficients of models
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the quality of features. Noisy models can decrease accuracy
on large training data sets, at the same time they contribute to
sufficient results in the case of small data sets. We considered

Fig. 7. Box plots for the PDF of regression coefficients of models

Fig. 8. Absolute values of the coefficient of variation for the PDF of models
regression coefficients

the case with a small number of training data, 12 samples.
To get stable results, we fixed the ν parameter of Student’s
t-distribution in Bayesian regression model (1)-(2) equal to
10. We received the following scores: RMAE(train)=5.0%,
RMAE(test)=14.2%, RMSE(train)=37.5, RMSE(test)=121.3.
Figure 9 shows mean values time series for real and forecasted
sales on the validation and testing sets. Figure 10 shows
the box plots for the PDF of models coefficients. Figure 11
shows the coefficient of variation for the PDF of models
regression coefficients. In this case, we can see that an other
model starts playing an important role comparing with the
previous cases and ExtraTree model does not dominate.
The obtained results show that optimizing informative prior
distributions of stacking model parameters can improve the
scores of prediction results on the testing set.

IV. CONCLUSION

In the work, we considered a two-level ensemble of the
predictive models for time series. The models ARIMA, Neural

Fig. 9. Mean values time series for real and forecasted sales on the validation
and testing sets in the case of small training set

Fig. 10. Box plots for the PDF of regression coefficients of models in the
case of small training set

Fig. 11. Absolute values of the coefficient of variation for the PDF of
regression coefficients of models in the case of small training set

Network, Random Forest, Extra Tree were used for the pre-
diction on the first level of ensemble of models. On the second
stacking level, time series predictions of these models on the
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validation set were conducted by Bayesian regression. Such
an approach gives distributions for regression coefficients of
these models. It makes it possible to estimate the uncertainty
contributed by each model to the stacking result. The informa-
tion about these distributions allows us to select optimal set
of stacking models, taking into account domain knowledge.
Probabilistic approach for stacking predictive models allows
us to make risk assessment for the predictions that is important
in a decision-making process. Noisy models can decrease
accuracy on large training data sets, at the same time they
contribute to sufficient results in the case of small data sets.
Using Bayesian inference for stacking regression can be useful
in cases of small datasets and help experts to select a set of
models for stacking as well as make assessments of different
kinds of risks. Choosing the final models for stacking is up
to an expert who takes into account different factors such as
uncertainty of each model on the stacking regression level,
amount of training and testing data, the stability of models.
In Bayesian regression, we can receive a quantitative measure
for the uncertainty that can be a very useful information for
experts in model selection and stacking. An expert can also set
up informative prior distributions for stacking regression coef-
ficients of models, taking into account the domain knowledge
information. So, Bayesian approach for stacking regression
can give us the information about uncertainty of predictive
models. Using this information and domain knowledge, an
expert can select models to get stable stacking ensemble of
predictive models.
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Abstract — This study is directed towards modelling 
financial processes which are widely available on financial 
markets and forecasting the prices of stock markets. It was 
approved many times that the financial market is really 
dynamically changeable, and variety of heteroskedastic models 
where chosen for studying for this reason. Such models as 
Autoregressive Moving Average (ARMA), Autoregressive 
Conditional Heteroskedastic Model (ARCH, and Generalized 
ARCH model (GARCH)), Exponential Generalized Model of 
Conditional Heteroscedastic Autoregression (EGARCH), 
Fractionally Integrated Generalized Model of Conditional 
Heteroskedastic Autoregression (FIGARCH) were discussed and 
investigated. An example of real data analysis from stock market 
illustrates the possibility and reasonability of application the 
heteroskedasticity models for predicting dynamics of variance. 

Keywords — stock market, Google stock prices, 
heteroscedasticity, variance, EGARCH, FIGARCH, GARCH, 
ARCH models 

I. INTRODUCTION  
Modern financial processes are characterized by high 

dynamics, non-stationarity and nonlinearity, large and time-
varying volatility, the presence of deterministic and random 
components in time series data [1, 2]. Financial processes are 
affected by the multiplicity of random perturbations of 
different nature (noise components), which add significant 
uncertainties to the data analysis. The changes in financial 
processes are characterized by volatility estimates, but it cannot 
be described by homogeneous models due to the sharp changes 
in the factors influencing the financial processes. Therefore, to 
describe modern financial processes in the markets, exchange 
rates, processes in insurance companies such models should be 
used to take into account changes in both financial parameters 
and the process itself, compared to its previous states, as well 
as the processes and characteristics that affect it. In this 
research we consider the basic types of heteroskedastic models 
for volatility estimation of the financial processes and losses.  

A lot of modern scientific studies are devoted to the 
volatility modelling and forecasting, in particular [3‒6]. The 
peculiarities of financial processes require further improvement 
of mathematical models and methods for their parameters 
evaluation. Thus, the problem of obtaining the high-quality 

forecasts of this important statistical decision parameter 
requires substantial further research. 

II. MODELS REVIEW OF FINANCIAL PROCESSES 
VOLATILITY ESTIMATION 

Volatility is a key parameter used to characterize pricing, 
portfolio optimization, VaR analysis and risk assessment as 
well as management techniques. Therefore, the "adequate" 
modelling and more accurate assessment of financial processes 
volatility is very important task in the financial sphere. In this 
article the modern mathematical models of heteroskedastic 
processes, i.e. processes with variable variance, in particular 
models of regression type are analysed. Formally, 
heteroskedastic process can be defined as follows:  

.)](var[ 2 constk ≠σ=ε ε   (1) 

Heteroskedasticity means that the process variance 
decreases/increases in time, or is a more complex function of 
time, which could be found during constructing a model of the 
process under study.  

A. Models with Variable Volatility 

The time series of the financial process is a model 
developed for describing income volatility ty  as follows:  
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where tμ , is the mean value depending on the constant α  and 
the regression coefficients kbb ,...,1 ; tσ  is the value of  
variable process volatility in the time. Variables tkt xx ,,1 ...,,  
may also include non-system variables with time. The random 
process is assumed to have perturbations }{ tε , of a normal 
distribution with zero mean and unity variance that is 

}1,0{~}{ Ntε .  
It is generally accepted that models with variable volatility 

can be divided into two classes: observable and parametric [7]. 
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Both classes of models can be generally presented using the 
following structure: ( )2,~| tttt Nzy σμ .  

The simplest examples of the models belonging to the first 
class are the Autoregressive Conditional Heteroskedasticity 
(ARCH) model [4] and the Generalized Autoregressive 
Conditional Heteroskedasticity model (GARCH) [8, 9]. 

In the class of nonparametric models tz  is a function of 
unobservable or hidden components. The log-normal stochastic 
volatility model proposed by Taylor in 1986 is the simplest and 
most famous example of a volatility model [10]: 

( )( )
( ),,0~,

,exp,0~|
2

1 σηη+β+α= − NIDhh

hNhy

tttt

ttt   (2) 

where th  is the log volatility that is unobservable but can be 
estimated using observable data; NID abbreviation means 
normally identically distributed values. 

B. Autoregressive Conditionally Heteroscedastic Model 
(ARCH) 

If the variance of sequence )}({ kε  is non-constant then the 
trend for this parameter changing can be described using the 
autoregressive moving average (ARMA) model. For example, 
we can denote by )}(ˆ{ kε  the first order model residuals 
(errors): )()1()( 10 kkyaaky ε+−+= . In this case the 
conditional variance of the principal variable is defined as 

)].1([

})]()1({[)](|)1(var[
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k
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It was still accepted here that 22 ]1([ σ=+ε kEk  is a 
constant. Now let assume that the conditional variance is also a 
variable. One simple approach to formally describing such a 
variable is to apply a model of type AR (q) to the squares of 
residual estimates; for example: 
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where )(kv is the white noise process.  
If all the coefficients qααα ,...,, 21  are equal statistically 

zero, then the variance estimate is simply a constant. 
Otherwise, the conditional variance for the process )(ky  is 
described by equation (3). It is possible to use this equation to 
predict conditional variance by one step ahead as follows: 
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While the residuals )(kε  used in equation (3) can be 
obtained from regression or autoregression with a moving 
average equations, a lot of potential practical and theoretical 
applications can be found for the ARCH model [11, 12].  

In addition to the type (3) equation, more complex forms 
for description of variance behaviour can be selected. For 
example, the process perturbations can be incorporated in a 
multiplicative form:  

)],1()[()( 2
10

22 −εα+α=ε kkvk    (4) 

where )(kv  is multiplicative perturbation in the form of white 
noise, moreover, )1,0(~})({ kv  that is, it has zero mean and 
unity variance; variables )1( −ε k  and )(kv  have statistically 
independent (uncorrelated) values.  

The model of the heteroskedastic process (4) can be 
extended to any model order and written as: 

.)()()( 2/1
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In this equation the random variable )(kε  is influenced by 
all the values from )1( −ε k  to ),( qk −ε and therefore the 
conditional variance can be regarded as an autoregressive 
process of order q. 

C. Generalized Autoregressive Model with Conditional 
Heteroskedasticity (GARCH) 

A further extension of the ARCH model is description of 
conditional variance as ARMA process. Let the model errors 
be described by the equation ,)]([)()( 2/1khkvk =ε  where 

,12 =σv  and 
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−β+−εα+α=
q

i

p

i
ii ikhikkh

1 1

2
0 ).()()(   (6) 

Since the process )}({ kν  is defined as white noise, which 
is not correlated with the values of )( ik −ε , the conditional 
and unconditional mean for )(kε  are equal to zero. Obviously, 

an unconditional expectation .0]))(()([)]([ 2\1 ==ε khkvEkE  
Conditional variance of the variable )(kε  is defined as 

).()]([ 2
1 khkEk =ε−  

The generalized ARCH model, called GARCH (p, q), 
consists of two components: autoregression and a moving 
average for the variance of the heteroscedastic process. The 
first order process is obtained at, 1,0 == qp , and it can be 
formally defined as the GARCH (0,1). If all the coefficients, 

,0=β i , then the model GARCH (p, q) is equivalent to the 
model ARCH(p). In order to ensure that the conditional 
variance is finite, the roots of the characteristic equation 
written for (6) must lie within a circle of unit radius.  

The main feature of the GARCH model is that the 
perturbation acting on the process )},({ ky is the ARMA 
process. Therefore, it can be expected that the residuals (errors) 
of the ARMA model (the process model) will be in accordance 
with the characteristics of the heteroscedastic process. This 
statement can be explained as follows. Let )}({ ky  is the 
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ARMA process. If the ARMA model is adequate for the 
process, then the autocorrelation function (ACF) and partial 
autocorrelation function (PACF) of the residuals should 
indicate that this is a white noise process. On the other hand, 
ACF residual squares can be used to predefine the order of the 
GARCH process. While, 2/1

1 ))(()]([ khkEk =ε− , so equation 
(6) can be written in the following form:  
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D. Exponential Generalized Model of Conditional 
Heteroscedastic Autoregression (EGARCH) 

The Exponential GARCH Model (ЕGARCH) is an ARCH 
model that takes into account the asymmetric momentum and 
volatility of good and bad news regarding the results of 
operations at the exchange. The EGARCH model with a 
special variable that distinguishes between the volatility of 
good and bad news is presented in [6]; EGARCH (p, q) model: 
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where all variables and parameters are defined in the same way 
as in ARCH model; in addition, jB  та iB  are linear shift 
operators, and ( ) ( )( )ttt Eg ε−ελ+ελ=ε 211 , where 1λ , 
and 2λ , are extra parameters. In EGARCH (p, q) models 
with 1λ , the bad news will have a greater impact on the 
volatility than the good news impulses of the corresponding 
variable.  

E. Fractionally Integrated Generalized Autoregression with 
Conditional Heteroscedasticity (FIGARCH) 

Many financial time series are characterized by high 
invariance of volatility at selected time intervals. Here 
important is existence of autocorrelation for various volatility 
measures. This property is called long-term volatility memory 
[12, 13, 14]. Consider the long-memory model, named the 
Fractionally Integrated GARCH (FIGARCH (p, q)) model, 
proposed by Bailey in 1996 [12]: 

( ) ,111

1

,,...,2,1,

2

1

1

1

1

1
0

2

t

p

i

di
i

q

j

j
j

q

j

j
jt

ttt

yBBB

B

Tty
















−α












β−−+

+











β−α=σ

=εσ=





=

−

=

−

=
 

where all variables and parameters are defined as in ARCH 
models, except that jB and iB  are operators for which: 

jt
j

t xBx −=  , аnd d  is the fractional difference parameter.  

The FIGARCH (p, q) model describes “long-memory” of 
financial volatility due to parameter, d . If 10 << d , then the 
conditional volatility 2

tσ  will slowly dampen with hyperbolic 
rate, what is a typical sign of "good memory" [12]. 

III.  AN EXAMPLE OF FORECASTING THE VOLATILITY OF 
FINANCIAL TIME SERIES 

Google’s stock prices for the international currency market 
from January 2015 to February 2020 were selected as input for 
the simulation. There are 1276 records in total and 5 attributes 
for each record, namely: <OPEN>, <HIGH>, <LOW>, 
<CLOSE>, <VOL>. The target variable was to predict the 
stock price at the time of closing on a current day. Since the 
data is presented as time series, let's use the models described 
above to predict the price and volatility of the stock (Fig. 1). 

 

Fig. 1. A view of the time series represented by Google stock prices 

To build the process model, one must identify whether the 
series described are stationary or non-stationary. There are 
several stationarity tests, such as Dickey-Fuller test, its 
modifications, and KPSS test described in [15‒17]. 

 The results of the Dickey-Fuller test showed that adf = 
0.15589, and p-value = 0.96967. The results obtained indicate 
that the assumption of the series stationarity is not confirmed 
and the time series is non-stationary. The non-stationarity of a 
series may be caused by time variable expectation or variance, 
or both at once. In order to check for a trend, one has to do 
some manipulations with the series, including trying to break it 
into separate components and highlight the trend. We will 
perform the multiplicative decomposition of the series and thus 
make a study of trend, seasonality and emissions (Fig.2). As 
can be seen from the figures, the series clearly contains linear 
trend, but the seasonal effects and scattering of the noise 
components are negligible, the average value of these 
components is 1, so their effect on the series is rather weak. 

To reduce the effects of random perturbations, we 
transform the series to stationary form. We take the logarithm 
of the data and calculate the first difference (since it was 
suggested that there is a first-order trend), which will remove 
the trend. The time series after the transformations is 
presented in Fig. 3. Next, we re-check the series for 
stationarity by calculating the Dickie-Fuller statistics after 
removing the trend. The values obtained are: adf = -12.96252, 
and p-value: 3.20315e-24, indicating that the series became 
stationary after its trend was removed. So let's fix this the fact 
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and build the following models for the initial series, given the 
first-order trend.  

 

 
Fig. 2. Checking the time series for trends, seasonal effects and anomalous emissions 

 
Fig. 3. Time series after deleting the first order trend 
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Since after the described transformations the new series 
becomes stationary, the models for stationary series can be 
applied. Let’s construct an autoregressive model with a 
moving average, ARMA, and calculate the values of the 
coefficients p and q. To do this, compute ACF and PACF for 
20 lags, choose the order of the model for which the PACF is 
greater than the threshold. The order of the model p = 8 (the 
coefficient most different from 0 in PACF) and q = 4 for the 
moving average part were determined. For this model, AIC = -
7117.504, and BIC = -7090.413.  

While ARMA model was built for the input series after 
removing the trend component, it is necessary to return to the 
input initial row to solve the problem of stock price 

forecasting (without logarithm and remove the first 
difference). The prediction error value was obtained by RMSE 
2.3693, which is quite small relative to the scale of the series 
and indicates the high accuracy of the model [17, 18].  

Since the first step revealed the first-order trend, it makes 
sense to construct an auto-regression model with integrated 
moving average (ARIMA) to predict the values of a series. 
We construct an ARIMA model with parameter d = 2 (Fig. 4). 
Similarly, select the parameters of the autoregressive 
component and the moving average and construct ARIMA (1, 
2, 1). Statistical quality characteristics: AIC = -7090.791, BIC 
= -7070.182. 

 

 
Fig. 4.  Modeling results based on the ARIMA model (1, 2, 1) 

The quality of the ARIMA model (1, 2, 1) was higher, in 
particular the value of the stock price prediction error was as 
follows: RMSE = 0.0211. 

TABLE I.  COMPARISON OF THE MODEL PERFORMANCE FOR GOOGLE 
STOCK PRICE FORECASTING 

Model R2  Sum squared 
residuals 

Akaike DW 

ARMA(8, 4) 0.9999 7179.9811 -7117.504 1.996 

ARIMA(1, 2, 1) 1.0000 0.5545 -7090.791 1.995 

 
The residuals for heteroskedasticity were checked using 

the Breusch-Pagan Test, and it was found that the F-Test with 
p-value is very small and so the residuals are heteroskedastic. 
Therefore, the next step was to carry out forecasting of 
financial process variance by constructing heteroscedastic 
models for forecasting the variance with the following 
characteristics: GARCH (11, 2), EGARCH (2, 1, 1), 

FIGARCH (1, 0), the quality of estimation for which is given 
in Table II. 

TABLE II.  QUALITY OF MODELS FOR ESTIMATING FINANCIAL SERIES 
VARIANCE 

Model AIC BIC DW 

ARCH(2) -7229.68 -7209.07 1.9958 

GARCH(1, 1) -7237.21 -7216.60 1.9956 

EGARCH(2, 1, 1) -7278.46 -7247.54 1.9960 

FIGARCH(1, 0) -7260.01 -7239.40 1.9500 

 
We apply the obtained model parameter estimates to 

predict the future value of financial market volatility using the 
developed program. By performing static forecasting 
consistently at each step, it is possible to compare the model-
based forecast and the actual observed price values (Table III 
and Table IV). 
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TABLE III.  COMPASON OF THE FORECASTS QUALITY FOR THE ABSOLUTE 
VALUE OF GOOGLE STOCK PRICE 

Model RMSE RSS 

ARMA(8, 4) 0.01535 0.0031 

ARIMA(1, 2, 1) 0.01568 0.0050 

TABLE IV.  THE RESULTS OF GOOGLE'S STOCK PRICE VOLATILITY 
FORECAST FOR ONE-STEP AHEAD 

Model Forecast Absolute difference 

ARCH(2) 0.0001505 0.00003636 

GARCH(1, 1) 0.0001416 0.00002746 

EGARCH(2, 1, 1) 0.0001064 0.00000774 

FIGARCH(1, 0) 0.0001377 0.00002356 

 
The best result of one-step ahead forecasting of Google's 

stock price volatility (financial series variance) was achieved 
with the exponential autoregressive model with conditional 
heteroscedasticity EGARCH (2, 1, 1), and the prediction 
accuracy is up to the fifth decimal point, indicating solving the 
prediction problem with acceptable accuracy. 

IV.  CONCLUSIONS 
In the study the modern models for evaluating financial 

processes that allow taking into account the rapid fluidity and 
volatility of financial processes, forecasting the value of 
financial market indicators and losses for the next moments of 
time were analysed. The use of such models is appropriate for 
estimating potential losses from fluctuations of the financial 
indicators, and involves assessing relative risks through the 
magnitude and probability of the losses [19]. 

The experimental studies performed have shown that 
heteroscedastic models is good for predicting financial process 
variance, and such models are useful in assessing financial 
market fluctuations. The results of computational experiments 
with actual data regarding volatility estimation and forecasting 
indicate the possibility of achieving high-quality results for 
short-term forecasting. The future studies will be directed 
towards refinement of existing volatility models structures and 
constructing specialized decision support system allowing for 
automation of the data analysis process as a whole, as well as 
forecast and financial risk estimation.  
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Abstract — On the basis of a three-dimensional 
mathematical model of non-isothermal heat-and-mass transfer 
in capillary-porous materials, taking into account the 
anisotropy of thermophysical properties, software was 
developed to perform finite element analysis of moisture 
transfer using CUDA technology. The program database is 
divided into two parts. One part is located on the local device 
where the application is installed and the other part is on the 
Azure server. This solution made it possible to use CUDA 
parallelization software from Azure Cloud add-ons or from the 
local device where the program is located. The application of 
parallel technologies using the cuBLAS library made it possible 
to transfer all large-scale matrix computations to the graphics 
processor, which reduced resource consumption with 
increasing grid density. 

Keywords — software, mathematical model, heat-and-
moisture transfer, finite element method, CUDA, cuBLAS, Azure 

I. INTRODUCTION 
At the present time, we are constantly working on 

improving the technologies associated with the drying of 
wood. The research results and methods developed are 
currently undergoing testing at the enterprises to identifiy all 
the new advantages and disadvantages of the scientific 
approaches. Most of the methods are predominantly 
developed by conducting studies on problems of heat-and-
moisture transfer in capillary-porous materials using the 
finite element method. Since most software resources are 
spent on discretization and finite element calculations when 
software is being run, it is important to find the optimal 
technology for parallelizing such processes. It should also be 
noted that the construction of a three-dimensional 
mathematical model and the study of  spatial case of non-
isothermal heat-and-mass transfer remain relevant. 
Therefore, the choice of an effective numerical method for 
implementing the 3D approach and the correct use of CUDA 
parallel computing technologies in conjunction with Azure 
cloud technologies can give impetus to the creation of an 
object-oriented software package. The software should 

provide for the implementation of a user-friendly interface 
with extensive graphical visualization of finite element 
partitioning; it is necessary to provide the results of 
simulations of moisture transfer process and to implement 
effective methods of working with data in cloud 
technologies. 

II. MATHEMATICAL MODEL 
The system of differential equations (1)-(2) in partial 

derivatives describes a three-dimensional mathematical 
model of heat-and-mass transfer during drying of capillary-
porous materials, taking into account the anisotropy of 
thermophysical properties. 
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with boundary conditions: 
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and initial conditions for irregular moisture removal: 

 ( ) ( )0 00 0
 , , ;    , , ,T T x y z U U x y zτ τ= =

= =  (4) 

where ( ) ( ) , , ,  ,   , , ,  T x y z U x y zτ τ  – are the desired 
functions, respectively, of temperature and moisture content 
in the region 

( ) [ ] [ ] [ ]{ }*
1 2 3 , , :  0, ,  0, ,  0,  ,  0,V x y z x R y R z R τ τ =     

; 

FEM is finite element method; 1 2 3, ,R R R  are geometric 
dimensions of lumber; S  is geometric surface of the region; 

* τ  is time of the process; c  is heat capacity of wood; 0ρ  is 
heat capacity and base density of wood; 1 2 3, ,λ λ λ  are 
coefficients of thermal conductivity in the directions of 
anisotropy; ε  is phase transition criterion; τ  is current time; 
r  is specific heat of vaporization; nα  is heat exchange 

coefficient; , ,mx my mza a a  are coefficients of moisture 
conductivity in the directions of anisotropy; cT  is ambient 

environment; pU  – equilibrium humidity;  nβ  is moisture 
exchange coefficient; σ  is thermo-gradient coefficient; n  is 
normal vector to the surface. 

For the regular mode, characterized by the corresponding 
values of the criterion Fourier numbers (F0) and Bio (Bi), the 
initial conditions  are specified by spatial quadratic 
functions[16, 19]. Software was developed for the numerical 
implementation of the finite element algorithm and for the 
analysis of the mathematical model of heat-and-moisture 
transfer in capillary-porous materials [12,15]. 

III. ALGORITHMIC ASPECTS 
The variational formulation of the mathematical model of 

heat-and-mass transfer follows from the finite element 
method. In turn, the numerical implementation of the 
mathematical model (1) - (4) is also provided by the use of 
FEM. To set the problem, the assumption is made that the 
change in moisture content can be represented as the sum of 
the values due to the gradients of moisture content and 

temperature 
1 2U UU

τ τ τ
∂ ∂∂ = +

∂ ∂ ∂ . Then equation (2) can be 
written: 
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Taking into account the assumption, the implementation 
of the mathematical model is reduced to solving the 

equivalent variational problem based on the minimization of 
functionals [3]. 

To approximate  continuous values of  temperature T  
and  moisture content in the wood U  in the discrete model, 
the study region V  is divided into a finite number of 

elements.  Then the moisture content 
( ){ }eU

 and the 

temperature
( ){ }eT

 are determined for each discretization 
element: 

 ( ){ } ( ) { } ( ){ } ( ) { }, .e e e eT N T U N U   = =     (7) 

We introduce the notation 
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where { }U  is the moisture content vector; { }T  is 

temperature vector; 
( )eN 

   are element shape functions, 
( )eB 

   is gradient matrix.  
The first-order tetrahedron is a finite element [4]; 

therefore, taking into account the functions of shape and 

differentiation of functionals with respect to { }U  and { }T , 
we obtain their minimum. The resulting system of FEM 
matrix equations follows after grouping the integrals and 
equating them to zero: 
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– according to the matrix of thermo-physical properties of 
material, damping and loading, {N} – matrix of form 

functions. Analogical matrixes are those [ ] [ ] { },,, FKC  
related with the coefficient of heat conductivity and heat 
exchange. 

Finding the spatial functions of moisture content and 
temperature at any point in the time interval is reduced to 
finding the solution to the system of equations (10) using the 
algorithm predictor - corrector. For the values of change of 
temperature {Т} and humidity {U} in time the Finite 
difference method is used[13,14]. Then numeral realization 
of mathematical model (7) – (8) is taken to the decision of 
the kind of system equalizations: 

[ ]{ } { }RUA next = ;  [ ]{ } { }
TnextT

RTA = . 
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As thermo-physical descriptions of wood depend on a 
temperature and humidity, and equalization of model(5) – (6) 
are related with each other, the iteration process of 
equalizations realization (10) is carried out on every sentinel 
step taking into account additional iteration procedure, which 
specifies influence of humidity on apportionment of 
temperature in material and vice versa. Completing of 
iterations for equalizations (10) foresees implementation of 
conditions: {Un} – {Un-1} ≤ 10-4 і {Тn} – {Тn-1} ≤ 10-4. 

Discretization of the study area is one of the main steps in 
solving the problem of moisture transfer using FEM. The 
task is accomplished through the construction of a three-
dimensional finite-element grid which in turn is created by  
building up the layers of triangulations constructed at the 
initial stage. The construction of tetrahedrons is possible due 
to the establishment of connections between triangular faces. 
The discretization uses the data structure Tetrahedrons-
Triangles-Nodes [3,10]. The algorithm Direct construction of 
the Delaunay triangulation was chosen as the basis, namely, a 
step-by-step algorithm with a k-d search tree. The key point 
is the quality assessment of the constructed tetrahedron in the 
three-dimensional region. This is especially true for a group 
of algorithms of direct construction, because their feature is 
the construction of immediately regular tetrahedrons without 
further restructuring [3]. The coefficient for assessing the 
quality (performance index) of the constructed tetrahedron is 
calculated as the ratio of the volume of the tetrahedron to the 
sum of the areas of its faces: restructuring 
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where A, B. C. D are apices of the tetrahedron.  

The normalizing factor is 12√3. Accordingly, the 
maximum volume of an equilateral tetrahedron will be 1. If 
the coefficient of quality assessment of the tetrahedron is 
equal to 0, then it must be removed.  

IV. SOFTWARE IMPLEMENTATION  
To develop software in the context of object-oriented 

programming, the main entities of the finite element method 
were identified. To carry out finite element calculation, 
software was used in the Microsoft Visual Studio 
environment in C # using CUDA parallel computing 
technology. The software application includes three modules: 
area discretization, system matrix formation, and equation 
system solution [6,7]. 

The three-level software architecture pattern is taken as 
the basis for the implementation of moisture transfer 
modeling (Fig. 1). It integrates three main components: the 
client, the application server, and the database server. The 
client is the user interface. The application server connected 
to the database server is located in Azure Cloud which is 
connected to the local database. Communication with the 
database can be performed simultaneously by several client 
terminals. The sequence of queries in such an architecture is 
shown in Fig. 1. For a better understanding of the 
architecture, a detailed description is provided below. After 
entering the input data by the user, the application sends a 
request to the environment, in which the interface is running, 
about the possibility of using CUDA. The software 
application receives a response about the capabilities of the 
graphics processor and performs the calculation of the task. 
Where calculations will take place depends on the 

availability of CUDA cores. If they are not available in the 
working environment, then the software sends data to Azure 
Cloud, where calculations are made using the cloud 
technology. Then the results are returned to the program. The 
results of the calculations are simultaneously stored in two 
databases: in the local database and in the database hosted in 
Azure. With an Internet connection, these databases are 
synchronized. Thus, the user can have access to new data 
even with limited access to the Internet. 

The use of CUDA parallel computing technologies is 
determined by the resource-intensiveness of such things as 
high-dimensional matrix operations and the implementation 
of triangulation and its reflection. All matrix operations were 
implemented using the Nvidia cuBLAS library. 

 
Fig. 1. Software architecture. 

The use of the API cuBLAS with increasing volume of 
input data and an increase in the discretization of the grid 
made it possible to increase the speed of this type of software 
by 40%. This is primarily due to the ability of cuBLAS to 
accelerate matrix operations by performing computational 
operations in a single GPU or effectively zooming in and 
distributing work in the configurations of several GPUs 
(Graphics Proccesing Unit).  The advantages that also affect 
performance are: full support for all 152 standard cuBLAS 
procedures; API and error log for debugging and tracking; 
CUDA threads support for simultaneous operations.  

The software is configured in such a way that, if it is not 
possible to use CUDA technologies on the local server where 
the user application is installed, the request for processing 
input data is redirected to Azure Cloud and calculations are 
performed  using  the Nvidia Tesla  graphics  accelerators 
(Fig. 2). 

 
Fig. 2. The architecture of requests for carrying out parallel computing.  

The application of the cuBLAS library takes precedence 
over operations with matrices and arrays in CUDA. Unlike 
CUDAfy, the matrix multiplication operation does not need 
making memory copies. API BLAS and LAPACK were 
created in such a way that when specifying the starting point, 
step length, size length, etc., it is possible not to do the extra 
work of copying CPU-GPU-CPU data. The following is a 
code snippet (cuBLAS) from the developed software [20]. 

int M = N * P; int K = N * P; 

for (int i = 0; i < N; i++) 

{     

      double *d_In = d_A + i * P; 

      double *d_Out = d_C + i * P; 

      cublasSetStream(streams[i]);  
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cublasDgemm(cublasHandle, CUBLAS_OP_N, CUBLAS_OP_N, 
&alpha, d_In, M, d_B, M, &beta, d_Out, K);  

} 

The advantage is the approach of partial use of CUDA 
parallelization in two parts of software. This approach is 
caused by loading into the central processor of discretization 
and matrix computing of the FEM. Thanks to the 
parallelization of the most resource-intensive parts of the 
program, GPU actually unloaded the CPU and made it a kind 
of software manager which shapes the sequence of tasks and 
monitors their execution. 

Since nodes are the first element in the software data 
structure, it is necessary to combine them into a k-d tree in 
order to speed up the software operation [10,12]. The essence 
of building a tree lies in dividing the plane into two half-
planes by a straight line that is parallel to one of the 
coordinate axes, for example, the OY axis. Later on, each of 
these half-planes can be divided repeatedly by a straight line 
parallel to another coordinate axis. These steps are repeated, 
changing the direction of the dividing line at each step. The 
choice of lines dividing the plane is conditioned by the 
principle of simple dichotomy, that is, the number of nodes 
on each side of the dividing line should be approximately 
equal. 

 The implementation of discretization uses the algorithm 
of direct construction which is quite laborious. But the 
decision to transfer multiple checks of the fulfilment of the 
Delaunay condition from the CPU to the GPU threads makes 
this method the most successful option for application in this 
area of research. The number of parallel threads used in the 
software implementation is equal to the number of operations 
required to check the Delaunay condition (calculation of the 
center and radius of the circle circumscribed around a 
triangle). Accordingly, each block thread is responsible for a 
certain operation necessary for calculating the Delaunay 
criterion [2]. In particular, block (0; 0) is responsible for 
calculating the Delaunay criterion for a triangle, etc. 

 
Fig. 3. The thread diagram of parallel execution of operations  
to verify the Delaunay condition.  

V. NUMBER EXPERIMENT 
Having examined the mathematical model (1) - (4) and 

the developed software, we studied the dynamics of spatial 
heat-and-moisture transfer in wood during the drying 
process. For this purpose, the following environmental 
parameters were used: 80sT С= ° ; relative humidity 

60%ϕ = [1,18]; characteristics of pine wood: 
20.97

xm cm sa =
, 

21.3
ym cm sa =

, 
21.8

zm cm sa =
, 

3
0 450 kg mρ = ; coefficients of thermal conductivity and 

moisture conductivity: 
2 623 ( ) , 2 10W m K m sα β −= ⋅⋅= [2, 

8]. Other characteristics and necessary empirical 
dependencies were obtained on the basis of experimental 
data [4,5,11]. Especially, on the basis of working of 
experimental data dependence of coefficient of wood 
hydraulic conductivity as functions from a temperature and 
humidity is used: am1(T,U) = amt(T) amu(U), 
am1 / am2 = 1,25. For determi-nation of coefficient of 
humidity exchange we use the dependence: α = 0,95 
(Т/φε ехр(-2σVp /rTR)) 10-9, where Vp, σ – molar volume 
and superficial strain of liquid, φ – relative humidity of 
environment. Value r = r(U) have been received on the basis 
of wood structure modeling by the system of inconstant 
capillaries of radius r, that depends on humidity [9, 17]. 

 Figs. 4 - 5 show the dynamics of changes in moisture 

content
*

0 0( ) /U U U U= −  for different values of the time of 
wood drying.  

 

Fig. 4. Change in moisture content for τ = 10 h 1 2 3( ; 0)R R R= =   

 

Fig. 5. Change in moisture content for τ = 40 h 1 2 3( ; 0)R R R= =   

Figs. 6-7 also shows the dynamics of temperature change 
with the same parameters. 

 

Fig. 6. Change in temperature at the node τ = 10 

The indicator values of using parallelization in 
conjunction with Azure Cloud in modeling the heat-and-mass 
transfer problem are shown in Fig.8. With an increase in 
load, the CPU becomes more resource intensive compared to 
the GPU. But there is not so much difference between the 
indicator values than expected. However, with an increase in 
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the density of the triangulation grid, the difference in 
performance becomes much more noticeable.The cause of 
this phenomenon is the structure of GPUs. 

 

Fig. 7. Change in temperature at the node τ = 40 

When performing this task, information processing is 
performed in all cores of the GPU, regardless of the load of 
all threads. Accordingly, the GPU handles small calculations 
more slowly, which in turn causes programmer to use all 
possible threads on the GPGPU. That is, parallelization in the 
GPU is better to use for large calculations.  

 
Fig. 8. Parallelization indices, tact / h 

But CUDA technology has its own negative aspects. One 
of them is the design of graphics processors. That is, when 
performing any task information is being processed in all 
processor cores. This in turn makes the programmer use all 
possible flows on the GPGPU, which is not always optimal 
for the speed of the program [21]. 

CONCLUSIONS 

 A mathematical model of heat-and-mass transfer in 
anisotropic capillary-porous materials is presented as a 
system of differential equations with initial and boundary 
conditions of the third kind. To study moisture transfer 
processes, a software architecture was designed that 
combines Azure cloud technology, which contains the input 
and output data of the project, with a user interface. The 
developed software uses a test of the possibility of using 
CUDA parallelization technologies on the device where the 
software application is installed. If this is not possible, 
according to the software settings, all parallel computing is 
performed using the Azure service. The matrix operations of 
the project were implemented using the cuBLAS library, 
which made it possible to accelerate the obtaining of the 
result, despite the increase in the dimension of the matrices. 
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Abstract—The research is based on the official materials
of Ukraine’s state institutions, for whose elaboration content
analysis, methods of logic, comparison and analogies are used.
The fractal theory is applied to test the hypothesis, in particular,
parametric methods of R/S-analysis (the nature of dynamic
changes in the indicators of innovative and scientific and technical
activity of Ukraine are investigated and trends are identified) and
the method of correlation-regression analysis (the nature, density,
and direction of change of innovative and scientific and technical
activities indicators are evaluated). The research proves public
demand, evaluates current trends and makes forecasts of the
indicators of innovative and scientific and technical activities of
Ukraine.

Index Terms—innovative activity, scientific and technical ac-
tivity, indicators, trend, modeling, forecasting.

I. INTRODUCTION

In today’s conditions of development of knowledge-
intensive economy, the fact that the basis of competitive-
ness of public systems of micro-, meso-, macro- and mega-
levels, the drivers of their technological and technological
advancement and activators of progressive transformations
is formed by innovative and scientific-technical processes.
The high dynamism of globalization shifts in the context
of Ukraine’s integration into the world community requires
strengthening, diversification and increase of efficiency of
activity of domestic producers and providers of innovations.
As the practice of the advanced countries proves, in the limited
potential conditions of factors of socio-economic progress
is a need to adopt an innovative development paradigm,
thus actualizing the problem of finding prudent solutions on
the levers of ensuring the trajectory of intellectualization of
social productions, based on their technological resources, and
their technological development the embodiment of creative
development. This requires a theoretical and methodological
justification of approaches and the development of conceptual
foundations of the practice of evaluating the processes that
accompany the paradigm shifts of innovative orientation.

The transition of Ukraine to an innovative model of develop-
ment requires considerable efforts to accumulate the innovative
potential of domestic productive forces and to develop effec-
tive mechanisms for its use to maximize returns. Improving the
efficiency of innovation and scientific and technological pro-
cesses is necessary not only for improving the macroeconomic
situation but also for strengthening Ukraine’s position on
international markets, for strengthening social, environmental
and technological components of national security. Increasing
the level of the domestic economy innovation, first of all, will
ensure a proper level of domestic competitiveness enterprises
and the economy as a whole, will allow bringing the economic
development indicators of the country closer to the average
world indicators and will guarantee a painless process of their
integration into the European community. One of this task the
components is the widespread introduction of innovation in all
areas of activity. This will solve the problems related to raising
the standard of citizens living, guaranteeing the economic
security of the country, solving social and environmental
problems, increasing the country’s export potential, etc.

Given that the world has stopped on the threshold of the
fourth industrial revolution that has already begun, innovative
and scientific and technological activity is an important factor
in the transition of enterprises to Industry 4.0 [11].

In this context, the activation of innovative and scientific and
technical activities of domestic enterprises plays an important
role. After all, enterprises are the link where new types of
products, new technologies, new organizational and technical
solutions are developed and introduced into production, and
new production processes are mastered. Unfortunately, the
level of innovation activity of domestic enterprises is rather
low today, which searches for ways to improve the efficiency
of innovation processes and intensify their innovation activity.

According to the estimates of scientists, independent ex-
perts, and international organizations, the national economy
has sufficient scientific and innovative potential, but the level
of realization of this potential does not meet the requirements
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of the dynamic development of the economy on innovative
grounds. The purpose of creating interactive systems is due
to the need to find ways to accelerate the materialization of
existing developments in innovative solutions. This calls for
the formation of a scientific approach to solving the problem
of managing innovation processes through the formation of
a mechanism for establishing cooperation: from optimizing
the choice of the idea of a new product to providing the
final consumer with after-sales service [1], [2]. The innovation
development of the economic system at the present stage,
in addition to stimulating the innovative activity of existing
entities, deals with the formation of network structures. The
researches [8], [9] address the indicators for networks mod-
eling by developing and testing a series of points indicating
how networks affect economic growth.

The results of the analysis of the received array of scientific
published works make it possible to state that the topic of
innovative and scientific and technical activity is permanently
in the field of scientists’ view, the interest in this topic does
not disappear, and the most recent research published over the
last five years focuses on the following four aspects:

1) Policy and legal basis of the country’s scientific and
technical activity.

2) Characteristic aspects of scientific and technical and
innovative activity.

3) Commercialization of the results of scientific and tech-
nical and innovative activity.

4) Evaluation of the results of scientific and technical and
innovative activity.

Despite a large amount of research on the evaluation and
efficiency of innovation processes, there are still several unre-
solved issues that need to be thoroughly covered in scientific
sources, which will help to develop the national innovation
economy at all levels of government and help improve the level
of state competitiveness, and individual businesses in national
and international markets. This is what has made this research
relevant.

Based on the above mentioned fact, the authors aim to carry
out modeling and forecasting of the indicators of innovative
and scientific and technical activity on the example of Ukraine
(share of innovatively active enterprises in the total number of
enterprises; volume of innovative activity financing; number
of new technological processes implemented; number of the
names of innovative products introduced; specific weight of
the volume of sold innovative products in the total volume of
products sold; number of new technologies purchased; number
of producers of scientific and technical works; number of
specialists performing scientific and technical works; amount
of funding for research and development) and is determined
by their effect.

II. DATA AND METHODS OF RESEARCH

The authors propose to use the indicators whose quantitative
values are publicly available on the website of the State Statis-
tics Service of Ukraine [10], for the construction of models of

the dynamics of innovative and scientific and technical activity,
namely:

1) indicators of the innovative activity of Ukraine:
x11 – share of innovatively active enterprises in the total

number of the surveyed industrial enterprises, %;
x12 – total amount of innovative activity financing, thousand

UAH;
x13 – number of new technological processes implemented

at industrial enterprises, processes;
x14 – number of the names of introduced innovative types

of products at industrial enterprises, units;
x15 – specific weight of the volume of realized innovative

products in the total volume of industrial products sold, %;
x16 – number of new technologies (technical achievements)

acquired, units;
2) indicators of the scientific and technical activity of

Ukraine:
x21 – number of organizations performing scientific and

technical works, units;
x22 – number of specialists who perform scientific and

technical works (at the end of the year, people);
x23 – amount of financing of internal expenses for the

implementation of research and development, thousand UAH.
Taking into account the fact that the data for 2018 are

missing in Ukraine since the periodicity of the state statistical
observation "Innovative Activity of the Industrial Enterprise"
was changed by the state regulator from “annual” to “once
every two years”, starting with the report for 2015, the period
from 2005 to 2017 was selected for analysis. The numerical
values of the indicators until 2015 were collected based on
the state statistical observation of Form 1-innovation (annual)
“Inspection of Innovative Activity of the Industrial Enterprise”,
which covered the enterprises of economic activity of sections
B, C, D, E by the Classification of Types of Economic Activity
(CTEA). The information for 2016 is formed based on the data
of the state statistical observation of form INN "Inspection of
Innovative Activity of Enterprises for the Period 2014-2016"
(by the international metrology) according to the following
separate reporting units: enterprises by the types of economic
activity of sections B, C, D, by CTEA.

It is known that undetermined phenomena in social sys-
tems, to which the indicators of scientific and innovative
development of the economy belong, may be characterized by
chaotic dynamics. The mathematical theory of fractals is used
to investigate the nature of this kind of a dynamic change,
identify trends and for further prediction. Different fractal
structures in economic systems determine the fractal behavior
of the economic indicators of such systems. This made it
necessary to investigate the fractal behavior of indicators of
innovation and scientific and technological activity of Ukraine
with their further prediction.

In the 60s Benoît Mandelbrot was the first one to use the
notion of the “fractal” to name objects with complex geometry
that could not be characterized by an integral dimension [7]. A
major characteristic of fractal objects is the fact that metrically
measured properties such as the length or area are dependent
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on the measurement scale. The fractal dimension is a measure
of object complexity [6].

The basis of this theory is R/S analysis (the method of
normalized span) – a set of statistical techniques and methods
of the analysis of time series that allow determining some
of their important characteristics, such as the availability
and depth of long-term memory (non-periodic cycles). This
method allows distinguishing a random series from a non-
random one. The Hurst exponent (H) and fractal dimension
(D) are used to determine the nature of changes in the levels
of a series of dynamics and their forecasting in R/S-analysis.
The value of the fractal dimension (D) is two units higher
than the Hurst exponent H [3]–[5].

Indicator H takes the value from 0 to 1, characterizing the
measure of a quantitative assessment of the level of the data
“noisiness” presented in the form of a time series. The strength
of the trend resistance (persistence) of the behavior of a dy-
namics series increases with the Hurst exponent approaching
1 (Table I).

TABLE I
CHARACTERISTIC OF THE TIME SERIES BY THE HURST EXPONENT

Hurst exponent
(H) Characteristic of the time series

H = 0
The series is “dead”.
Dynamic changes are either absent or cyclic
or have large amplitude of oscillation.

0 ≤ H < 0.5

The series is anti-persistent (unstable).
The closer H is to zero, the more unstable
the dynamics of the indicator is. In the future,
the dynamic process will show a trend
opposite to that which was characteristic
of the previous period.

H = 0.5

The series is random.
Events are uncorrelated, “randomly walking”.
The current indicator’s state is in no way
related to its future state.

0.5 < H ≤ 1

The persistent (trend-resistant) series.
The future values of series levels depend
on the past ones. The trend, as evidenced
by the time series, will be prolonged
for a certain future period.
The series is characterized by
the presence of fractal properties.

Source: drawn up by the authors according to [3], [6]

III. RESULTS AND DISCUSSION

The theoretical representation of linear regression equations,
the values of the Hurst exponents and fractal dimension are
presented in Table II-III.

As it can be seen from the analysis (Table III), only indicator
x13 (“Introduction of new technological processes at industrial
enterprises”) is characterized by unstable dynamics and the
absence of a clear trend, which allows choosing a model
of the random walk “one-dimensional Brownian motion”. In
this case, it is expedient to use exponential smoothing and
moving average for forecasting. All the other indicators are
characterized by a steady trend of their change, that is, trend
dependence, which will be extended into the future.

TABLE II
EQUATIONS OF LINEAR REGRESSION OF THE INDICATORS OF THE

INNOVATIVE AND SCIENTIFIC AND TECHNICAL ACTIVITIES OF UKRAINE

Indicator’s name Linear regression equation
x11 ln (R/S) = 0.782 ln(n) – 0.008
x12 ln (R/S) = 0.740 ln(n) – 0.574
x13 ln (R/S) = 0.334 ln(n) + 0.509
x14 ln (R/S) = 0.696 ln(n) + 0.149
x15 ln (R/S) = 0.751 ln(n) – 0.132
x16 ln (R/S) = 0.763 ln(n) – 0.817
x21 ln (R/S) = 0.875 ln(n) – 0.391
x22 ln (R/S) = 0.911 ln(n) – 0.599
x23 ln (R/S) = 0.793 ln(n) – 0.275

Source: authors’ calculations.

TABLE III
EQUATIONS OF THE VALUE OF THE HURST EXPONENT AND FRACTAL

DIMENSION OF THE INDICATORS OF THE INNOVATIVE AND SCIENTIFIC
AND TECHNICAL ACTIVITIES OF UKRAINE

Indicator’s
name

Hurst exponent
(H)

Fractal dimension
(D)

Characteristic
of the time

series
x11 0.782 1.219 Persistent
x12 0.740 1.259 Persistent
x13 0.334 1.666 Anti-Persistent
x14 0.696 1.304 Persistent
x15 0.751 1.249 Persistent
x16 0.763 1.237 Persistent
x21 0.875 1.125 Persistent
x22 0.911 1.089 Persistent
x23 0.793 1.207 Persistent

Source: authors’ calculations.

We use trend models based on the idea of extrapolation
to predict the indicators of innovative and scientific and
technical activity of Ukraine, which are characterized by stable
dynamics. Extrapolation is generally understood to mean the
spread of patterns, relationships, and relationships that exist in
the study period beyond. Linear trend models can be used to
forecast these indicators (Table IV-V).

The exponential smoothing method is a type of mathemat-
ical transformation that is used in predicting time series. It
got its name because every subsequent iteration takes into
account all the previous values of a series, but the degree of
incorporation decreases by exponential law. Moving Average
(Holt-Winters method) – is an advanced method of exponential
smoothing of the time series. This method successfully copes
with both medium-term and long-term forecasts, as it can
detect micro-trends (short-term trends) at times immediately
preceding the forecast and to extrapolate these trends into the
future. This method can be used to forecast anti-persistent
indicator x13 – "number of new technological processes im-
plemented at industrial enterprises." (Table IV-V).

Despite some positive tendencies of indicators change of
innovations introduction, forecast values show an insufficient
level of innovative processes development in Ukraine and
a high probability of similar tendencies continuation in the
future. Therefore, it is necessary to change the basic principles
of innovation policy in enterprises.
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TABLE IV
LINEAR TREND MODELS OF THE INDICATORS OF INNOVATIVE AND

SCIENTIFIC AND TECHNICAL ACTIVITIES OF UKRAINE FOR 2005-2017

Indicator’s
name

Trend line
equation

Determination
factor (R2)

x11 x11 = 0.5363 t + 11.308 0.76
x12 x12 = 610,769 t + 6E+06 0.26
x13 Forecasting by the exponential smoothing method
x14 x14 = 66.203 t + 2,515.4 0.21
x15 x15 = -0.5354 t + 7.6288 0.96
x16 x16 = 36.484 t + 424.54 0.24
x21 x21 = -49.516 t + 1,570.1 0.97
x22 x22 = -1,767.9 t + 100,759 0.32
x23 x23 = 640,501 t + 5E+06 0.94

Source: authors’ calculations.

TABLE V
FORECASTING THE INDICATORS OF INNOVATIVE AND SCIENTIFIC AND

TECHNICAL ACTIVITIES OF UKRAINE FOR 2019-2021

Indicator’s
name

Indicators’ predicted values
Expectation
of the trend

of indicator’s
change2019 2020 2021

x11 19.4 19.9 20.4 ↑
x12 15,161,535 15,772,304 16,383,073 ↑
x13 2,283 2,684 2,608 –
x14 3,508 3,575 3,641 ↑
x15 0.1 0 0 ↓
x16 972 1,008 1,045 ↑
x21 827 778 728 ↓
x22 74,241 72,473 70,704 ↓
x23 14,607,515 15,248,016 15,888,517 ↑

IV. CONCLUSION

It should be noted that all the indicators used by the
authors as indicators of innovative and scientific and technical
activity are logically considered to be indicators that stimulate
scientific and technical progress and economic innovation.
Nevertheless, three indicators (x15 – the specific weight of
the volume of realized innovative products in the total volume
of industrial products sold, x21 – number of organizations
performing scientific and technical works, x22 – number of
specialists performing scientific and technical works) show
a downward trend. The differently vectored orientation of
dynamic changes (the tendency of a decrease in the share of in-
novative products in their total volume against the background
of an increase in the share of innovatively active enterprises,
an increase in expenses for innovative activity, name extension
and an increase in the number of innovations) cannot indicate
the effective innovative development of Ukraine. Similarly,
under conditions of a trendy decline in producers of scientific
and technical developments, the outflow of human science
capital, risks and threats for the research sphere progress is
activated. This situation is partly explained by the existence
of a discrepancy between the declared purpose and the ac-
tual implementation of the state scientific and technical and
innovative policy.

The innovative and scientific and technical activity in
Ukraine has not taken the place of the systemic core of

social progress. Despite the persistence of upward dynamics
of the share of innovatively active enterprises, the volume of
scientific and innovative activity financing, the number of new
technological processes implemented and new technologies
acquired, the time series of the list of names of innovative
products is anti-persistent. Instead, these important indicators
of scientific and innovation progress, which characterize the
level of innovative product sales, the number of organizations
and human capital of the research field, show a downward
trend. The asymmetries found do not level the role of science
and innovation in the national economy’s development.

The ways of solving the identified problems lie in the
actualization of the content of scientific and technical and
innovation policy, updating the existing legislative framework
in the direction of the effectiveness of socially acceptable
mechanisms of increasing the role of scientific and innovative
potential in the national complex, the implementation of the
world’s best practices.

The results obtained can be the basis for managerial
decision-making by state, regional and local authorities regard-
ing the development of innovative activity growth strategies for
enterprises, regions, and Ukraine as a whole.
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I. INTRODUCTION  
At the end of December 2019, the first cases of pneumonia 

of unknown origin in locals associated with the local Huanan 
animal and seafood market were discovered in the city of 
Wuhan, Hubei Province of central China. On December 31, 
2019, Chinese authorities informed the World Health 
Organization (WHO) of an outbreak of unknown pneumonia. 
Since January 22, Wuhan has been quarantined; from January 
24 - urban districts adjacent to Wuhan. However, despite such 
precautions, it was not possible to keep the virus in China. On 
January 31, two Chinese tourists with coronavirus who arrived 
in Rome were recorded in Rome. On 30 January, WHO 
recognized the outbreak of the new coronavirus as a public 
health emergency of international concern. Despite the fact 
that only on February 11, 2020 the disease was called the new 
coronavirus disease (COVID-2019), by this time the virus not 
only put all Wuhan residents in strict quarantine, but also 
spread rapidly throughout Italy. By mid-March, Italy came in 
second in the world in the number of cases of COVID-2019. 
During the pandemic, the efforts of scientists from various 
fields are aimed at combating COVID-2019 - medical 
scientists are looking for drugs, biologists are developing the 
genome and creating a vaccine, and specialists in the field of 
Data Science, using known methods and data analysis 
algorithms, studied the spread of the virus around the world, 
analyzed the data collected and used them to predict the future 
development of the pandemic. 

II.STATEMENT OF THE PROBLEME 

A. Unsufficient amount of collected historical data 

To successfully use Data Mining methods, it is necessary 
to have a sufficient amount of collected historical data. Also, 
they need preprocessing -  data cleaning (missing data, Noisy 
Data), Data Transformation (Normalization, Attribute 
Selection, Discretization) [2]. However, in a difficult time of 
pandemic, it was not possible to just wait until a sufficiently 
large amount of data was accumulated, because every day, the 
number of sick and dead from COVID-2019 is increasing. 
Accordingly, it was necessary to use methods that show high 
accuracy on small amounts of data [6]. 

B. Protection of patient personal data in accordance with 
GDPR 

The second problem in studying the distribution of 
coronavirus was that information about patients, their age, 
gender, place of residence, concomitant diseases, are 
particularly sensitive data and cannot be disclosed according 
to the General Data Protection Regulation (GDPR). This 
problem can be solved by applying anonymization methods, 
etc. However, this is quite risky from a legal and ethical point 
of view, respectively - it is impossible to get this data quickly, 
in real-time, and accordingly - to get the most correct result. 
Accordingly, only those statistics that are public were 
available for analysis [1]. These are indicators such as the 
number of new cases per day, deaths per day, the total number 
of cases, the number of hospitalized people, etc. 

Although the first cases were detected in the center of 
Italy - Rome, the epicenter of the disease was the north of the 
country - the province of Lombardy. Also, new cases were 
recorded in almost all provinces. However, in some provinces, 
the level of the disease remained low, while in others, after a 
very short time, they became “red zones” - with a high number 
of sick and dead. To analyze what features are common 
between the provinces with a high incidence rate, it was 
decided to cluster the provinces with the two most popular 
clustering methods - k-Means and hierarchical clustering. 

III.COMPARISON OF CLUSTERING METHODS  
Depending on the specific task, clustering methods can be 

used for various purposes: 

• To analyze many objects and understand their 
structure, dividing them into groups of similar 
objects. As a rule, in this case, it is desirable to choose 
a small number of clusters. 

• Reduce the amount of data stored in the case of an 
extra-large sample Xℓ, leaving one of the most typical 
representatives from each cluster. In this case, it is 
important not the number of clusters, but the 
provision of a high degree of similarity of objects 
within each cluster. 

• Select atypical objects that do not fit into any of the 
clusters. This task is called a single-class 
classification, the discovery of atypicality or novelty 
(novelty detection). As a rule, in this case, individual 
objects that do not fit into any of the clusters are of the 
greatest interest. 
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For all these cases, hierarchical clustering can be applied - 
a taxonomy, when large clusters are split up into smaller ones, 
which in turn are split up even smaller, etc. The result of 
taxonomy is not only the division of many objects into clusters 
but also a tree-like hierarchical structure. Instead of a cluster 
number, an object is characterized by listing all the clusters to 
which it belongs, from large to small. 

We will compare the effectiveness of the algorithms 
chosen for clustering on a sample of 1113 entries describing 
the epidemiological situation in Italy from February 20, 2020, 
to April 16, 2020, according to 17 parameters: Date, Country, 
Region Code, Region Name, Latitude, Longitude, 
Hospitalized Patients, Intensive Care Patients, Total 
Hospitalized Patients, Home Confinement, Current Positive 
Cases, New Positive Cases, Recovered, Deaths, Total Positive 
Cases, Tests Performed. 

Data for this research was collected by Sito del 
Dipartimento della Protezione Civile - Emergenza 
Coronavirus: la risposta nazionale and uploaded into github 
repositories https://github.com/pcm-dpc/COVID-19 [2]. 

A. k-Means 

The k-Means clustering algorithm is a non-hierarchical, 
iterative clustering method. He gained great popularity due to 
its simplicity, clarity of implementation and fairly high quality 
of work. 

The main idea of the k-means algorithm is that the data is 
randomly divided into clusters, after which the center of mass 
for each cluster obtained in the previous step is iteratively 
recalculated, then the vectors are again divided into clusters 
according to which of the new centers is closer in selected 
metric. 

The purpose of the algorithm is to separate n 
observations = {x , x , … , x }, x ∈ , = 1, . . , to k 
clusters , , … , ∈ , ≤  so that each observation 
belongs to exactly one cluster ∩ ≠ ∅	⋃ =  , 
located at the smallest distance from the observation arg ∑ ∑ ( , )∈ ,  , = 1, … , − are the centers of the clusters, (x, ) – is the distance function between x and μi. 

It should be noted that the algorithm does not apply to data 
for which the concept of “average” is not defined, for 
example, categorical data. 

 
Fig. 1. Parametrs of k-Means algoritm 

The advantages of the algorithm are: 

• Relatively high efficiency with ease of 
implementation; 

• High-quality clustering; 

• Possibility of parallelization; 

• The existence of many modifications. 

The disadvantages of the algorithm are: 

• The number of clusters is a parameter of the algorithm 

• Sensitivity to initial conditions - initialization of 
cluster centers significantly affects the result of 
clustering. 

• Sensitivity to emissions and noise - Emissions that are 
far from the centers of these clusters are still taken into 
account when calculating their centers. 

• The possibility of convergence to a local optimum - 
an iterative approach does not guarantee convergence 
to an optimal solution. 

For experiments, the Orange software product and 
installed additional widgets were used [5]. 

Pre-processed data is processed using the k-means 
algorithm with the parameters shown in Fig. 1 
 

 
Fig. 2. The results of clustering of Italy`s regions in two-dimensional space 
(Latitude, Longitude). 

Analyzing the obtained results, it should be noted that we 
obtained the best clustering results for the coordinate space 
(Latitude, Longitude) (fig.2). 

 

Fig. 3. The results of clustering of Italy`s regions in two-dimensional space 
(Region Code, Total Positive Cases). 
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For all other dependencies that interested us - such as the 
classification according to the number of sick, dead, etc., by 
region, only 1 cluster (Lombardy) could be distinguished, the 
remaining clusters overlapped and were inseparable (fig.3). 

B. Hierarchical clustering 

Hierarchical clustering algorithms build not one partition 
of the sample into disjoint classes, but a system of nested 
partitions. The result of taxonomy is usually represented as a 
taxonomic tree - a dendrogram. Among hierarchical clustering 
algorithms, two main types are distinguished. Divisible or top-
down algorithms break down a sample into increasingly 
smaller clusters. Agglomerative or ascending algorithms are 
more common in which objects are combined into more and 
more large clusters. 

First, each object is considered a separate cluster. For 
single-element clusters, the distance function R({x}, {x	′	}) 	=	ρ(x, x′	) is naturally determined.  

Then the merge process starts. At each iteration, instead of 
the pair of the closest clusters U and V, a new cluster W =U ∪ V. is formed. The distance from a new cluster W to any 
other cluster C is calculated from the distances R(U, V), R	(U, C) and R	(V, C),, which by this moment should 
already be known: R(U ∪ V, C) = αUR	(U, C) + αV ∙R	(V, C) + βR	(U, V) + R	(U, C) − R	(V, C). αU, αV, β, γ - 
numerical parameters. 

This universal equation summarizes almost all reasonable 
ways to determine the distance between clusters. It was 
proposed by Lance and Williams in 1967 [4]. 

In practice, the following methods are used to calculate the 
distances R (W, C) between the clusters W and C. For each of 
them, the correspondence to the Lance-Williams formula for 
certain combinations of parameters is proved: 

• single linkage clustering or nearest neighbor distance ( , ) = min∈ , ∈ ( , )  = = , = 0, = −  

• complete linkage clustering or Furthest neighbor 
distance ( , ) = ∈ , ∈ ( , )  = = , = 0, =  

• centroid linkage clustering ( , ) = 1|W||C| ( , )∈∈  

= | || | = | || | , = 	 = 0 

The Orange Software also implements other algorithms 
for calculating the distances between clusters. 

Distance Metric: 

• Euclidean distance is a geometric distance in 
multidimensional space. 

• Manhattan. According to this metric, the distance 
between two points is equal to the sum of the modules 
of the difference of their coordinates. 

 

 
Fig. 4. The algorithms for calculating the distances between clusters in 
Orange. 

• Cosine the similarity factor of two non-zero vectors in 
the pre-Hilbert space, which is calculated as the 
cosine of the angle between them. 

• Jaccard. It’s a binary measure of similarity. This 
method used to evaluate the similarity of finite sets, in 
computer science, to search for similar documents, 
plagiarism, etc. 

• Spearman. According to this metric, the distance is 
linear correlation between the rank of the values, 
remapped as a distance in a [0, 1] interval) 

• Pearson According to this metric, the distance is linear 
correlation between the values, remapped as a 
distance in a [0, 1] interval) 

• Hamming. It’s a binary measure of similarity. The 
number of features at which the corresponding values 
are different. [5].  

The widget supports four ways of measuring distances 
between clusters: 

• Single linkage computes the distance between the 
closest elements of the two clusters 

• Average linkage computes the average distance 
between elements of the two clusters 

• Weighted linkage uses the WPGMA method 

• Complete linkage computes the distance between the 
clusters’ most distant elements 

 
Fig. 5. Hierarchical clustering diagram with a height ratio 97 % 

Huge dendrograms can be pruned in the Pruning box by 
selecting the maximum depth of the dendrogram. This only 
affects the display, not the actual clustering. 

The widget offers three different selection methods: 
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• Manual  

• Height ratio 

• Top N 

Applying hierarchical clustering for our test set, we obtain 
this results (fig.5, fig.6).  

Comparing the selected clustering methods, we can note 
that both methods did a good job of dividing regions into 
clusters. However, in the k-Means algorithm, the resulting 
clusters describe a well-known division of regions according 
to their geographical location. For other criteria - similarity in 
the number of sick, hospitalized, dead - the accuracy of 
clustering is insufficient. 

 
Fig. 6. Hierarchical clustering diagram for 6 clusters 

At the same time, the use of hierarchical classification 
showed more interesting results. Given the height ratio of 
97%, the two clusters formed showed the division of regions 
into those with high incidence (blue cluster, C1) and those 
with low incidence (red cluster, C2) (fig.5).  

  
Fig. 7. Distance Map between clusters for Hierarchical clustering 

Given a specified criterion — the obligatory selection of 6 
clusters — we obtained clusters whose elements at first glance 
are not so unambiguously interconnected - for example, the 
number of cases in one cluster can be of the same order, but 
not the closest from all regions (fig.6). 

CONCLUTIONS 
After a detailed analysis of the resulting clusters and 

additional information about the industry of the Italian regions 
(fig.8), it was found that the clusters obtained combine regions 
with a similar level of industrial development and similar 
industries. 

Thus, it became clear that the number of sick, hospitalized 
and deceased citizens of Italy depends on which of the 
industries in it is developed. Thus, the best epidemiological 
situation is observed in regions with poorly developed 
economies or in those where the key areas of activity are: 
agricultural, construction and trade. The worst is in regions 
with heavy industry and other industries.  

 
Fig. 8. Regional specialization in Italy in the macroeconomic sector 

The subject of further research may be a more detailed 
analysis of the revealed dependence, however, it is obvious 
that the task of identifying new, hidden knowledge from the 
available data is accomplished through the use of the 
hierarchical classification method. 
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Abstract – Context: Nowadays in the field of economics, 
ecology, demographics, we observed nonlinear non-stationary 
processes. To evaluate the models and forecasts of the 
processes under consideration, it is necessary to develop special 
methods. Modeling methodologies include potential 
uncertainties that arise during data filtering and processing, as 
well as model structures and parameter estimates. 

Objective: To develop a modified methodology for 
constructing mathematical models of nonlinear non-stationary 
processes that will help to achieve high-quality forecasts. The 
analyzed heteroskedastic processes create a wide class of 
nonlinear non-stationary processes and are considered in many 
areas of research. 

Methods: To achieve the main goal of the work, a 
systematic approach is used to build models and forecasts. 
Used modified methodologies for modeling non-linear non-
stationary processes and methods for identifying and 
accounting for all uncertainties. To account for uncertainties, 
used methods to refine the order of the model with an adaptive 
approach to modeling and automatically search for the most 
optimal structure using complex statistical criteria. A 
description of non-linearities is also performed using 
alternative analytical forms with the ability to perform a 
subsequent assessment of the predictions received. 

Results: The work proposed modified modeling methods, 
built new models and forecasts. As a result of experiments, it 
was an achievement that nonlinear models and forecasts with 
using filtering (exponential, elliptical, Kalman filtering) 
provide a possibility for computing high-quality results and 
hight quality indicators for the process under study and their 
variance. 

Conclusions: The application of the proposed modeling 
methodology allows you to simulate the structure and 
parameters of the model, which are built on the basis of 
statistical data. The resulting models show high accuracy and 
good quality for short-term forecasts. 

Keywords – nonlinear non-stationary processes, 
mathematical model, high-quality forecasting, data filtering, 
short-term forecasts. 

I. INTRODUCTION 
This study is focused on development of combined models 

for forecasting nonlinear non-stationary heteroscedastic 
processes in finances, economy and other areas.  It can be 
easily shown that most of the modern processes under study are 
nonlinear and non-stationary. The problem of forecasting 
dynamics of these processes requires from researchers more 
and more efforts directed to reaching high quality of respective 
forecast estimates because most of them belong to the class of 
nonlinear and non-stationary due to availability of multiple 
random factors influencing their evolution in time.  In financial 

area we can observe influence of various random shocks 
happening inside of all countries. Moreover, the influence can 
be caused by outside shocks in the form of general economic 
crisis, fast variability of prices on energy resources etc. When 
analyzing such processes, the main problem is to construct 
adequate mathematical model capable to generate short-term 
forecasts of volatility and variance. Here special model 
structures are required that include dynamics of process 
variance as the main variable [1 – 4] .  

Forecasting of processes dynamics could be reached 
with market available data processing instruments. 
However, very often such systems are very costly, 
inconvenient for use and poorly accessible. The systems 
usually require long special training for solving specific 
problems and need highly developed modern computers for 
implementation. All these specific features of the systems 
available create unfavorable conditions for their wide usage 
except for banks and large enterprises.  In this work 
practical possibilities are proposed for constructing data 
processing procedures based on modern principles of 
systemic approach [5,6]. 

II. PROBLEM STATEMENT 
For the main process and conditional variance 

constructed generalized methodology for modeling and 
forecasting nonlinear non-stationary heteroscedastic 
processes. Also, an important part is the development of 
efficient data processing and filtering scheme based on 
systemic principles and performing a comparative analysis 
of the results achieved on the basis of various models 
constructed with the computational experiments. 

Modern statistical data characterizing evolution of 
nonlinear non-stationary processes with probabilistic 

distribution ))(2),((~})({ kykDistky σμ   
Nk ,...,1= constk ≠μ )( , where )(kμ  is the varying 

meantime; constky ≠σ )(2  is the variance that is changed on 
the time interval of the process of studying. The parameters 
of statistical data are subject to the following: 

∞<μ )(k ∞<σ< )(20 ky ; on the interval of studying.  For 
this process, it is necessary to develop mathematical models 
with the general structure: )](,),(),([)( kkxkyFky εθ= , 
where )(kx  is possible independent variable; θ  is vector of 
model parameters; )(kε  is a stochastic process caused by 
external disturbances and measurement errors. The received 
model selection criteria are based upon determination co-
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efficient, 2R , Durbin–Watson statistic ( DW ), Mean 
absolute percentage error (MAPE), Theil coefficient ( U ), 
and alternative combined criterion:  

θ
→+−+−=

ˆ
min221 UDWRJ . Received models will be 

constructed according to the proposed methodology. 
 

III. METHODS AND APPROACHES 
An approach to modeling heteroscedastic processes 

consists of the following specific steps: (1) application of 
exponential smoothing algorithms, application of Kalman 
data processing or elliptical filtering procedures to available 
data to perform necessary smoothing so that to achieve 
preliminary data processing necessary for the model 
creating procedures; (2) if it is necessary to perform 
heteroscedastic processes analysis the following actions are 
required: – creating the regression model that describes 
correctly the initial data itself; – building adequate model 
describing conditional variance behavior; – computing 
short- and middle-term forecasts using the models estimated 
[8, 9].  

The basic steps of the methodology that is proposed for 
modeling the processes (nonlinear and non-stationary) under 
consideration are given below.   

1. Preliminary data processing before model creating 
with making use of the following basic operations: missing 
measurements imputation, normalizing the measurements 
when necessary, optimal and/or elliptical filtering, appropriate 
processing of extreme values etc.  

2. Detecting and suppressing of influence possible 
uncertainties (negatively influencing quality of models) that 
data may contain using appropriate algorithms for data pre-
processing.  

3. Model structure estimation by making use of the 
correlation and probabilistic (for example, mutual 
information) measurement processing techniques that 
provide a possibility for estimating components of a process 
model under consideration.  

4. Constructing nonlinear components of the model 
using available possibilities for describing nonlinear process 
behavior. Linear part of a model is fitted on the basis of 
characteristics of nonlinear model residuals.  

5. Model coefficients (parameters) estimation using 
the algorithms providing unbiased and consistent estimates 
of parameters on the basis of specific distributions of 
variables and their parameters.  

6. Determining statistics (quality parameters) that 
characterize candidate models adequacy and selecting the 
most suitable (adequate) one.  

The model constructing for linear and nonlinear time 
series data is also based upon proposed representation of 
model structure [10]: 

{ }rssdlnlnmodS ,,,,,,=
,  (1) 

 
where d is dimensionality of a model being built; mo is 

order of the model; n is a number of exogenous variables; nl 
represents nonlinearity and its possible type; l is input lag 
(delay time); sd is stochastic system disturbance and its 
probability distribution; rs characterizes possible restrictions 
and limitations imposed on variables and parameters.  

The components of a model structure are determined by 
making use of appropriate statistical tests, correlation 
estimation methods and expert estimates. The nonlinear 
models that were used successfully for forecasting usually 
resulted from the former research of econometric processes. 
For example, nonlinear regression shown below was used to 
describe formally Gross National Product and tax capital 
flows [10].  
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A convenient for practice model structure can also be 
presented in the form of a known bilinear model: 
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Here mqp ,,  and s  are the numbers that characterize 
the model order (autoregression and moving average) [10, 
11].  

Modeling nonlinear processes rather often is based upon 
appropriate combination of linear and nonlinear terms of the 
kind:  


=

ε+θϕα+β=
p

i

T
iii

T kkkky
1

)())(()()( zz , (5) 

Here )(kz  is time delayed vector of dependent variable 
)(ky  values; the same touches upon former and current 

values of exogenous independent vector variables )(kx  that 
are used with actual time delays. The functions )( xiϕ  
represent a set of linear (and possibly nonlinear) functions 
that may include the following function types: power 

function ;)( i
xxi ≡ϕ trigonometric periodic functions 

xxi sin)( =ϕ , or xxi cos)( =ϕ  etc. Also, to this equation 
can be added quadratic form of the following type 

)()( kkT zAz ;  ixxi ∀ϕ=ϕ ),()( , where )(xϕ  is so 
called link function, for example, adequate probability 
density or nonlinear logistic function.  

Regression models (autoregression or autoregression 
models with moving average) are used for generating 
forecast for further use by exponential smoothing, optimal 
Kalman or elliptical filtering. With this approach we can 
combine successfully widely known classic statistical 
approach with the modern intellectual data processing 
techniques. Usually the best result of process development 
forecasting is achieved in the cases when the variances of 
actual forecasting errors for the selected separate forecasting 
techniques do not exhibit high differences [12, 13]. 
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IV. EXPERIMENTS 
The data analysis included a few computational 

experiments with positive results. The first experiment was 
devoted to the time series analysis using data on prices for 
precious metals in the period 2014-2015 years. In table 1 
given the statistical characteristics that show constructed 
models and forecasts quality without filtering. Table 2, 3 
and 4 indicate results with the application of filtering: 
exponential smoothing, optimal Kalman filter and elliptical 
filtering. 

In this work considered the case for preliminary data 
processing with filtering and without it.  The main purpose 
of using a filtering approach - performing data smoothing 
(suppressing noisy high-frequency components) and their 
preparation for modeling. 

 

TABLE I.  TYPES OF MODELS AND QUALITY RESULTS OF FORECASTS  
WITHOUT FILTER  

Mode
l type  

Results of model quality   Forecast quality   
2R   )(2 ke  DW MSE MAE MA 

PE Theil 

AR(1) 0,99 25644.6 2.15 49.8 41.3 8.37 0.046 
AR(1,

4) 0,99 25588.1 2.18 49.1 40.3 8.12 0.046 

AR(1) 
+ 1st  
order  

0,99 25391.3 2.13 34.3 25.1 4.55 0.032 

AR(1) 
+ 4th 
order 

0,99 25173.7 2.12 25.9 17.6 3.19 0.024 

 

The Theil coefficient and MAPE for AR(1) + 4th order 
trend shows the suitability of using this model for short-term 
forecasting. 

 

TABLE II.  TYPES OF MODELS AND QUALITY RESULTS OF FORECASTS  
WITH APPLICATION OF EXPONENTIAL SMOOTHING 

Mode
l type  

Results of model quality   Forecast quality   
2R   )(2 ke  DW MSE MAE MA 

PE Theil 

AR(1) 0,99 23355,5 2,10 44,8 39,6 7,44 0,036 
AR(1,

4) 0,99 24132,1 2,08 46,4 38,3 6,78 0,034 

AR(1) 
+ 1st  
order  

0,99 23861,6 2,07 31,0 22,0 3,12 0,027 

AR(1) 
+ 4th  
order  

0,99 21887,5 2,05 21,2 13,1 3,15 0,017 

 

The MAPE for AR(1) + 1st  order trend and the Theil 
coefficient for AR(1) + 4th  order trend shows the suitability 
of using this model for short-term forecasting. In this case, 
exponential smoothing shows a positive effect. It can be 
noted on statistical indicators of quality. 

TABLE III.  MODELS AND FORECASTS QUALITY WITH  
APPLICATION OF KALMAN FILTER 

Mode
l type  

Results of model quality   Forecast quality   
2R   )(2 ke  DW MSE MAE MA 

PE Theil 

AR(1) 0,99 24335,1 2,13 50,0 40,1 7,98 0,040 
AR(1,

4) 0,99 24453,1 2,12 47,1 39,5 7,68 0,042 

AR(1) 
+ 1st  0,99 25061,1 2,10 34,0 23,2 3,55 0,033 

order  
AR(1) 
+ 4th  
order  

0,99 23881,2 2,07 24,1 16,5
8 3,05 0,022 

 

The MAPE and the Theil coefficient for AR(1) + 4th  
order trend display the suitability of using this model for 
short-term forecasting. It supported by statistical indicators 
of quality. But in this case, Kalman filter shows similar 
results with exponential smoothing. 

 

TABLE IV.  MODELS AND FORECASTS QUALITY WITH  
APPLICATION OF ELLIPTICAL FILTERING 

Mode
l type  

Results of model quality   Forecast quality   
2R   )(2 ke  DW MSE MAE MA 

PE Theil 

AR(1) 0,99 24235,0 2,14 51,0 42,5 7,67 0,038 
AR(1,

4) 0,99 24467,1 2,15 48,2 40,1 7,56 0,041 

AR(1) 
+ 1st  
order  

0,99 25045,5 2,07 32,1 25,6 3,67 0,032 

AR(1) 
+ 4th  
order  

0,99 23869,9 2,06 23,1 18,7 3,25 0,025 

 

In the first experiment revealed that the best model 
turned out to be AR(1) + trend of 4th order with the 
application of exponential smoothing and Kalman filter. Due 
to this, it is possible to forecast for one step ahead with mean 
absolute percentage error of about 3.05% (for Kalman filter) 
and 3,15% (for exponential smoothing), and Theil coefficient 
is  0.022 (for Kalman filter) and 0,017 (for exponential 
smoothing). 

In the second experiment, a statistical analysis of the 
selected time series was performed. It proved that the 
heteroscedastic processes with time-varying conditional 
variance generated by different metal prices data. Table 5 
shows appropriate forecasting models for performing trading 
operations as the variance is one of the key parameters. This 
problem was solved using GARCH models with a 
description of a high order process (processes trend which is 
rather sophisticated). 

 

TABLE V.  RESULTS OF MODELING AND FORECASTING  
CONDITIONAL VARIANCE 

Mode
l type  

Results of  
model quality   Forecast quality   

2R   )(2 ke  DW MSE 
M
A
E 

MA 
PE Theil 

GAR
CH 

(1,7) 
0,99 153646 0.11 973.5 – 510.6 0.113 

GAR
CH 

(1,10) 
0,99 102122 0.16 461.7 – 207.3 0.081 

GAR
CH 

(1,15) 
0,99 80378 0.32 409.3 – 117.6 0.058 

EGA
RCH 
(1, 7) 

0,99 45023 0.43 64.8 – 7.15 0.023 

 

Based on the results the best-received model was 
exponential EGARCH (1, 7). The MAPE result was 7.15%, 
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which is a good result regarding forecasting conditional 
variance.  

In the third experiment presented a combination (linear 
model and nonlinear model) for forecasting the financial 
process (table 6). This approach includes results with 
Kalman filtering, nonlinear logit models and linear 
regression model. 

TABLE VI.  FORECASTING RESULTS DIRECTION FOR  
MINIMUM PRICE OF EVOLUTION 

Mode
l type  

Back testing Results 
95% 97%   99% 

number  
of  

excess 

 correct 
forecasts 

number 
of 

excess 

  correct 
forecasts 

numb
er of 

excess 

 correct 
forecasts 

GAR
CH 

(1,7) 
35 91,86

% 36 90,65
% 29 92,08% 

GAR
CH 

(1,10) 
48 85,13

% 45 87,07
% 40 88,96% 

GAR
CH 

(1,15) 
56 77,25

% 51 78,98
% 47 82,45% 

EGA
RCH 
(1, 7) 

62 79,01
% 64 78,76

% 58 78,92% 

 

The best results were achieved using the additional 
forecast with GARCH(1,7) model and indicators were equal 
to 92,089%. Also, an acceptable result was achieved with 
GARCH(1,10) model, where the percentage of correct 
forecasts = 88,96%. The proposed approach can be used on 
the subsequent steps of decision making since the statistical 
quality characteristics show the high quality of the forecasts. 

V. CONCLUSIONS 
The systemic approach was proposed for constructing 

decision support system for mathematical modeling and 
forecasting modern financial processes. For obtaining high-
quality final results with adequate model the methodology 
was proposed to describe formally linear and nonlinear parts 
of a process under study.  

The scientific novelty of the study is in a new 
methodology approach of constructing mathematical models 
for nonlinear non-stationary processes. The methodology 
based and implemented in the form of appropriately 
constructed decision support systems. It is was provided the 
experiments with data filtering, which provided and 
confirmed the adequacy of the constructed model and high 
quality of the forecast. 

This methodology is applicable not only for 
mathematical modeling and forecasting nonlinear non-
stationary processes in economy and finances using 
statistical data but also for constructing models in 

demography, healthy, ecology, and in other human activity 
spheres where statistical/experimental data is available in the 
time series form. 

The practical significance of the results obtained in the 
possibility of achieving a high quality of intermediate and 
final results through tracking procedures at all stages of data 
processing and model development with appropriate sets of 
quality statistics. 

Further research prospects will be directed on the 
improvement and evolution of current methodology. The 
refinement will concern the model's structure, parameter 
estimation, the creation of new model structures, and active 
usage of different approaches to modeling and forecasting in 
the frames of a similar system. 
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Abstract— The statistical characteristics of patients have a 
great influence on determining the likelihood of heart disease. 
To determine the disease in medical diagnostics, statistical 
methods are most often used Data Mining, which with large 
amounts of information and complex relationships can give 
more accurate estimates, especially with a large number of 
similar characteristics. In this paper, we consider the task of 
clustering data to determine the likelihood of heart disease for 
patients with similar characteristics. To solve the problem, the 
Fuzzy C-means method with normalization was used, and 
Python and the Pandas library were chosen to implement the 
algorithm. The developed software module allows visualization 
of the algorithm. This system also supports downloading and 
uploading data with the service according to safety 
requirements of data. 

Keywords— Fuzzy C-means; data mining; cluster analysis; 
differential diagnosis 

I. INTRODUCTION 
Cardiovascular disease (CVD) is the leading cause of 

death worldwide: for no other reason, as many people die 
every year as from CVD. 

According to the World Health Organization [1], an 
average of 17.9 million people die because of CVD each 
year, accounting for 31% of all deaths in the world. 85% of 
these deaths occurred as a result of a heart attack and stroke. 

Over 75% of CVD deaths occur in low- and middle-
income countries [2]. 

From the 17 million deaths from noncommunicable 
diseases under the age of 70, 82% are in low- and middle-
income countries, and 37% are caused by CVD. 

Most cardiovascular diseases can be prevented by 
addressing risk factors such as tobacco use, unhealthy diets 
and obesity, physical inactivity, and harmful use of alcohol 
through strategies that cover the entire population. 

People with CVD or at high risk for these diseases (due 
to one or more risk factors, such as high blood pressure, 
diabetes, hyperlipidemia, or an already developed disease) 
need early detection and assistance through counseling and, 
if necessary, taking medication [3]. 

The processing of medical data is always devoted to 
specific goals, one of which, perhaps the most important, is 
the classification of the object or diagnosis [4]. All further 
actions and the quality of life of the patient depend on the 
results of the study. The diagnosis has long been considered 
in some sense an art based on the experience and intuition of 
a doctor. 

With the mathematization of medicine, the diagnosis can 
be formulated as a mathematical problem, therefore, 
automated [5]. Since making a diagnosis means classifying 
an object (recognizing it as belonging to a class), the medical 
problem of diagnosis (classification) becomes the 
mathematical task of recognizing samples [6]. In the general 
case, the task of classifying (recognizing) an object reduces 
to the following: if we introduce an n-dimensional feature 
space {Xi}, where i = 1,2, ... n, then every jth (j = 1,2 ... m) 
object in this space is represented by a point with coordinates 
x1, j, x2, j, ..., xn, j, and each class of objects is represented by 
a set of such points. To classify an unknown object, that is, to 
recognize an image, means to determine which class the 
object belongs to based on an analysis of the values of its 
features. 

A comparative classification of cluster analysis methods 
is presented in table 1. 

TABLE I.  ADVANTAGES AND DISADVANTAGES OF CLUSTERING 
METHODS. 

Method 

 
Advantages 

Disadvantages 

Clustering Using 
REpresentatives 
[7] 

It performs clustering 
at a high level even in 
the presence of 
outliers, identifies 
clusters of complex 
shape and various 
sizes, has linearly 
dependent 
requirements for the 
data storage location 
and temporary 
complexity for high 
dimensional data. 

There is a need to 
set threshold 
values and the 
number of 
clusters. 

Balanced 
Iterative 

Two-stage clustering, 
clustering of large 

Working with 
only numerical 
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Method 

 
Advantages 

Disadvantages 

Reducing and 
Clustering using 
Hierarchies [8] 

amounts of data, runs 
on a limited amount of 
memory, is a local 
algorithm, can work 
with one scan of the 
input data set, uses the 
fact that the data is not 
equally distributed in 
space, and processes 
areas with high density 
as a single cluster. 

data, it 
distinguishes only 
clusters of convex 
or spherical shape, 
there is a need to 
set threshold 
values. 

Algorithm based 
on Minimum 
Spanning Trees  
[9] 

Allocates clusters of 
arbitrary shape, 
including clusters 
convex and concave 
shapes, selects from 
several optimal 
solutions the most 
optimal. 

Emission 
sensitive. 

k- means [10] 

Ease of use; speed of 
use; understandability 
and transparency of 
the algorithm. 

The algorithm is 
too sensitive to 
outliers that can 
distort the 
average; slow 
work on large 
databases; it is 
necessary to set 
the number of 
clusters; the 
impossibility of 
applying the 
algorithm to data 
where there are 
intersecting 
clusters. 

Рartitioning 
around medoids 
[11] 

Ease of use; speed of 
use; understandability 
and transparency of 
the algorithm, the 
algorithm is less 
sensitive to outliers in 
comparison with k-
means. 

It is necessary to 
set the number of 
clusters; slow 
work on large 
databases 

CLOPE 
(Clustering with 
sLOPE) [12] 

High scalability and 
speed of work, as well 
as the quality of 
clustering, which is 
achieved using the 
global optimization 
criterion based on 
maximizing the 
gradient of the height 
of the cluster 
histogram. It is easily 
calculated and 
interpreted. During 
operation, the 
algorithm stores in 
RAM a small amount 
of information for 
each cluster and 
requires a minimum 
number of scans of the 
data set. CLOPE 
automatically selects 
the number of clusters, 
and this is regulated by 
one single parameter - 
the repulsion 
coefficient. 

 

Self-organizing 
maps of Kohonen 
[13] 

A universal 
approximator is used - 
a neural network, 

Working only 
with numerical 
data, minimizing 

Method 

 
Advantages 

Disadvantages 

training a network 
without a teacher, self-
organization of a 
network, ease of 
implementation, 
guaranteed receipt of 
an answer after 
passing data through 
layers. 

the size of the 
network, you must 
specify the 
number of 
clusters. 

HCM Algorithm 
(Hard C - Means) 
[14] 

Ease of 
implementation, 
computational 
simplicity. 

Setting the 
number of 
clusters, lack of 
guarantee in 
finding the 
optimal solution. 

Fuzzy C-means  
[15] 

Blurring when 
defining an object in a 
cluster allows you to 
define objects that are 
on the border into 
clusters. 

Computational 
complexity, 
setting the number 
of clusters, there 
is uncertainty with 
objects that are 
remote from the 
centers of all 
clusters. 

II. RATIONALE AND PURPOSE OF THE RESEARCH 
The C-Means clustering algorithm was proposed by J. 

Dunn in 1973 and finalized by J. Bezdek in 1981. Unlike 
most existing clustering algorithms, this algorithm is fuzzy – 
each of the objects does not belong uniquely to any cluster, 
but belongs to all clusters with different degrees of 
membership [16]. This gives advantages as a partition in 
cases where clusters are close to each other and a large 
number of points are located at their boundaries. However, 
the cost of such fuzziness is greater computational cost than 
in clear algorithms such as K-Means [17]. While maintaining 
such a drawback as a priori determination of the number of 
clusters, there is a possibility of the absence of a guarantee of 
a global optimum of the result. 

Output data: array of objects \ , 1,n
kX R k M∈ = , 

number of clusters c, exponential weight [ )1,m∈ ∞ . Stop 
parameter 0ε > . 

Measured data: partition matrix F with size M x c 
(elements [ ] 1

0,1 , 1c

ki kii
μ μ

=
∈ = ). Cluster centers iV , 

distances kiD  between objects and cluster centers. 

The algorithm of the method (steps are calculated 
sequentially at each iteration): 

1 step. Clarification of the centers of clusters by degree of 
affiliation:  

 1

1

, 1,
M m

ki kk
i M m

kik

X
V i c

μ

μ
=

=

∗
= =


, (1) 

2 step. Calculation of distances between new cluster 
centers and data points:  
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2
, 1, , 1,ki k iD X V k M i c= − = = , (2) 

At each iteration of the algorithm, matrix elements are 
refined. The output of the algorithm is the matrix into which 
the algorithm converges. 

The fact that the algorithm converges is established by 
checking the form *

1, , 1,
max ( )ki ki

k M i c
μ μ ε

= =
− <  or 

*

1,
max( )i i
i c

V V ε
=

− < , where * *( )ki iVμ  is the value ( )ki iVμ  

calculated at the previous iteration. 

The computational core of the C-Means algorithm 
consists of steps for calculating the centers of clusters, the 
distances between them and data points, and especially the 
recalculation of the matrix of degrees of belonging of data 
points. 

When implementing the algorithm, some repetitive 
calculations can be eliminated. So, for the step of calculating 
the centers of clusters, the values m

kiμ  can be calculated once 

and multiplied by kX  when included in the amount 
recorded in the numerator. For the step of calculating the 
distances between the centers of the clusters and points, the 
operation of taking the square root is not necessary, since 
later on at the stage of calculating the degrees of belonging, 
you can directly use the squares of these distances, and the 
sum in the denominator will take the form:  

 
2

1/ 1
21

( )c mki
j

kj

D

D
−

= , (3) 

The algorithm includes three main stages - calculation of 
cluster centers, calculation of distances between cluster 
centers and data points (which includes macro operations, 
subtraction of vectors and calculation of their norms) and 
recalculation of the membership matrix. 

The sequential complexity of the algorithm - when 
clustering M data objects represented by points in \ nR  
clusters, the C-Means algorithm in the sequential version has 
computational complexity:  

 2( )O c MI cMnI+ , (4) 

where I is quantity of iterations. 

If we assume that the data dimension is small, then this 
complexity reduces to 2( ).O c MI  The main part of the 
algorithm in this case is the recalculation of the membership 
matrix, which requires the calculation of cM sums of the 
terms at each iteration. 

III. EXPERIMENTS AND RESULTS OF THE MODELING 
As input data is a dataset of information about patients 

(CardiologyCategorical.xls) who have heart disease [8], a 
complete list of parameters can be seen in table 2. 

TABLE II.  STATISTICAL DATA FOR ANALYSIS. 

Age Metrical scale 29..77 

Sex Nominal scale Male/Female 

Chest pain type Nominal scale 
Asymptomatic, 

Abnormal Angina, 
Angina, NoTang 

Blood Pressure Metrical scale 94..200 

Cholesterol Metrical scale 126..564 

Fasting blood 
sugar < 120 Nominal scale True/false 

Resting ecg Nominal scale Normal/Hyp 

Maximum heart 
rate Metrical scale 71..202 

Angina Nominal scale True/false 

Peak Metrical scale 0..6,2 

Slope Nominal scale Flat, Down, Up 

Colored vessels Metrical scale 0, 1, 2, 3 

Thal Nominal scale Normal, Rev, Fix 

Figure 2 shows a portion of the imported data.  

 

Fig. 1. Imported data 

Figure 2 shows results of normalization of imported data. 

 

Fig. 2. Normalized data 

As can be seen after normalization, the data (in the 
metrical scale) are in the interval [-3; 3]. For data in the 
nominal scale, normalization was not performed. 

In fig. 3 you can see a scatter plot of the data.  

The first iteration of the C-means method randomly 
selects points from the set date. In Figure 4 you can see the 
result of the choice of centers. 

As you can see, the number of points is 2, that there are 2 
clusters of data - the patient either has heart disease or not. In 
Figure 5, the data of the centers are presented in the form of 
green stars (*). 
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Fig. 3. Plot of normalized data 

 

Fig. 4. Centers of mass at the first iteration 

 

Fig. 5. Normalized data graph with centers 

Figure 6 shows data separated by clusters. 

 

Fig. 6. Result of data clusterization 

IV. CONCLUSIONS 
The study analyzed the statistical relationship between 

variables that determine the condition of patients. It is shown 
how it is possible to determine whether a patient belongs to a 
certain class on the basis of statistical data - registered state 
variables. 

The developed software solution, based on the Pandas 
library of the Python language, allows classification based on 

statistical data on patients, which provides a high recognition 
rate, as well as revealing the precedent belongs to one of 
several clusters. 

It should be noted that the described approach is 
universal and can be used not only for biomedical systems, 
but also for technical, economic, etc. 
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Abstract — The prospects of development of 

neuromarketing are investigated and the essence of neuro-
technologies is considered. A number of benefits of 
neuromarketing research have been highlighted. In particular, 
the possibility of obtaining specific information about 
peculiarities of consumer buying behavior and scientific 
substantiation of consumer reactions to various incentives are 
included in the key ones. Prospects for the development of 
neuromarketing methods and tools are considered. By means of 
neuromarketing, we will have the chance to understand the 
basics of the decision-making mechanism.  

Keywords — neuromarketing, neuromarketing methods, 
neuromarketing research, neuromarketing tools, emotions, 
neuroimaging 

I. INTRODUCTION 

Neuromarketing trend has a short history, but in recent 
years it is spreading all over the world. Over the last 100 
years, the situation in the consumer market has changed 
dramatically. Young companies took the lead position and 
moved the undefeated giants to the lower sabers. They have 
obliged the current built-up marketing strategy by success. 
Marketing plays a key role in the life of any company. In 
recent years, a promising area of research called 
neuromarketing has emerged. Neuromarketing researching is 
gaining popularity due to speed and productivity that require 
fewer resources for the organization.  

The purpose of neuromarketing research is to obtain 
objective information about the personal preferences of 
consumers without resorting to subjective data obtained by 
traditional marketing means The essence of the study is to 
measure the respondent's attention, emotions, and memory. 
During the study, the respondent's physiological responses to 
various stimuli (advertising samples, product packaging, 
logos) are recorded, such as changes in the activity of 
different brain areas, pulse and respiratory rate, skin 
moisture, pupil movement, etc. For their registration special 
equipment is used - electroencephalographs (EEG), magnetic 
resonance imaging, pupil tracking systems (the so-called eye-
tracker), etc. This study used EEG data.[1] 

II. ADVANTAGES AND DISADVANTAGES OF 
NEUROMARKETING  

Analyzing the notion of neuromarketing, as well as ethical 
concepts of its application, clearly distinguish advantages and 
disadvantages. Unlike traditional marketing, the advantage of 

neuromarketing is innovation and the ability to obtain new 
information. Since the brain is not visible to the naked eye, 
neuromarketing allows him to find out more about it. Using 
his techniques, he can explore subconscious responses and 
watch brain activity in humans and their reaction to 
marketing tools that consumers are not aware of. In addition, 
neuromarketing can add value to consumers.  

Neuro-marketing information makes it easier to connect 
consumers with products or services. Given that consumers 
often give subjective responses to preferences and tastes, the 
advantage of neuromarketing is to give more objective 
measurements and results. It is known that emotions play an 
important role in making decisions, but it is often difficult to 
measure them. With neuromarketing techniques such as 
facial encoding, emotional reactions and emotions related to 
packaging, web site or color can be measured. On the other 
hand, the primary drawback is the fact that it is difficult to 
generalize, or to make conclusions pertaining to every 
consumer.[2]  

The reason is that relatively small samples (about 15 
people) are often used for analysis with fMRI. The great lack 
of fMRI technique is that it does not give "live" images. 
Researchers can not see how the brain responds to advertising 
or real-time photography. For researchers, the brain is still a 
big secret and they know nothing 100% safe, because 
different functions will always show overlapping with 
different brain areas. With the development of 
neuromarketing, some of its disadvantages may disappear, 
and techniques will become more advanced but more 
accessible. It's already possible to buy glasses for eye 
tracking! Therefore, traders must keep in mind the needs of 
their consumers. Both traditional marketing and 
neuromarketing have their advantages and disadvantages 
(Odekerken, 2018). They tell us something about how 
consumers (or people in general) make decisions, were they 
aware or subconscious.The neural network models the work 
of the human nervous system, a feature of which is the ability 
to self-study taking into account previous experience. Thus, 
every time the system makes fewer mistakes. Like our 
nervous system, the neural network consists of separate 
computational elements - neurons located on several layers. 
The data that entering into the neural network input is 
sequentially processed at each layer of the network.  

In the course of the study data that were taken from the 
respondent, namely, his brain activity in the emergence of 
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extraneous stimuli of taste, smell, hearing, emotional 
background when viewing different video sequences, as well 
as brain activity during the movement of the thumb or index 
finger. When transferring them to different neural network 
models (such as: MLPClassifier, RandomForestClassifier, 
ExtraTreesClassifier, DecisionTreeClassifier, 
AdaBoostClassifier, GradientBoostingClassifier, 
BaggingClassifier (KNeighborsClassifier)), the calculations 
were calculated, and time of experience. 

TABLE I.  NUMBERS FOR MLPCLASSIFIER 

  MLPClassifier 

Classifier metric precision recall f1-score accuracy 
A sad and funny video 0.90 0.91 0.90 0.90 
Chocolate and onion 0.97 0.88 0.93 0.93 
Heavy and light music 0.96 0.98 0.97 0.97 
Forefinger and thumb 0.79 0.77 0.78 0.78 
Nashir and perfume 0.88 0.94 0.91 0.91 

After analyzing the numerical values of the f1-score 
column and other metrics, the most accurate and effective 
classifier that is suitable for this task was selected, the 
MLPClassifier, its numerical values are listed in Table 1. The 
F1 score can be interpreted as the weighted average of the 
accuracy and response of the irritation, where the F1 score 
reaches its best value at 1 and a worse value at 0. The impact 
on the F1 accuracy and response score are equal. F1: 

( * )1 2*
( )

precision recal
F

precision recal
=

+
  (1) 

Based on the f1-score interpretation, as this metric is 
fundamental to the algorithm's evaluation, the above 
classifier was selected. [3] 

Was done selecting attributes to simplify model learning, 
increase the ability to interpret and simplify the model, and 
increase accuracy, the data obtained were analyzed and 
selected among the best, indicating a specific brain region 
when irritating the respondent with various factors. The data 
obtained during the work of olfactory receptors revealed the 
most relevant attributes of the entire set of objects to predict 
the best model. 

 
Fig.1 Statistical Data Sampling 
 

On Figure 1 clearly shows the different electromagnetic 
potentials at different points of contact of the electrolytes to 
the main ones. The electrode that has the highest potential is 

key in training the model. Therefore, you should see the data 
in the highest statistics view. 

 
a) 

a)  

b)  
Fig.2 (a) Brain map with parts of sensitive zone 

  (b) Encephalography map 
 

Figure 2 notes the great potential on the T3, T4, C3, C4 
electrodes. The main part of this encephalography in Picture 
2 for the use of the activated brain region in the sense of 
smell. They were also addressed in the same fields of the 
brain.  

III. NEUROANATOMY / STRUCTURE 

Just as neural activity can be indicative of disease, so can 
neuroanatomy. As such, it is often possible to take anatomical 
measurements and use machine learning to diagnose disease. 
For example, researchers can distinguish between 
Alzheimer's disease and healthy brains of older adults using 
MRI scans (Sarraf, Tofighi, and Others 201). More generally, 
neuroanatomical measurements such as structural MRI and 
diffusion tensor imaging (DTI) can distinguish healthy from 
unhealthy patients across many conditions including 
schizophrenia, depression, autism and ADHD (Arbabshirani 
et al. 2017; Rathore et al. 2017; Vieira, Pinaya, and Mechelli 
2017).  

Sometimes, ML enables surprising opportunities. For 
example, using deep convolutional neural networks, we can 
surprisingly predict cardiovascular risk factors from retinal 
fundus photographs (Poplin et al. 2018). The future will 
undoubtedly see ongoing efforts to automatically detect 
disease from biological data. Since the majority of research 
in neuroanatomy is based on imaging techniques, recent 
advances in computer vision using ML are becoming 
important tools for neuroanatomy. Thus, segmenting and 
labeling parts of an image, which usually requires manual 
annotation, is an especially important task. However, as 
imaging techniques improve and the volume of data 
increases, it will become infeasible to rely on manual 
annotation. [4] 
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TABLE II.  INSTRUMENTAL NEUROMARKETING RESEARCH METHODS 

Eye tracking system 
The essence of 
the method 

An apparatus that tracks the direction of eye movement 
and changes in pupil size 

 
Opportunities 
for marketing 

- determining the time of attention; 
- determination of speed of perception; 
- construction of the route of study of the object, object; 
- degree of usability or usability; 

 
 
Advantages 

- low price; 
- easy to interpret results; 
- non-invasiveness of the method; 
- there is a great deal of research using this method; 
- possible use of the apparatus in experiments with 
others 
research methods; 

 
Disadvantages 

- psychological discomfort; 
- Qualified staff required and dependency of results 
from the method of interpretation; 
Electroneuromyography (EMG) 

The essence of 
the method 

Method for the study of the nervous system through the 
study of electrical 

Opportunities 
for marketing 

Investigation of the emotional response of the subject 

 
 
Advantages 

- relatively cheap and sensitive method; 
- registration of specific reactions; 
- possible use of the apparatus in experiments together 
with other methods of research; 
- there is a great deal of research using this method; 
- non-invasiveness of the method; 

Disadvantages - psychological discomfort in the subject; 
- the need for qualified personnel; 

Electroencephalography (EEG) 
The essence of 
the method 

The essence of the method is to record the total 
bioelectric activity of the brain. 

Opportunities 
for marketing 

Studies of attention, emotional reactions, memory and 
other studies of functional states of the brain. 

 
 
Advantages 

- relatively cheap and sensitive method; 
- possible use of the apparatus in experiments together 
with other methods of research; 
- there is a great deal of research using this method; 
- the possibility of obtaining a three-dimensional 
localization of the detected activity; 
- non-invasiveness of the method; 

 
Disadvantages 

- psychological discomfort in the subject; 
- the need for qualified personnel; 
- high price for expert class apparatus; 
- non-specificity of the received data; 

Caused potentials 
The essence of 
the method 

Electrical activity of brain neurons in response to 
stimuli. 

Opportunities 
for marketing 

Studies of attention, emotional reactions, memory and 
other studies of functional states of the brain. 

 
 
Advantages 

- low price for devices not belonging to the expert 
class; 
- non-invasiveness of the method; 
- there is a great deal of research using this method; 
- possible use of the apparatus in experiments together 
with other methods of research; 
- high availability and sensitivity of the device; 

 
 
Disadvantages 

- high price for expert class apparatus; 
- psychological discomfort in the subject; 
- the need for qualified personnel; 
- the data are obtained mainly by the activity of the 
cortical area of the brain; 
Magnetoencephalography (MEG) 

The essence of 
the method 

This technology is capable of measuring the 
visualization of magnetic fields that result from brain 
activity. 

Opportunities 
for marketing 

Studies of attention, emotional reactions, memory and 
other studies of functional states of the brain. 

 
 
Advantages 

- possible use of the apparatus in experiments together 
with other methods of research; 
- high sensitivity of the device; 
- the possibility of obtaining a highly detailed three-
dimensional model of the active site; 

- non-invasiveness of the method; 
 
 
Disadvantages 

- the high price; 
- psychological discomfort in the subject; 
- the need for qualified personnel; 
- the data are obtained mainly by the activity of the 
cortical area of the brain 

Functional Magnetic Resonance Imaging (fMRI) 
The essence of 
the method 

Allows you to map the brain to determine the features 
of the brain areas responsible for language, movement, 
vision, memory, and more. 

Opportunities 
for marketing 

Studies of attention, emotional reactions, memory and 
other studies of functional states of the brain. 

 
 
Advantages 

- the ability to explore almost all structures of the 
central nervous system; 
- high sensitivity of the device; 
- the possibility of obtaining a highly detailed three-
dimensional model of the active site; 
- non-invasiveness of the method; 

 
 
 
Disadvantages 

- the high price; 
- psychological discomfort in the subject; 
- the need for qualified personnel; 
- complicated use of the apparatus in experiments 
together with other research methods; 
- the need for the absence of various metal prostheses, 
implants, 
neurostimulants; 

Magnetic resonance spectroscopy (MRS) 
The essence of 
the method 

Allows non-invasive information on metabolism in 
the brain 

Opportunities 
for marketing 

Studies of attention, emotional reactions, memory and 
other studies of functional states of the brain. 

 
 
 
Advantages 

- high sensitivity of the device; 
- the possibility of obtaining a highly detailed three-
dimensional model of the active 
plots; 
- non-invasiveness of the method; 
- the ability to explore almost all structures of the 
central nervous system; 

 
 
 
Disadvantages 

- the high price; 
- psychological discomfort in the subject; 
- the need for qualified personnel; 
- complicated use of the apparatus in experiments 
together with other research methods; 
- the need for the absence of various metal prostheses, 
implants, neurostimulants; 

Positron emission tomography (PET) 
The essence of 
the method 

With this method it is possible to trace the distribution 
of biologically active compounds in the human body. 

Opportunities 
for marketing 

Studies of attention, emotional reactions, memory and 
other studies of functional states of the brain. 

 
 
Advantages 

- high sensitivity of the device; 
- the possibility of obtaining a highly detailed three-
dimensional model of the active site; 
-the ability to explore virtually all structures of the 
central nervous system 

 
Disadvantages 

- Due to the high degree of invasiveness and, as a 
consequence, complicated nervous system 
performance, this method is extremely rarely used in 
neuroeconomic studies. 

Transcranial magnetic stimulation (TMS) 
The essence of 
the method 

Allows non-invasive stimulation of the cerebral cortex 
with short magnetic pulses. 

Opportunities 
for marketing 

Studies of attention, emotional reactions, memory and 
other studies of the functional states of the brain, as 
well as simulation of changes in the consumer's mind. 

 
Advantages 

- high sensitivity of the device; 
- selective action of the device on specific areas; 
- non-invasiveness of the method; 

Disadvantages 
- the high price; 
- psychological discomfort in the subject; 
- the need for qualified personnel; 
- complicated use of the apparatus in experiments 
together with other research methods; 
- it is possible to study only brain structures at depths 
up to 2 cm 
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For the solving of this problem, many ML techniques 
have been developed to automatically segment or label new 
images based on a dataset of previously labeled images. The 
vast majority of techniques in this developing literature are 
based, at least in part, on convolutional neural networks 
(Litjens et al. 2017; Ronneberger, Fischer, and Brox 2015). 
This approach has been employed to label medical images, 
such as in identifying white matter tracts from MRI scans 
(Ghafoorian et al. 2017). They have also been used to 
understand the connections and morphologies of neurons 
from electron microscopy (Helmstaedter et al. 2013; Funke 
et al. 2017; Turaga et al. 2010). As imaging data improve in 
resolution and volume, ML is becoming a crucial and even 
necessary tool for reconstructing and mapping 
neuroanatomy. 

IV. APPLYING ARTIFICIAL INTELLIGENCE TO MARKETING 

In complex systems that operate in an environment of 
uncertainty, they try to use Data Mining for optimal 
processing of input information.  

Equally important for such decision-making systems. 
These tasks are in many ways close to the problems that are 
constantly being solved by living organisms.[5]  

Therefore, given the relative novelty of the considered 
problems for complex systems and the evolution of living 
organisms to perfection the relevant mechanisms of memory 
and decision making, there is an increased interest in the 
analysis of the work of these mechanisms in living organisms 
and their emulation to create complex technical systems. In 
the process of information perception, awareness and 
decision-making (PR), the memory plays a decisive role and, 
therefore, in his actions and intentions. In addition to 
neurophysiologists and behavioral psychologists, the 
organization of human memory is actively interested in 
specialists in the field of cognitive psychology and decision 
theory. As well as the creators of artificial neural networks, 
neurocomputers, and artificial intelligence (USI) systems. 
When constructing a computer-brain model, we will take into 
account the peculiarity of living organisms, due to the fact 
that they, as predicted by the US, are constantly operating in 
conditions of considerable uncertainty of the environment. 

Talking about applying artificial intelligence to 
marketing, it is important to point out that the contemporary 
business of every company in greater or lesser intensity 
implies some form of artificial intelligence. At the growing 
level of integration of artificial intelligence into marketing, 
the following is achieved: 

A. Mass Data Analysis 

In the past private labels and agencies have employed data 
team analysts. However, while the team of analysts prepared 
the database, the data in them was already outdated. With the 
appearance of artificial intelligence analysis and data 
processing becomes less and more demanding and 
increasingly efficient. This means that analysts need less time 
to analyze data and have more time to find answers to 
questions about them. Today, science becomes more and 
more accessible because of modern computer infrastructure 
that supports artificial intelligence and machine learning such 
as Amazon AWS plus Apache Spark, Google Cloud Machine 
Learning Engine, and Microsoft Azure Machine Learning 
Studio. [6] 

B. Understanding Buyer Behavior 

In marketing, machine learning is increasingly helping to 
predict human behavior, which allows it to create additional 
value for the consumer. Advertising campaigns that apply 
artificial intelligence can analyze whether a consumer 
responds well to a particular ad and so adjusts it for the next 
release. 

C. Improving user experience 

Artificial intelligence already has a major impact on user 
experience with tools such as Google Assistant, Amazon 
Alexa, and Apple Siri. These tools have become a major part 
of our daily life and their role will grow more and more. 
Artificial Intelligence Marketers can use to improve data 
processing, mapping consumer times, optimizing bids, and 
improving overall user experience. [4-5] 

V. CONCLUSION 

Over the last several years, the use of machine learning 
(ML) in neuroscience has been rapidly increasing. Here, we 
review ML’s contributions, both realized and potential, 
across several areas of systems neuroscience 

By means of neuromarketing, we have the chance to 
understand the basics of the decision-making mechanism. 
Thus, we will be able to access a superior level of knowledge 
on the consumer’s behavior. They will be the basis of 
understanding the way in which consumers respond to 
various marketing stimuli. This approach is going to be a 
difficult one, given the context, as per the way it is presented 
in the specialized literature, according to which the decision-
making process can activate various cortical areas. 

The study used a range of neuromarketing technologies 
and neural algorithms to simplify the classification of the 
effects of unconscious reactions on consumer behavior. The 
use of technology records in real-time the response of the 
respondents' subconscious to the investigated materials and 
allows to consider practically any third-party factors that may 
affect the course of the research. This allows us to measure 
the perception and, in the aggregate of the results obtained, 
improve the accuracy and give an objective assessment. 
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Abstract—The present study evaluated the consumption 
model among the subscribers of the power industry at a certain 
temperature range by focusing on the amount of load deficit and 
using clustering techniques in data mining. This study an initial 
dataset including the load demand, power plant reserve, power 
import, and power export at the range of -12 to -50 degrees 
centigrade. Then, the optimal algorithm was selected by 
evaluating three clustering algorithms of Single Linkage, 
Complete Linkage, and Average Linkage and comparing to K-
means algorithm using the key indices of clustering 
performance. Finally, a power export model was proposed to 
reduce load deficits and an appropriate solution to compensate 
for this deficit. The results indicated that the supply and 
distribution network faced load deficit and caused electric 
breakdowns due to the increased demand for power 
consumption. This study identified the desired temperature 
range and proposed some suggestions for reducing the volume 
of load such as the reduced amount of export, increase of import, 
and the increase in power plant production in accordance with 
capacity. 

Keywords— load deficit, clustering algorithms, single linkage, 
complete linkage, average linkage, K-means 

I. INTRODUCTION  
In the studies on power systems, electrical loads are 

typically determined by definitive or probabilistic models. In 
definitive models, the system loads are modeled by fixed 
power values. These fixed values include: (1) the average 
load demand curve in daily, monthly, and seasonal periods 
obtained from historical data (Omran et al., 2010); (2) the 
fixed values being related to different loading conditions such 
as peak load, average or minimum load. These definitive 
models are not suitable for evaluating long-term load 
behaviors. In fact, using the probabilistic models can solve 
this problem. For this reason, the probabilistic clustering 
techniques were used in this study to analyze load deficit. The 
main purpose of presenting the dataset to the above-
mentioned algorithms was to classify the current load status 
into two categories of normal status and load deficit status 
and determine the extent to which the temperature ranges of 
this load deficit are more obvious. After calculating each 
algorithm, the outputs of the algorithm were indicated in the 
relevant sections. Here is the literature review in this area. 

A study using modified-follow-the-leader, K-means, 
fuzzy K-means, and hierarchical clustering algorithms to 
classify the subscribers of power in non-residential sectors 

and compared the above-mentioned methods using a set of 
clustering validation parameters. The results indicated that 
modified follow-the-leader from clustering algorithms and 
average linkage from hierarchical clustering group have a 
very high accuracy for clustering the customers. In addition, 
some techniques were used to reduce the size of data (Chicco 
et al., 2006). In another study, the hourly power consumption 
data were analyzed in the household sector using k-means, k-
medoid and SOM algorithms. Then, the best technique was 
used to partition the families into different clusters 
(McLoughlin et al., 2015). Another study discovered power 
consumption models in the household sector by providing a 
data mining framework. First, the data were classified into 
three classes using the k-mean clustering algorithm and then 
the changes in the power consumption model of each class 
were examined. The results of this study indicated that the 
volatility of power consumption in winter and summer is 
higher than in spring and fall while instability was observed 
in household power consumption models. Three types of load 
profile were observed in spring festivals while two types of 
load profile were observed on the workday and national day. 
High temperature in summer and low temperature in winter 
indicated a significant effect on power consumption (Guo et 
al., 2018). Panapakidis et al (2014) used the clustering 
techniques of SOM, FCM and K-means to examine the load 
curve in nine faculties of AUTH university. Other researchers 
examined the features of MV power consumers using the data 
mining technique. In fact, they analyzed different types of 
consumer load profiles and created a set of rules for the 
automatic classification of new consumers (Sérgio et al., 
2015). In another study, the probabilistic load was modeled 
using the clustering algorithms. The presented approach 
began using 24 data points indicating the hourly loading per 
day. In this regard, 365 data were collected within a year to 
conduct the analyses. Then, the data were clustered using K-
means ،fuzzy K-means ،Ward’s linkage ،Single linkage و 
Complete linkage, and Average linkage. Then, the most 
optimal methods were selected using the performance 
parameters. The results indicated that the proposed model can 
represent the data for or loading and cover the results for the 
whole year (ElNozahy et al., 2013).  

The research method is explained in detail in the next 
sections of the study    and then the results of applying the 
above-mentioned algorithms are analyzed. Finally, the best 
clustering technique is selected using the various parameters 
and a power export model is proposed to reduce load deficits 
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and present a suggestion to take the solution to compensate 
for such a deficit.  

II. RESEARCH METHOD 
In this study, Single Linkaget, Complete Linkage and 
Average Linkage which are among the most common 
clustering algorithms and K-mean algorithm were used to 
investigate the power consumption model and load deficit at 
different temperatures and present a solution for changing the 
production management, load import and export to reduce 
load deficits. 

IIA. DATA COLLECTION 
The desired data in this study were collected from 

statistical databases on the coldest and hottest days of the 
year. Such data included load demand, power plant reserve, 

power export and import at the temperature range of -12 to 
50 ° C, being collected in an Excel file for 1600 samples. 

IIB. DATA PREPARATION 
Since there are several fields from the above-mentioned 

parameters at a given temperature, it was necessary to 
average the records for the specified temperatures in the first 
step. Thus, one record including the average parameters of 
load demand, power plant reserve, power export, and power 
import was created for each temperature at the temperature 
range -12 to 50 ° C. In this situation, clustering algorithms are 
applied on the data set more effectively. In order to achieve 
this issue, first the input data should be modified. Then, the 
average data of each parameter were averaged in an Excel 
file. Then, the data were presented to the desired algorithms 
for secondary calculations. Here are the results of this 
averaging in Figures 1, 2, and 3.  

 

 
Fig. 1. Average load demand at different temperature 

 

Fig. 2. Average power exports at various temperatures 

 

Fig. 3. Average load deficit in case of removing export at different temperatures
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IIC.  CLUSTERING  ALGORITHMS 
Clustering algorithms are divided into two groups of 

exclusive and overlapping. In exclusive clustering 
algorithms, each data segment belongs to only one cluster 
while in overlapping algorithms, each data segment may 
belong to more than one cluster with different member 
degrees. Exclusive clustering algorithms can be divided into 
two groups of hierarchical and partitional. Data segments in 
partitional clustering algorithms are divided into a 
predetermined number of segments without creating a 
hierarchical structure. However, hierarchical clustering aims 
to create a hierarchy of clusters with a sequence of distributed 
partitions. In fact, it moves from each cluster into a cluster 
containing all data segments or vice versa. The first mode of 
clustering is called agglomerative hierarchical in which each 
datum is considered as a separate cluster. Then, the clusters 
which are more similar to each other are combined together 
during a repetitive process at each stage to result in cluster or 
a certain number of clusters. The second mode of clustering 
is called divisive hierarchical in which all data are first 
considered as a cluster. Then, the data which are less similar 
to each other are broken into distinct clusters during a 
repetitive process at each stage and this process s continues 
until the clusters with one member are achieved. (Xu, R., & 
Wunsch, 2009).   

Single linkage clustering 
Single linkage clustering is a hierarchical clustering 

approach in which each point is compared to other points 
using a bottom-up strategy. In this method, each component 
is placed in a separate cluster and the closest pair of clusters 
is merged together in each stage and this process continues 
until the conditions are satisfied (patra et al., 2011). This 
method is considered as the nearest neighbor and the distance 
between a pair of clusters is determined by two of the closest 
objects (Panapakidis et al., 2012). In fact, each datum is 
considered as a cluster and finding the nearest cluster is 
finding the least distance between the data.  

 (1) 
Complete linkage clustering 
This technique is known as the furthest neighbor 

technique. In fact, this technique uses the farthest distance 
between a pair of attributes for determining the distance of 
the inner cluster (Panapakidis et al., 2012).  

 (2) 
K-Means Clustering 
This method is considered as one of the easiest learning 

algorithms solving well-known clustering problems. In 
addition, this method is an easy and simple method 
classifying the data by a certain number of clusters (k clusters 
hypothecially) (MacQueen, 1967). The stages of this 
algorithm are as follows:  

1. K points are randomly selected as the initial cluster 
centers 

2. The number of k clusters is tested by putting each 
point in the nearest cluster 

3. Cluster centers are renewed 
4. Stages 2 and 3 are repeated 

5. Clustering results are obtained when the 
convergence criterion is obtained.  

6.   Data analysis 

Based on the K-Means clustering technique, the best 
clustering minimizes the total similarity between the cluster 
centers and all cluster members. In addition, it minimizes the 
total similarity between the cluster centers. In order to select 
the best cluster, this range is usually selected. Then, the ρ (k) 
value was calculated for each k value. A part of k, where ρ 
(k) is maximized, was selected as the optimal number of 
clusters. In this regard, a number of clusters was selected for 
which the distance between the cluster centers and the 
similarity of cluster centers with the members within each 
cluster was maximum. The quality of clustering results with 
K clusters is defined as Equation 3. In this equation, O 
indicates the cluster centers, Cn indicates the cluster centers, 
On indicates the set of elements which were not selected as 
cluster centers. 
 

                      (3) 
 
The following results are obtained due to the above-
mentioned calculations on the data sets. 
Since it was necessary to identify the temperatures with load 
deficit and temperatures of load- deficit y temperatures, the k 
value was considered as 2 in the current algorithm. Based on 
Figure 4, the initial data set was divided into two parts. The 
green part indicates the temperatures in which a lot of load 
deficits occurred. 

  
Fig. 4. Applying the K-means algorithm to the dataset with K = 2. 

The necessary measures should be adopted at these points to 
increase the power reserve, reduce export, and increase 
import in line with the amount of deficit. Here are  the results 
of applying clustering algorithms on the initial data set.  
As indicated in the above figures, the hierarchical algorithms 
applied on the initial data set had almost the same function. 
Such algorithms considered the load deficit values related to 
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different temperatures. At the first step, the temperatures at 
which load deficit values were close to each other were 
placed in one cluster. After placing the pair of values close to 
each other related to temperatures in the cluster of level one, 
the mean load deficit values related to the first-level clusters 
were considered again and the clustering process was applied 
to this set of clusters resulting in the creation of the second-
level clusters. The cluster integration process continued until 
all data were placed in form of a cluster.  For example, two 
clusters were created in complete linkage algorithm in which 
he loads deficit values for the temperatures in each cluster 
were more similar to each other in comparison to all load 
deficit values associated with the temperatures in another 
cluster. 

 
Fig. 5. Applying the single linkage algorithm on the initial data set 

Table 1 summarizes the export and import results in each 
cluster. Based on this table, the seasons of winter, fall, and 
spring were placed in cluster 1 and the average temperature 
and average load deficits of each season were shown. 
Accordingly, the amount of power generation, import and 
export was determined. 

 
Fig. 6. Applying the average linkage algorithm on the initial data set 

 
Fig. 7. Applying the complete linkage algorithm on the initial data set 

As displayed in the table, no deficit occurred in the first 
three seasons of the year and power could be exported while 
there was a lot of load deficit in summer when power export 
should be prevented and its generation and import should be 
added. 

TABLE I.  EXPECTED STATUS OF POWER GENERATION AND 
DISTRIBUTION NETWORK FOR SOLVING THE PROBLEM OF LOAD DEFICIT 
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Based on the analysis on the results obtained from the K-
means algorithm, in summer when an increase was observed 
in temperature, the status of power generation and 
distribution network should be selected based on the results 
presented in Table 2. Due to the average temperature of 42 
degrees centigrade, the average deficit should be set as 5581. 
In fact, the expected increase in generation should equal 
4600, the expected increase in import should equal 400, and 
the expected increase in export should equal -580 to solve the 
problem of load deficit.  

III.  VALIDATING AND COMPARING THE TECHNIQUES WITH 
DIFFERENT PARAMETERS  

This section examines and compares the desired clustering 
algorithms being already applied to the initial data set based 
on 10 separate parameters. All technical aspects of the 
algorithms were covered in selecting the parameters. These 
parameters include:  

- High intra-cluster similarity 
- Low inter-cluster similarity 
- Determining the number of clusters 
- The independence of clusters from each other 
- The reduction of overall distortion 
- Local optimization 
- Multiple initializing and selecting the best answer 
- Appropriate run time 
- Real optimization 
- Convergence speed 

Table 1 shows the numerical value between 0 and 10 for each 
of the above-mentioned parameters based on the conducted 
tests. Larger numbers indicate the better performance in this 
attribute by the desired algorithm. 
Based on the results of Table 2, the K-mean algorithm can be 
a better option for solving the above-mentioned problem.  
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TABLE II.  COMPARING THE ALGORITHMS BASED ON THE PROPOSED 
PARAMETERS  
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IV. СONCLUSION 

The present study aimed to investigate the consumption 
model of power industry at the specified temperature range 
by focusing on the amount of load deficit and proposing some 
suggestions to adopt a solution for compensating this deficit. 
This study used an initial data set involving the parameters of 
load demand, power plant reserve, power import, and power 
export at the temperature range of -12 to 50 ° C. Since there 
are many fields from the mentioned set of parameters at a 
given temperature, it was first necessary to average the 
records for the specified temperatures. Thus, a record 
including the average of the above-mentioned parameters 
was created for each temperature. In this situation, the 
clustering algorithms could be applied on the data set more 
effectively. In this study, four clustering algorithms of K-
means, Single Linkage, Average Linkage, and Complete 
Linkage were used to apply to the data set. Of these 
algorithms, Single Linkage, Average Linkage, and Complete 
Linkage algorithms were considered as hierarchical. Based 
on the findings of this study, the supply and distribution 
network faced load deficit and caused electrical breakdowns 
at high temperatures due to increased power demand. In this 
study, the final status of the load generation and distribution 
network was indicated in the form of clusters according to the 
seasons of the year. Based on the analyses conducted on the 
results obtained from the K-means algorithm, no load deficit 

occurred in the first three seasons and power could be 
exported while there was a lot of load deficit in summer when 
power export should be prevented and its generation and 
import should be added. In summer, when the temperature 
increases significantly, the power generation and distribution 
network status should be set according to the average 
temperature of 42 degrees centigrade and average deficit of 
5581. In fact, the expected increase in generation should 
equal 4600, the expected increase in import should equal 400, 
and the expected increase in export should equal -580 to solve 
the problem of load deficit.  
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Abstract—The article presents the process of developing the 
model of the information gathering system. The authors suggest 
the possibility of designing the product monitoring system 
working on the wireless data transmission methods. RFID 
technology is viewed as an instrument for gathering information 
about the condition of particular products. Three main stages of 
system functioning have been singled out. At the first stage, the 
programming and product marking-up is carried on. 
Corresponding product conditions and the systems for their 
coding are defined. The performance principles of the product 
monitoring system are described.The second stage presupposes 
defining the mechanisms of reading the coding system from 
RFID tags. At the third stage, the information is gathered from 
the customers. For this, the authors suggest to integrate into the 
developed system an additional element – a web framework. For 
the developed system, the authors have constructed a simulation 
model of gathering information from the customers, and the 
adequacy of the model has been checked experimentally. The 
developed system enables gathering and processing information 
in the real time mode, and the decision-making process 
concerning product utilization depends on the input data. Thus, 
the authors suggest the possibility of applying the developed 
system for resolving global food waste and food shortage issues. 

Keywords— simulation model, web framework, automated 
information system, smart packaging. 

I. INTRODUCTION  
Within the recent twenty years packaging recycling and 

disposal have one of the most often discussed topics. 
Therefore, new packaging methods, packaging recycling 
technologies and ecological ways of packaging emerge [5]. 
However, the humanity has always been concerned about the 
problem of the rational use of natural resources, which has 
become a global issue, and requires a careful scientific 
discussion [8]. According to the research of the influential 
international organizations (The United Nations, FAO, and 
UNEP), food waste has become the world’s main source of 
the environmental pollution. Every year more than four billion 
tons of food products is produced by the food industries, one 
third of which turns into food waste (1.3 billion tons) [9]. 
Trying to resolve the problem at the global level, The UN 
developed a special “Save Food” program which aims at 
finding the e�ective ways of decreasing the level of food 
waste and food loss, the preservation and the rational use of 
the natural resources owned by the humanity, minimizing 
man’s destructive impact on nature. Global prevention of 
malnutrition and starvation has long ago become an urgent 
topic, which is being constantly discussed by many 
international organizations. These facts predetermined the 
urgency of the present article, the authors of which have 

developed a concept of the “smart packaging” providing the 
relevant conditions for preserving food products and 
preventing food wastage [6, 7]. One of the basic elements of 
developing the concept of “smart packaging” is the creation of 
the specific information gathering system. Below we will 
consider three main stages of’ developing such a system 
which include new technical solutions, as well as social and 
communicative aspects of processing information. 

II. MATERIALS AND METHODS 
At first stage, we will discuss the process of developing 

automated information system the using RFID technologies. 
It should be noted, that modern food manufacturing market is 
characterized by a strong tendency towards increasing food 
wastage. Food waste emerges even before food products reach 
the customers. The reasons for food losses and food waste are 
di�erent in di�erent corners of the globe. Food products 
manufacturing consists of a definite set of technological 
operations . This set presupposes some basic stages similar for 
all type of products. Food loss and wastage occur at all stages 
of the food supply chain. 

 

 
 

Fig.1.Sheme of “smart packaging” concept. 

If we compare the percentage ratio of the reasons for food 
loss and the emerging of food waste, research has shown that 
food loss constitutes 20 and 30 per cent at the stages of 
retailing and consuming correspondingly [7]. One of the 
possible ways to reduce global food loss and waste is to 
develop new automated systems for monitoring all the stages 
of food producing, manufacturing, retailing and consuming. 
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In the present paper, we suggest developing a new concept of 
“smart packaging” integrated into a RFID system that will be 
permanently processing the input data from the consumers 
Figure 1. RFID (Radio Frequency Identification) is a wireless 
control system using electromagnetic induction as the main 
method of communication tranmitting data transmission. It 
di�ers from other known wireless technologies such as Wi-
Fi, Bluetooth, 3G that are based on radio transmitters [1, 4, 
11]. Object identification is performed according to the unique 
digital code recorded on a special electronic tag (RFID-tag) 
and is later read from it with the help of special RFID-tag 
readers. Radio frequency tags are attached to the identified 
object enabling the product quality control and making 
product movement in space possible [4, 13]. Standard RFID 
System consists of the RFID-tag reader with an antenna, and 
RFID-tags with the corresponding information. RFID-tag 
reader, in its turn, consists of the transceiver and an antenna 
sending and receiving back a signal from the RFID-tag, a 
microprocessor for data checking and decoding, and memory 
for data storage [15, 16]. 

The work of the Automated information system consists 
in three main stages where at which particular operations are 
performed. The first stage of the Automated information 
system presupposes programming and marking the arrived 
consignment of the homogeneous products by the specific 
tags. At this stage each product item is marked by the RFID-
tag. The tag, in its turn, has the recordings of the three types 
of codes.  

The second stage of the automated information system 
consists in reading the information from the RFID-tag on the 
required period of time. 

The suggested identification method minimizes the time 
spent on checking products’ expiration dates. It also simplifies 
the accounting procedures. The retailing administrators 
acquire the possibility of examining the product’s condition 
just on time and modifying its further consumption procedure. 
Regardless of its obvious benefits, this method is only based 
on one-side control performed by the retailing administrators, 
whereas the consumer in not involved in the control procedure 
at all.  

The violation of the shelf life neighborhood conditions, 
ignoring temperature, humidity, and other important criteria 
influence on the quality and product’s expiry date. This will 
eventually lead to increasing the amount of food waste. Thus, 
we suggest involving the consumers to the process of the 
product’s quality control.  

This can be done using web frameworks for gathering 
information for the Automated Information Systems.  

At the third stage of AIS’s functioning, the system gathers 
information from the consumers. One of the e�ective ways of 
gathering data from the consumers is using web frameworks. 
All big retailing networks have their own websites, through 
which they provide the information for the consumers and do 
the online trading. Thus, information gathering can be done at 
the stage of storing the products within the retailing network, 
as well as at the stage of consumption in case of, in online 
trading.  

In case of defect detection, damaged products, or other 
product discrepancies, the consumer may fill-in a special web 
framework to report the product’s condition. Having visually 
examined the product in the trading room, the consumer may 

send the following types of information to the retailing 
administrator. Information about the product: 

• lack of product; 

• mechanically damaged goods; 

• contaminated goods;  

• the signs of product use;  

• the signs the spoiled product. 

Information abot product storage conditions: 

• violation of the commodity neighborhood rules;  

• violation of the storage conditions (temperature, 
humidity, direct sunlight);  

• lack of price tags. 

The retailing administrator may gather all the above-
mentioned types of information using a web framework. The 
main purpose of using web frameworks is sending the 
information from the user to the mainframe computer. As a 
rule, the result of the information exchange is the new HTML-
document generated by the mainframe for the user, based on 
the previously sent information [10, 17]. Web frameworks can 
be created using programming codes, Google forms, plugins 
[14, 2]. The user can fill in a web framework using websites 
or mobile applications. 

III. EXPERIMENT 
Developing a web framework and integrating it into the 

simulation model of AIS shown in Figure 2. 

 
Fig.2. The developed web framework for gathering information in the 

AIS. 

In order to specify the process of gathering information 
about the products, the authors of this paper have developed a 
simulation model of the process. Our simulation model 
defines the process of sending the information from the user 
(i.e. a consumer) to the retailing administrator. This model 
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makes it possible to prognose the behavior of the system as a 
whole. The suggested simulation model aims at simulating the 
process of visiting a store by the consumer, finding violations 
of product quality, and informing retailing administrators 
about them [12]. The construction of the model presupposes 
the following set of actions. Creating the plan of the trading 
room and virtual marking of the operation zones. Figure 3 
presents a 2-D model of the trading room plan. The dotted line 
highlights and marks six (1-6) zones where the consumer is 
supposed to stay and perform some preconditioned algorithm 
of actions. These zones correspond to the shelvings with 
goods.  

 
Fig.3. 2-D model of the trading room plan with the virtually marked 

zones. 

 

The plan also indicates consumer’s entrance and exit 
points. To make the model more realistic, we have added 3-D 
images of the cashiers at the exit, trading machines, and boxes 
with goods. 

Having monitored customers’ route schemes showing 
their movements between the zones of the suggested 
simulation model, we have clearly defined five route schemes 
of the customers and modelled five independent customer’s 
flows. 2-D model of the trading room plan is shown in Figure 
3. While analyzing the above presented simulation model, we 
have also designed customer’s behavior in the zones marked 
by the deviations in the product conditions. 

IV. RESULT AND DISCUSSION 

The presented research resulted in the development of the 
concept of an automated information system for gathering 
information. The developed simulation model is based on 
modern technical requirements, as well as it takes into 
consideration the existing patterns of customers’ social 
interactions. 

 Technical requirements include RFID-tags, RFID-tag 
readers, computer frameworks for processing and retrieving 
the input data, and some additional computer equipment for 
the system functioning. 

 While analyzing the specifications of the suggested 
simulation model, we have concluded that customer’s 
behavior may be simulated by two stages depending on the 
indicated deviations in the condition of the goods. The 
customer may perform two possible actions regarding the 
particular specifications within the zone of his location: 

1. The customer finds deviations in the product 
condition (changes in the storage conditions, signs of 
the spoiled products) and fills in the suggested web 
framework to inform the retailer about the 
deviations.  

2. The customer ignores the web framework and 
follows the indicated route scheme. In this case he 
stays in the particular zone for about 1 minute. 

The first option is, obviously, more desirable, since both 
sides – the customer and the retailer – will benefit from the 
indicated and reported deviations. Thus, another important 
aspect in developing our simulation model is finding the 
mechanisms of encouraging the customers to fill in the web 
framework.  

For this, we suggest to apply some specific communication 
strategies to facilitate the communication between the 
customer and the retailer via web framework. In modern 
sphere of Human-Computer  

Interaction, communication strategies predetermine the 
choice of language means to be represented in the web 
framework. The appropriate choice of the names of the fields 
will make web framework’s interface user-friendly. A well-
designed user-friendly interface will encourage the customer 
to inform the store administrators about the indicated 
problems.  

Communication strategy used in the web framework’s 
interface can be viewed as: 

• global strategy (i.e. being polite, being positive, 
being honest); 

• local strategy (i.e. greetings, request for the personal 
information, detailed description, appreciation of the 
customer’s help). 

 
All this has an important analytical and optimization 

potential for the development of “smart packaging” concept 
in order to essentially reduce food loss and food waste. In 
addition, the results of the application of the developed 
simulation model will make an important contribution into 
the creation of Decision Support Systems. 

CONCLUSIONS 
The article presents the analysis of a new information 

gathering system aimed at refining the concept of “smart 
packaging”. The authors suggest an innovative approach to 
understanding the concept of “smart packaging” as an integral 
unity of modern technical solutions and human social 
responsibilities.  

The paper highlights the possibility of using RFID 
technology of data transmission to support the performance of 
the information gathering system. The procedures of coding 
RFID tags and retrieving the received information are clearly 
defined and illustrated by the experimental data. The main 
benefit of the suggested simulation model is the possibility of 
using time ID-tags in monitoring product expiration date 
limits in the real-time mode. Just like any other information 
technology, the developed simulation model strongly depends 
on an appropriate input data.  

In this paper, we have suggested the mechanism of 
modeling automatic communication between the customer 
and information gathering system by means of using specific 
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communication strategies. Therefore, the authors suggest 
using web frameworks to gather the requested information 
directly from the customers in the real-time mode. This will 
help preventing modern retailing networks from unnecessary 
food loss and food waste, which is a very disturbing issue in 
modern world. The suggested simulation model for “smart 
packaging” will enable companies, countries, cities to predict 
and quantify the unnecessary food loss, as well as to develop 
relevant strategies to benefit from “smart packaging” 
technologies. 
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Abstract— The Fredkin gate is a reversible self-inverse 
logic gate that maintains parity, so it is widely used in DNA 
computing, low-power CMOS, quantum computing, and 
nanotechnology. The paper proposes a design of the multiple-
control Fredkin gate based on the model of a chain of atoms 
with nuclear spins one-half in a spinless semiconductor matrix. 
The allowed transitions realizing the gate operation for two π-
pulses are analyzed. The effect of frequency noise and 
decoherence on the fidelity of the multiple-control Fredkin gate 
are discussed. 

Keywords—quantum computing, multiple-control, Fredkin 
gate, Toffoli gate, fidelity 

I. INTRODUCTION 

Processing of quantum information due to significant 
advances in modern nanotechnology has recently been 
moving from a purely theoretical field to the field of 
practical use [1]. The IBM Q project [2], which allows a 
wide set of users to have cloud access to a 50-qubit quantum 
processor is a confirmation of this. At the same time, 
quantum computing, low-power CMOS devices, 
bioinformatics, and optical computing require both efficient 
algorithms and fault-tolerant basic logic elements. However, 
system noise significantly limits the range of elements that 
can be used for reliable computations. As was shown in [3], 
the use of reversible logic in digital circuits design leads to 
zero power dissipation. It is the reversible logic that allows 
us to come closer to solving these problems through the use 
of the universal reversible gates, in particular, the Toffoli and 
Fredkin gates [4]. Many different schemes have been 
proposed for their implementation on the basis of elementary 
one- and two-qubit controlled gates (NOT, CNOT, CV, CV+ 
etc.), whose quantum cost is taken to be unity [5-8]. 
However, the attempts to build reversible logic circuits, 
which is optimal in the number of primitives (quantum cost) 
continue. In particular, the quantum cost of the Toffoli and 
Fredkin gates is known to be 5 [7]. The three-qubit Toffoli 
gate consists of two control inputs, which are transmitted 
without changes to the output, and one information input 
signal, which is added by modulo two to the product of the 
control signals and appears at the output (Control-Control-
NOT). The Fredkin gate also has three input qubits, one of 
which is control and is transmitted to the output without 
changing. Two other input lines, depending on the size of the 
control qubit, can exchange information with each other or 
are transmitted to the output without changes (Control-
SWAP). Along with the functional completeness of the 
Fredkin gate, unlike the Toffoli gate, it maintains parity, that 

is, the sum by modulo two of the inputs signals is equal to 
the sum of the output signals, which is an important 
advantage. 

Despite a large number of methods [9] for the synthesis 
of reversible circuits, their practical implementation is 
significantly dependent on the quantum processor 
manufacturing technologies. Semiconductor quantum 
processors with a nuclear spin chain in a spinless matrix are a 
promising version of the NMR quantum computers, due to 
the large coherence times, relative simplicity in qubit 
manipulation, and the ability to scale [10,11]. In this case, 
the allowed atomic transitions are carried out under action of 
a sequence of the control pulses. Experimental 
implementation of the simplest three-qubit gates [12] showed 
that the number of pulses in such a sequence corresponds to 
the complexity of the corresponding computing device. In 
this case, the number of control pulses is a characteristic of 
the quantum cost of the circuit, and these quantities are not 
always consistent with each other. An important challenge in 
building a scalable quantum computer on the base of a spin 
qubits chain is an accuracy of the implementation of the 
reversible lossless quantum gates. In particular, it is an 
optimal choice of quantum elements of the reversible logic, 
both in terms of their physical implementation and functional 
versatility. In our opinion, such gates may be the multiple-
control Toffoli and Fredkin gates, which together with the 
one-qubit Hadamar gate form a universal basis [10]. In 
addition, these gates are important components of the 
quantum error correction schemes [13]. The correct practical 
implementation of the reversible quantum gates can also be 
estimated by the fidelity of the operations [14], which is 
caused by various technological factors (an inaccuracy in 
tuning of the magnetic fields in amplitude and frequency, the 
number of control pulses, the nature of the interaction 
between qubits), and decoherence, which, in particular, can 
lead to broadening of the system energy levels, etc. 

Recent advances in quantum computing show that 
machine learning can be a very fruitful field of application 
[18]. Since machine learning is usually reduced to a form of 
multivariable optimization, it can be effective for quantum 
computing. Quantum equipment designed for machine 
learning can become a reality much faster than a general-
purpose quantum computer. In this paper, we will focus on 
the issues of correct operation of quantum devices under 
noise conditions, associated with the actual operation of 
control devices. Obviously, for such high-precision systems, 
correct data processing is impossible without their proper 
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processing at the physical level. The main purpose of the 
paper is to study the effect of noise on the correct operation 
of the multiple-control Fredkin gate. We discuss the 
implementation of the multiple-control Fredkin gate in the 
model of a nuclear spin chain in a spin-less semiconductor 
matrix. Comparison of the number of the required 
transitions, which realizes correct operation of the gate, on 
the number of the control qubits is performed. 

II. SYSTEM SPECTRUM AND DYNAMICS 

First, let's define the reversible multiple-control Fredkin 
gate at the logical level. The sets of the multiple input signals 
are specified as C = {x1, x2, …, xN-2} and T = {xN-1, xN}, 
moreover С ∩ T = ∅. The Fredkin gate is mapped them onto 
their own, namely, the corresponding tuples of the input 
signals (x1, x2, …, xN-2) at the output remain unchanged, 
while the tuples (xN-1, xN) of the set T are mapped on the 
output in (xN-1, xN) if and only if (iff) the product of the input 
variables in C is unity, otherwise they also remain 
unchanged. The set C is called the set of control signals and 
the set T is the set of the target signals. Thus, the multiple-
control Fredkin gate implements the N × N bijective logic 
function. Such gates are called reversible because the 
bijectivity does not lead to the loss of the input information 
and therefore to the power dissipation [3]. 

As the physical model, we use the quantum-mechanical 
Ising model for a system of the N interacting nuclear spins 
one-half, which are linearly spaced along the x-axis and are 
under the action of a strong magnetic field directed along the 
z-axis and a control transverse radio-frequency (RF) field 
with a circular polarization in the (xOy) plane. The 
Hamiltonian of such system corresponding to the full energy 
operator can be written in the form: 

ŴĤĤ += 0 ,                               (1) 

where 
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We use the following notations in (1) – (3): z
kI  is the 

spin projection operator of the k-th nucleus on the z-axis; ωk 

= γB(xk) is the Larmore frequency; γ is the proton 
gyromagnetic ratio; J and J′ are the coupling constants 
between the nearest and second-nearest neighbors exchange 
interactions. The magnetic induction vector can be written as 
B = (bcosωt, –bsinωt, B(xk)); Ω = γb is the Rabi frequency 
corresponding to a circularly polarized transverse field with 
the amplitude b. The latter can be considered as а 
perturbation since it is much smaller than the static magnetic 
field B(xk) and can be used to control the direction of the 
spin. This process can be described by the ascent and descent 

operators  kkkI 10=+ and kkkI 01=−
 for the k-th spin 

[15]. The energy states of the (2N) spin system were found 
from the solution of the stationary Schrödinger equation on 

the basis of the nuclear spins eigenstates >− 0121...| iiiiN , 
which equal to 0 or 1 and represent the content of each digit, 
depending on the spin orientation of each qubit. The 
transitions between the obtained energy levels under the 
action of the external control field with the frequency ω, 
correspond to the operation algorithm of the logical element 
and can be described by the non-stationary, i.e. time-
dependent, Schrödinger equation: 
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(4) 

The complete wave function Ψ(t) is presented in the full 
basis >− 0121...| iiiiN . The technique of finding the numerical 
solution of (4) is described in detail in [15]. 

III. RESULTS AND DISCUSSION  

Implantation of the 31Р ions with ↑ and ↓ nuclear spins 
states into a spinless isotope-enriched 28Si semiconductor 
matrix revealed that such spin qubits have a record-breaking 
decoherence time exceeding 30 seconds, and fidelities of the 
single-qubit gates reach 99% [16]. This intriguing fact 
stipulates a modeling of more complex reversible fault-
tolerant multiple-control Fredkin gate on the base of the 
above mentioned simple model. In particular, the following 
parameters were selected: the Larmor frequencies of the 
qubits varied as ωk = 100·2k, (k = 0, 1, …, N-1). This is 
achieved by changing the magnitude of the magnetic field 
gradient B(xk) along the x-axis. The parameters of the 
exchange interaction J and J′ between the first and second 
neighbors were chosen to satisfy the condition of the 
selective excitation ( ω<<<< JΩ ). The energy diagram of 
the simulated system together with the allowed transitions 
realizing the four-qubit Fredkin gate is presented in Fig. 1. 
Here the first two qubits are control and the last two qubits 
are target.  

 

Fig. 1. Energy levels and allowed transitions for the four-qubit Fredkin gate 
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There are only two transitions that implement the four- 
qubit Fredkin gate, namely: 

15→14   and   14→15. 

However, according to the Pauli exclusion principle, such 
transitions are forbidden, so their implementation is possible 
through some intermediate levels. As can be seen from Fig. 
1, the following two-step transitions implemented under the 
action of two π-pulses of duration π/Ω are permitted when 
tuning the RF control magnetic field into the resonance: 

15 >1110| →16 >1111| →14 >1101| , 

15 >1110| →13 >1100| →14 >1101| , 

and 

14 >1101| →16 >1111| →15 >1110| ,  

14 >1101| →13 >1100| →15 >1110| . 

Increasing the number of control qubits does not change 
the number of the π-pulses which provide algorithmic gate 
transitions. This effect is also valid for the multiple-control 
Toffoli gate [17]. Along with pure digital states, the quantum 
Fredkin gate also implements transitions between 
superposition states. However, both the former and the latter 
are negatively affected by the frequency noise, due to an 
inaccurate tuning of the radio frequency pulse generator both 
in the frequency and in the phase. These factors will 
inevitably affect the gate fidelity. In particular, the fidelity 
value in optical systems of about 68% for the Fredkin gate 
has recently been experimentally achieved [10]. 

A. Effect of frequency noise  

Firstly, consider the negative effect of frequency noise on 
the correct operation of the multiple-control Fredkin gate, 
depending on the number of control signals. Such noise may 
be caused by an inaccuracy in tuning the frequency ω of the 
RF generator, which is different from the resonant frequency 
ωlm of the transition: 

ω = ωlm(1+η),                                 (5) 

where η is the frequency imbalance parameter. We can 
quantitatively describe the correctness of the Fredkin gate 
quantum algorithm using the fidelity, which we define as 

)()( 0 ttF ΨΨ= .                            (6) 

Here, Ψ(t) and Ψ0(t) are the proper wave functions obtained 
from the solution of the equation (4) at frequency ω and ωlm, 
respectively. In our interpretation, the value of |F|2 is the 
probability of correct operation of the gate. In Fig. 2 we 
present the fidelity as a function of the parameter η for the 
15→14 transition (15→16→14 and 15→13→14 two-step 
transitions) in the four-qubit Fredkin gate. For the digital 
states, the fidelity decreases sharply with increasing η (Fig. 
2), with the maximum imbalance corresponding to F = 0.9, 
which is independent of both the number of the control 
qubits of the Fredkin gate and the type of the transition (see 
Table 1). At the same time, the calculation for the uniformly 
filled superposition states with the probability 1/16 gives a 
much more complicated dependence F(η). In particular, the 
maximum value of the parameter η, which corresponds to 

the correct operation of the gate, significantly increases and 
depends on the type of the algorithmic transition (Fig. 2). 

 

  

TABLE I.  CORRECTNESS OF THE OPERATION OF THE GENERALIZED 
FREDKIN GATE WITH THE NUMBER OF QUBITS N  

 

Fig 2. Fidelity as a function of the relative error η for the 15→14 transition 
in the four-qubit Fredkin gate. Superposition states: magenta and red color 
curves; digital states: violet and blue color curves  

Another type of frequency noise is small periodic 
frequency oscillations over time that can be described as 

                                   ω=ωlmcos(δt),                               (7) 

where the parameter δ characterizes the time deviation of 
the frequency of the RF generator relative to the resonant 
frequency of the transition which implements the Fredkin 
gate. Analysis of the fidelity dependence for this type of 
noise on the correct operation of the gate makes it possible 
to state that, as in the previous case for the digital states, 
F(δ) decreases rather sharply with increasing of the 
parameter δ (Fig. 3) and does not depend on the type of the 
transition. For the superposition states, an increase in the 
possible values of the parameter δ for correct operation (F ≥ 
0.9) was found (Table 1). As follows from Table 1, an 
increase in the number of control qubits for the generalized 

N 

IMBALANCE OF THE RESONANCE 
FREQUENCY η, RELATIVE UNITS  

MODULATION  OF 
RESONANCE FREQUENCY δ, 
�Π MHZ 

DIGITAL  

STATES 

SUPERPOSITION 
STATES 

DIGITAL 
STATES 

SUPERPOSITI
ON STATES 

3 |η| ≤2.63.10-4 |η| ≤3.52.10-4 δ ≤5.68.10-4 δ ≤6.87.10-4 

4 |η| ≤2.65.10-4 |η| ≤3.54.10-4 δ ≤1.33.10-4 δ ≤1.79.10-4 

5 |η| ≤2.57.10-4 |η| ≤3.48.10-4 δ ≤6.78.10-5 δ ≤7.56.10-5 
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Fredkin gate leads to a decrease in the frequency imbalance 
parameter δ of the RF control field. From the obtained 
dependencies F(δ) and F(η) it is found, that the two-step 
transition 15→16→14 is preferable compared to the 
15→13→14 transition because it has higher values of the 
fidelity (see Fig 2, 3). 

In order to take into account an inaccuracy in tuning the 
frequency of the RF generator it is necessary to choose the 
optimal values of the imbalance parameters. In Fig. 4 we 
present the dependence of the imbalance parameter η on the 
dimensionless parameter ω0/J, which allows us to choose the 
best values of both the magnitude of the magnetic field and 
the parameter of the exchange interaction. The choice of the 
latter is determined by the physical properties of the impurity 
atom (qubit), the distance between qubits, etc. [17].  

 

 
Fig 3. Fidelity as a function of the parameter δ for the 15→14 transition in 
the four-qubit Fredkin gate. Superposition states: magenta and red color 
curves; digital states: violet and blue color curves  

 
Fig. 4. Dependence of the imbalance parameter η on the ratio ω0/J for the 
15→16→14 two-step transition in the four-qubit Fredkin gate. 1 –  
superposition states; 2 – digital states 

In particular, for the correct operation of the four-qubit 
Fredkin gate on pure digital states, the imbalance parameter  
η = 2.65⋅10-4 corresponds to ω0/J = 20, while for the 
superposition states η = 3.54⋅10-4 corresponds to ω0/J = 8. 
The value of ω0/J obtained for the four-qubit gate agrees 
with the estimates [14], where it is ∼ 23. 

B. Effect of decoherence  

Consider the effect of the decoherence phenomenon on 
the Fredkin gate operation. This phenomenon means that 
dissipative interaction of the qubits with an external 
environment leads to energy losses. As a result, being in any 
of the excited states, the system attempts to return to the state 
with the lowest energy, which corresponds to the logical 
zeros in all digits of the quantum register. Thus, information 
losses can occur already at the stage of recording the input 
data in the quantum register. We will describe the 
decoherence by broadening of the energy levels using the 
ratios: 

     ( ) .16...1,β,0 10 =−−=Γ=Γ − kEЕi kkk        (8) 

An imaginary unit with a negative sign characterizes the 
fact that, in the presence of a dissipative interaction with the 
environment the considered quantum bits system may be in 
any of the excited states over a finite period of time, and not 
for an indefinitely long time, as in the previous cases. A 
typical dependence of the probability of the correct operation 
of the Fredkin gate on the broadening parameter β is shown 
in Fig. 5. The probability of a correct answer is reduced to 

0.5 at ( ) 51065 −⋅÷≈β . In this case, the minimum distance 

between the levels of the system (Fig. 1) is Δν = 94.492 
MHz. If the broadening is thermal in nature then its critical 
values correspond to the temperature 

К1027.2105 75 −− ⋅=Δ⋅= khT ν .  

 

Fig 5. Fidelity as the function of the relative broadening parameter β 

In the quantum mechanical approximation at low 
temperatures, for example on the base of the Debye formula, 

we obtain that 01.1310254 351 =Δ⋅= −− kThT Dνπ K, where 

the Debye temperature is 645=DT K (for the silicon matrix 
according to [17]). As follows, the Fredkin gate can work 
correctly only at sufficiently low temperatures. 

IV. CONCLUSION 

In the present paper, we present the design of the 
multiple-control Fredkin gate in the model of a nuclear spin 
chain in a spin-less semiconductor matrix. The comparison 
of the number of the required transitions, which realizes the 
correct operation of the gate, on the number of the control 
qubits, is performed. The allowed transitions, which realize 
the gate operation for two π-pulses are determined. The 
analysis of the frequency noise associated with an inaccuracy 
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in tuning the RF field generator suggests that the two-step 
15→16→14 transition is preferable. 
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Abstract— The paper is devoted to the improvement of the 
mobile-based decision support system (DSS) based on the 
modified heuristic Smart method for Android platform for 
solving the multiple criteria decision-making (MCDM) 
problems in which the criteria’s estimates can be either 
quantitative or qualitative in nature and display the presence or 
absence of relevant characteristics. The three- layer 
architecture was used when developing this mobile-based DSS 
for reuse of code: presentation level, application level and data 
level. Changes were made in the decision-making subsystem at 
the application level. It was proposed the modified heuristic 
Smart method improvement to take into account the criteria 
whose estimates can be either quantitative or qualitative 
character and display the presence and absence of relevant 
characteristics. The implementation of the improved modified 
heuristic Smart method is described. The developed improved 
mobile decision support system was applied to the task of choice 
by the students the courses for their inclusion in the educational 
process. A criterion as the relevance of skills and knowledge that 
students will receive as a result of studying course was taken into 
account. It allowed students to receive support in the choice of 
courses offline, using mobile devices, at any convenient time, to 
include courses in the individual training plan. 
 

Keywords—decision support system, Smart, Android, the 
alternative, the criteria 

I. INTRODUCTION  
The task of choice arises in any human activity every day. 

During decision A person identifies and takes into account the 
various characteristics of the choices (alternatives). These 
characteristics of alternatives (criteria) can be quantitative and 
/ or qualitative in nature (good, bad, satisfactory). Also, the 
presence or absence of relevant characteristics can be taken 
into account, when solving the task of choice [1]. The models 
that describe the preferences of decision-makers are 
constructed when, the number of criteria by which 
alternatives are evaluated, are increased and when the 
estimates of the alternatives by these criteria are 
contradictory. The best choice is made, based on these 
models. The methods MAUT (Multi-Attribute Utility 
Theory), AHP (Analytic Hierarchy Process), Electre 
(ELimination Et Choix Traduisant la REalité), Topsis, 
PROMETHEE, VIKOR, ANP [2] are the most famous 
methods for constructing such models. These methods are 
used to solve the multiple criteria decision-making problems 
in various application areas. So  the problem of choosing 

mobile phones using the AHP and Topsis methods is solved 
in [3], the AHP, ELECTRE, and TOPSIS methods are used 
for evaluation of competitive ability of lighting equipment 
manufacturers in [4]. The method AHP is used for evaluation 
of competitive ability of lighting equipment manufacturers in 
[5]. In addition, these methods are used in many DSS, the 
main task of which is to support the decision- makers in 
solving the multiple criteria problems.  The problem creation 
of DSS, which based on the modified AHP method, is 
considered in [6]. The authors considered the task of creating 
a user interface. This interface can be implemented in 
different types of DSS, such as desktop DSS, Web-DSS, and 
mobile-based DSS later. The DSS of a certain type are used, 
depending of the tasks and the conditions in which the 
decision- makers solve them. The compactness of the mobile 
devices, the ability to support in decision-making at any time 
and offline were highlighted in [7], as the advantages of the 
mobile-based DSS. The mathematical methods on which the 
mobile-based DSS based should be non-resource-intensive. 
Thus, the development of mobile-based DSS based on a non-
resource-intensive mathematical method to take into account 
criteria which have quantitative and / or qualitative estimates 
and / or display the presence or absence of relevant 
characteristics is relevant. 

 

II. PROBLEM DESCRIPTION 

Set of m alternatives }{ iAA = , mi ,1=   and set of n 

criteria }{ jCC =  nj ,1= , which used to estimate 
alternatives are known when solving multiple criteria 
decision-making problems. Need to rank alternatives iA , 

mi ,1=   by use generalized weights of alternatives calculated 
on the set of criteria C  [8]. The construct the decision matrix, 
which contains estimates of alternatives by the criteria [2], is 
one of the steps in many mathematical methods of MCDM, 
which are used in DSS for solving the multiple criteria 
problems. Elements of the decision matrix are used to count 
the general estimation for each alternative. However, the use 
of these methods in DSS is limited if a qualitative estimates 
alternatives by criteria are used. There are two important 
problems during the comparison of alternatives: the 
qualitative nature of the criteria estimates; the criterion may 
reflect the presence or absence of relevant characteristics [1]. 
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One of the most important tasks of choice is the tasks 
related with obtaining higher education. As part of student-
centered learning [9], it is proposed to provide freedom to 
students to choose courses for increase the effectiveness of 
students' learning. In addition, it is important the choice of 
courses, which give to students knowledge and skills, that 
meeting employer's needs [10]. The problems of building 
mobile-based DSS are considered for choosing higher 
education studies [11].  

The problems of building mobile-based DSS on the 
Android platform based on the modified heuristic Smart 
method [12] was considered for solving multiple criteria 
problems in [7]. The calculations in this method are non-
resource-intensive. This mobile-based DSS was development 
using three levels architecture: presentation level, application 
level and data level. A decision-making subsystem based on 
the modified heuristic Smart method was development at the 
application level. In addition, this mobile-based DSS is 
invariant to the subject area.  

Thus, the aim of the work is to improve mobile-based 
DSS on the Android platform [7], namely, the decision-
making subsystem by improving the modified heuristic Smart 
method to take into account criteria estimates that are 
qualitative in nature and / or display the presence or absence 
of relevant characteristics. This will reduce the complexity of 
evaluating and comparisons so data type for the decision-
makers when solving multi-criteria problems which contain 
different data types.  

To accomplish the aim, the following tasks have been set: 
– to improve the modified heuristic Smart method to take 

into account criteria estimates that are qualitative in nature 
and / or display the presence or absence of relevant 
characteristics;  

– to perform the user interface change in mobile-based 
DSS on the Android platform; 

– to perform the decision-making subsystem change in 
mobile-based DSS on the Android platform; 

– to experimentally research of the improved mobile-
based DSS on the example of the task of choice by the 
students the courses for their inclusion in the educational 
process. 

 
III. SOLVING THE PROBLEM 

The algorithm of the modified heuristic Smart method 
[12], based of which the decision-making subsystem of 
mobile-based DSS was developed, included the following 
steps:  

Step 1: Construct the decision matrix X, the elements of 
which are numerical values, based on the introduced 
alternatives, criteria, and estimates of alternatives by the 
criteria.  

Step 2: Each the criterion is appointed weight, so that the 
most important is estimated at 100 points. 

Step 3: The weights of the criteria are normalized. 
Step 4: Select the action over the criteria - maximization 

or minimization. Depending on the selection, the elements of 
the decision matrix are normalized: 

– for criteria that are maximized (Equation 1)    
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Step 5: Determine the overall rating of each alternative.  
Step 6: Rank the preference order. 
The following improvement of the modified Smart 

method is proposed to take into account criteria estimates that 
are qualitative in nature and / or display the presence or 
absence of relevant characteristics. 

Step 1: Construct the decision matrix X, evaluating 
alternatives by the criteria. The criteria's estimates can be 
either quantitative or qualitative in nature and display the 
presence or absence of relevant characteristics. 

Step 2 and Step 3 do not change. 
Step 4 does not change for criteria's estimates that are 

qualitative.  
Step 5: The use of the E. Harrington's scale for evaluating 

criteria that are of a qualitative nature is proposed (Table I) 
[13]:  

TABLE I.  SCALE FOR MEASURING THE QUALITATIVE ESTIMATES 

The qualitative estimate E. Harrington’s scale 
 

very bad 0-0,19 
bad 

0,2 -  0,36 
satisfactory 

0,37 - 0,62 
good 

0,63 - 0,79 
excellent 

0,8 - 1 
 

The Harrington's scale is a multi-interval discrete verbal-
numerical scale that transforms linguistic estimates into 
quantitative ones in the range from 0 to 1. The Harrington's 
scale is universal and can be used to evaluate different quality 
indicators. 

The expert evaluation method's estimates are proposed to 
use for evaluating the criteria that reflect the presence or 
absence of relevant characteristics (Table II) [13]: 

  

TABLE II.  SCALE FOR MEASURING THE ESTIMATE «YES-NO» 

 
 
 
 
 
 
 
 
 
 
 
Step 6 and Step 7 do not change. 
Step 8: Rank the preference order. 

The estimate 
«yes-no» 

Numerical 
estimate  

yes 
(desirable) 

0,67 

no (not 
desirable) 

0,33 

yes (not 
desirable) 

0,33 

no 
(desirable) 

0,67 
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Thus, the improved modified Smart method allows you to 
process data that are quantitative or qualitative in nature, 
and also display the presence or absence of relevant 
characteristics. 

IV. DESCRIPTION OF INFORMATION SYSTEM 
Changes in the modified Smart heuristic method led to a 

change in the user interface of the mobile-based DSS, which 
consists of four windows that are displayed sequentially as a 
result of the user actions during the information processing 
(input, editing, deleting, and displaying the result). In the 
second window, the ability to select the nature of the input 
data (quantitative, qualitative, reflecting the presence or 
absence of relevant characteristics) is added (Fig. 1, a). In the 
third window, data depending on their type is entered. 
Qualitative data is entered using Seek Bar, which allows you 
to select ratings in the range from “very bad” to “excellent” 
(Fig. 1, b). Data, which display the presence or absence of 
relevant characteristics, is selected using Seek Bar (Fig. 1, c). 
The improved Smart method is implemented in the decision-
making subsystem; the entered data is received in it after 
clicking the “Get a solution” button in the third window. The 
calculation results are saved automatically in the database and 
displayed in the fourth window, from which it is possible to 
go to the first window to solve a new task or load previously 
solved tasks from the database for viewing or editing data. 

 

a)  b)   

c)  
Fig. 1. The user interface windows: a – the second window; b,c – the third 
window  

The following changes and additions have been made to the 
presentation level program code where the user interface is 
implemented.                                                                              

 
In the class Grid.java, which implements the second 

window  interface,  and  in  the  class  SecondActivityForDb
Item.java, which implements a user interface that allows 
editing data displayed from the database in the second 
window an implementation of the graphic elements for 
choosing the data type has been added: quantitative, 
qualitative and data, showing the presence or absence of 
relevant characteristics. 

 In the class Thirdactivity.java, which implements the 
third window interface, and in the class 
ThirdactivityForDbItem.java, which implements a user 
interface that allows editing data displayed from the database 
in the third window an implementation of graphic elements 
has been added to enter  qualitative data and data, showing 
the presence or absence of relevant characteristics.  

The class info_from_list.java, which implements the 
ability to make changes in evaluating alternatives by the 
criteria, if necessary, has been changed.  

 Program code class  Solve.java, which is implemented in 
the decision subsystem in mobile-based DSS on the Android 
platform, has been supplemented by the methods that allow 
to present the data entered in the third window using Seek Bar 
and Check Boxes as numerical data, and also take this data 
into account when obtaining a solution. 

V. EXPERIMENTAL RESEARCH OF THE APPLICATION OF 
DEVELOPED SYSTEM 

The task of choice by the students the courses for their 
inclusion in the educational process was considered. To solve 
this problem, it was necessary to determine the set of 
alternatives and criteria by which these alternatives were 
evaluated. Elective courses from the syllabus were seen as 
alternatives. Ten disciplines were considered, which we will 
designate as Ai, 10,1=i . Criteria were identified as a result of 
a survey of graduate students: Demand for knowledge. 
(criterion C1), Pithiness of course materials (criterion C2), 
Methodical level of material presentation (criterion C3), The 
quality of methodical support course (criterion C4), 
Relevance (criterion C5). The input data are presented in 
Table 3. 

TABLE III.  THE QUALITATIVE  ESTIMATES OF THE INPUT DATA 

Name 
of 

course 

C1 C2 C3 C4 C5 

A1 Satisfactory Satisfactory Good -  Good - Satisfacto
ry 

A2 Satisfactory 
- 

Good - Satisfactory Satisfactory 
– 

Satisfacto
ry 

A3 Satisfactory 
- 

Good Good Good - Satisfacto
ry - 

A4 Good Good + Satisfactory Excellent – Satisfacto
ry - 

A5 Satisfactory 
- 

Satisfactory 
+ 

Good Satisfactory 
- 

Satisfacto
ry 

A6 Satisfactory Good Good - Satisfactory 
– 

Satisfacto
ry 

A7 Satisfactory Satisfactory Satisfactory Satisfactory Satisfacto
ry 

A8 Satisfactory 
- 

Good Satisfactory 
+ 

Satisfactory 
– 

Satisfacto
ry 
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Name 
of 

course 

C1 C2 C3 C4 C5 

A9 Bad Satisfactory Satisfactory Excellent - Satisfacto
ry - 

A10 Good Good - Satisfactory 
+ 

Satisfactory 
– 

Satisfacto
ry 

 
 
The fourth window of the mobile-based DSS user 

interface, in which the results of the calculations are 
displayed, is shown in Figure 2. 

As a result of applying the proposed improved method 
Smart, we obtained the following ranking of courses:  

4A  10A  1A  6A  3A  7A  2A  5A  8A  9A . 
 

 
 

Fig. 2. The fourth window of the user interface 

Also, the integrated assessment method [14] was applied 
to solve this task of choice by the students the courses for 
their inclusion in the educational process. The input data were 
presented as quantitative estimates according to table 1. We 
designate these estimates by Рij, where i – the number of the 
criterion, j – the number of the alternative, and we write it in 
table 4.  

At the first stage, the experts determined the importance 
of the criteria by direct assessment on a 10-point scale. 20 
graduate students were as experts. Then, weights of the 
criteria were determined, for which the estimates mean values 
were calculated and normalized they. As a result, the 
following criteria weights were obtained: V1 = 0,213; V2 = 
0,187; V3 = 0,209; V4 = 0,184; V5 = 0,207. 

TABLE IV.  THE QUANTITATIVE  ESTIMATES OF THE INPUT DATA 

Name 
of 

course 

C1 C2 C3 C4 C5 

A1 0,56 0,5 0,644 0,63 0,56 

A2 0,44 0,63 0,475 0,37 0,455 

A3 0,4 0,66 0,63 0,63 0,395 

A4 0,68 0,75 0,495 0,7 0,42 

A5 0,43 0,63 0,5 0,36 0,428 

Name 
of 

course 

C1 C2 C3 C4 C5 

A6 0,52 0,73 0,63 0,37 0,45 

A7 0,42 0,65 0,5 0,5 0,459 

A8 0,41 0,63 0,5 0,37 0,468 

A9 0,26 0,515 0,343 0,8 0,41 

A10 0,68 0,645 0,5 0,3 0,459 

 
At the second stage, weights of the criteria, which reflect 

scatter, were determined. For this were calculated: 
– Average ratings for each criterion: 

                         
=

=
N

j
iji P

N
P

1

1 ,    Mi ,1=     ,                       (3)

 
where М – the number of the criterion, N  – the number 

of the alternative. 
– Scatter values on each criterion: 

                  
=

−
⋅

=
N

j
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i
i PP

PN
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– Sum of scatter values: 

     
=

=
M

i
iRR

1

, Mi ,1= .
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- Weights of the criteria, which reflect scatter: 

                           
R

R
Z i= , Mi ,1=

                                      

(6)

 

As a result, we received following values: Z1 = 0,37; Z2 = 
0,11; Z3 = 0,16; Z4 = 0,1, Z5 = 0,27. 

At the third stage, generalized weights of the criteria were 
determined. 

                        
2

ii
i

WV
W

+= , Mi ,1= .

                              

(7)

 

As a result, we received following values: W1 = 0,29; W2 
= 0,146;W3 = 0, 186; W4 = 0,13, W5 = 0,24. 

In the fourth stage, weighted scoring of alternatives were 
found (table 5): 
                  iijij WPE ⋅= ,     Mi ,1= , Nj ,1= .

                  

(8)

 
TABLE V.  WEIGHTED SCORING OF ALTERNATIVES 

 
At the fifth stage, complex object estimates (sums of 

weighted scoring) were found: 

                             
=

=
M

i
ijj EE

1

, Nj ,1= .

                     

(9)

 

Name of 
course 

А1 А2 А3 А4 А5 А6 А7 А8 А9 А10 

C1 0,16 0,13 0,1
2 

0,2
0 

0,1
3 

0,1
5 

0,1
2 

0,12 0,08 0,20 

C2 0,07 0,09 0,1
0 

0,1
1 

0,0
9 

0,1
1 

0,1
0 

0,09 0,08 0,09 

C3 0,12 0,09 0,1
2 

0,0
9 

0,0
9 

0,1
2 

0,0
9 

0,09 0,06 0,09 

C4 0,08 0,05 0,0
8 

0,0
9 

0,0
5 

0,0
5 

0,0
7 

0,05 0,11 0,04 

C5 0,13 0,11 0,0
9 

0,1
0 

0,1
0 

0,1
1 

0,1
1 

0,11 0,10 0,11 
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As a result, we received following values: Е1 = 0,576; Е2 
= 0,469; Е3 = 0,511; Е4 = 0,596; Е5 = 0,463, Е6 = 0,534; Е7 = 
0,489; Е8 = 0,468; Е9 = 0,421; Е10 = 0,538. 

We obtained the following ranking of courses by the 
integrated assessment method: 4A  1A  10A  6A  3A 

7A  2A  5A  8A  9A . 
Thus, as a result of the experiment, it was received that 

the course 4A  is the most recommended for study both by the 
improved modified Smart method, and by the integrated 
assessment method. The difference in ranking is only for 
alternatives А1 and А10. However, these alternatives are 
among the three best alternatives. Thus, mobile-based DSS 
on the Android platform which was improved by the 
improving the Smart method can be recommended for 
solving multi-criteria problems, in which criteria's estimates 
can be either quantitative or qualitative in nature and display 
the presence or absence of relevant characteristics. And, 
decision-makers can use this mobile-based DSS offline. 

 
VI. CONCLUSION 

 
In the work mobile-based DSS on the Android platform 

[7] was improved, namely the user interface and the decision-
making subsystem. The decision-making subsystem based on 
the improved modified Smart method which was 
implemented and made possible to take into account 
evaluations of criteria that are qualitative in nature and / or 
reflect the presence or absence of relevant characteristics. 
This mobile-based DSS was applied to solve the multi-
criteria problem of choice by the students the courses for their 
inclusion in the educational process.  

Thus, the decision-maker received a tool that reduces the 
complexity of evaluating and comparisons data that are 
qualitative in nature and / or reflect the presence or absence 
of relevant characteristics. This allows decision-makers to 
solve multi-criteria problems that contain different data 
types. Thus, the area of tasks, in which the decision-maker 
can use this mobile-based DSS, has been expanded. 
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Abstract—An important issue to produce the technological 
equipment, including packaging, is the improvement of 
production automation systems, which involves improving the 
control and guidance of industrial equipment, providing its self-
diagnosis. Technological equipment is used in many spheres of 
industry. Its malfunction leads to a significant decrease in the 
economic e�ciency of production. To eliminate material losses 
directly during the operation of the equipment, its proactive 
maintenance and repair should be carried out. To solve this 
problem, the methods of Big data analysis, artificial intelligence 
principles, digital technologies are applied more widely in the 
industry, that make it possible to create Digital Twin (Digital 
Twin) technological equipment and to use them for self-diagnose 
manufacturing systems. These Digital Twin model the internal 
processes, technical specifications and behavior of technological 
equipment under the conditions of influence of interference and 
the environment, that allows to perform data analysis to identify 
the sources of e�ciency loss. At the stage of operation, the 
Digital Twin model of the technological equipment can be used 
to provide feedback in order to adjust the diagnostics and 
forecasting of malfunctions and to increase the operating 
e�ciency of technological equipment. It is proposed the method 
of using digital models of the state of technological equipment, 
based on the measurement and comparison of the parameters 
that characterize the operability of the equipment, which 
contributes to the early detection of malfunctions and their 
elimination. 

Keywords — Digital twin, diagnosis, malfunction matrix, 
mathematical expectation, system analysis, additive evaluation 
indicators, parameter. 

I. INTRODUCTION  
The use of advanced information technologies at all levels 

of control allows us to proceed to the intellectualization of 
production systems. Any task, which has the unknown 
algorithm of a solution, can be attributed to the intellectual, 
which should be solved by means of applying of artificial 
intelligence. When solving intelligent tasks of the production, 
system operates without an exact algorithm for solving the 
problem. 

Adaptation algorithms are being created for work in 
external conditions that change over time. The first intelligent 
Systems of Automatic Control (SAC), combining the methods 
of traditional systems of automatic control and engineering 
knowledge, became Expert Systems (ES). The simplest 
intelligent SAC can, for example, consist of a simple SAC and 
a base of productive rules. They allow you to change the 
parameters of the functioning of the production system or its 
structure. 

Since during the formation of a control program, it is 
necessary to take into account possible production situations, 
then the intelligent subsystems of the SAC should compensate 

changing of the external conditions by making certain changes 
in the control algorithm to achieve the optimal characteristics 
of the technological complex functioning. Obviously, such a 
SAC should evaluate, above all, the external conditions in 
order to make the necessary changes in the algorithm of 
functioning. Therefore, intelligent SAC implements three 
control functions. 

• Identification of the system consists in getting of an 
instant assessment of quality of the process or 
functioning of the machine by identifying a certain 
quality index that can be compared with its specified 
value. 

• The decision is to find the direction of changing the 
control program in order to improve the quality of the 
process.  

• Adjustment involves a physical or mechanical change 
in the control of the machine. 

Functional scheme of the intelligent SAC is presented 
below. 

 
 

Fig. 1. Processes in Intellectual Technological Complex 

 
The allocation of the technological complex to the 

executive system, the control system and the intelligent 
system will enable to tie the tasks, which should be performed 
by the TC, with the tasks of the control system and the 
intellectual system. 

Recently, with the increasing use of artificial intelligence 
in the manufacturing systems, it has become possible to take 
production automation processes to significantly new level. It 
is the consolidation of integrated manufacturing systems with 
intelligent control systems has become the main feature of the 
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creation of modern intellectual manufacture, which has begun 
to develop in all spheres of industrial production. This 
development has been called by experts the fourth industrial 
revolution.  

Typical changes in modern packaging manufacture 
include, first of all, the intellectualization of control systems 
for technological equipment. The consequence of this change 
is also the appearance of Intelligent maintenance system. One 
of the advanced types of manufacturing equipment 
maintenance is proactive diagnosis model. It allows repairing 
not according to a prearranged plan, but when there is a need 
for it. It means not the elimination, but the prevention of the 
equipment failures by means of interactive evaluation of its 
technical state based on totality of data from the sensors and 
determining the optimal timing of repairing work. 

Proactive (predictive)service is applied in cases where the 
degree of mechanism use in the workflow is estimated as high, 
and its malfunction leads to the long idle time and significant 
loss of e�ciency. The e�ectiveness of proactive technical 
equipment service maintenance is achieved by means of: 

• collecting data on the technical state of the equipment 
and their pre-processing,  

• early detection of malfunctions, 

• forecasting the time of failure. 

For the practical implementation of intelligent 
maintenance, we use the Digital Twin concept of 
technological equipment, Big Data technology, which allow 
to predict the time of failure with high accuracy. The 
combination of these technologies in intelligent technological 
equipment makes it possible to realize modern advanced 
methods of technological service.  

Digital Twin is used at all stages of the product life cycle, 
including design, production, operation and utilization. 
Depending on the scale of operational modeling, the following 
levels of Digital Twin of manufacturing system are 
distinguished: 

• Digital twin of manufacturing system. – Digital twin 
of manufacturing line. 

• Digital twin of separate technological equipment of 
the manufacturing line. 

An important task of the operating model of the digital 
twin manufacturing system is to minimize the possible 
malfunctions of the technological equipment by the timely 
carrying out of its technical support and repair. To solve this 
problem, the information from sensors of a real operating 
device is used as input for the Digital twin.  

It allows to compare the information of the virtual sensors 
of the digital twin with the sensors of the real device, to detect 
anomalies and reasons of their occurrence.  

Due to the equipment of the various sensors, the data on 
its technical state could be collected continuously, during its 
operation. The timely detection of even small deviations of the 
operating parameters allows to take prompt measures to 
ensure the normal operation of the equipment by its technical 
support. 

Big Data technology (Big Data) allows to identify hidden 
patterns, that elude from limited human perception by the 
detection from data of previously unknown, non-trivial, 

practically useful experience, which are necessary for decision 
making. For this purpose, we use the special data processing 
methods, for example, the application of associative rules, 
classifications for categories, cluster analysis, regression 
analysis, detection and analysis of deviations, etc.  

The aim of the research is the development of the digital 
twin principles of technological systems, methods of big data 
for creation of conditions for their predictive (proactive) 
technical support. 

II. MATERIALS AND METHODS 
As the experience of operating technological systems of 

di�erent manufactures shows, one of the most significant 
disadvantages is the low e�ciency of the main equipment[4, 
5]. The key influence on the indication of this equipment is 
carried out either by idle time because of organizational and 
technical reasons, or by idle time due to the adjustment caused 
by the seasonality of the technological lines use in processing 
and packaging production[9, 12].  

Almost always the operation of the manufacturing system 
is accompanied by the constant need to reduce its operating 
costs. The modern way to solve this problem is to create 
intelligent manufacturing system based on the applying of 
advanced information technology to optimize operating costs 
[2, 6, 16].  

Summarizing the arguments of many researchers [3, 7, 
10], we can confirm that the intelligent manufacturing system 
adapts to work in external conditions that change over time, 
basing on the appropriate adaptation algorithm. The basis for 
making management decisions to optimize operating costs for 
the technical support of intelligent technological systems is to 
create and apply digital models that describe the state of the 
manufacturing system [1, 18].  

So, recently, there are two key sources for improving the 
e�ciency of integrated intelligent manufacturing systems: 

• High flexibility of production that allows e�cient use 
of the equipment all year round, and is based on a 
su�ciently developed concept of flexible 
manufacturing systems (FMS), which allow within the 
technological capabilities of the integrated machines to 
produce a wide range of products at a cost close to cost 
of mass production [5, 9, 14].  

• Complex automation of technological systems, when 
the transition from e�ciency improvement at each 
stage of production separately to optimization of the 
manufacturing process as a whole is made. Here with 
it is monitored the use of planning and scheduling 
functions of technological equipment loading, its 
control and diagnosis of its state to provide the 
proactive technical support. [13].  

The applying of the intelligent systems of control, the 
increasing quantity of feedbacks in the technological 
equipment, help to increase the machine processes control and 
to give the independence in their functioning. [9, 18]. 

To form a technical support program for a technological 
system, it is necessary to consider possible manufacturing 
situations by making certain changes to the control algorithm 
[2, 18]. Obviously, first of all, we need to evaluate the external 
conditions to make necessary changes in the algorithm of 
technical support and to be provided with a digital model that 
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describes the technological system state in the given time 
intervals. [1]. 

The e�ciency of such use of digital models for forming of 
the technical support program for a technological system, 
despite the possibility of manufacture analyzing and 
identifying the necessary reasons for correction, has the 
disadvantage. Since the equipment is being operated day and 
night at many manufacturing facilities, its unexpected 
stoppage can can cause the considerable losses. [1, 8]. To 
prevent this problem, we have developed a mathematical 
model to determine the controlled parameters and features that 
describe the functioning of the technological automated 
machine, which allows to determine the current state of the 
machine and to predict the necessary preventive maintenance 
actions.  

The manufacturing system digital model is based on 
collecting data on the time duration the equipment is in 
di�erent states. Information about the technological 
equipment stay in the state of idle time is obtained based on 
the analysis of the functioning and idle time of the 
technological equipment, which is placed in the standard 
equipment malfunctions and idle time log, carried out at each 
modern enterprise. 

 Ranking of the malfunction and idle time reasons in units 
of time, for example, in minutes, for the collectivity aggregate 
of the manufacturing system over a long observation time is 
performed by digital data processing. To solve the problem (to 
improve the manufacturing system) - means to eliminate the 
reasons that lead to a decrease of its e�ciency. Obviously, 
there are many such reasons, and eliminating each of them is 
a very di�cult and expensive.  

Therefore, to identify the parameters that most a�ect the 
unsatisfactory index of the target property of the system, we 
use a method of data aggregation, known from system 
analysis. While creating collective objects of analysis, you can 
determine the e�ciency of the equipment as a fraction of the 
useful time of its operation. Namely, the improvement and 
stabilization of these generic technical equipment parameters 
should be focused on during the following technical support 
planning steps. Such aggregate parameters (collective) are 
often found among the target properties of the system. 

 The logic of system analysis involves identifying the most 
significant reasons that lead to the problem and concentrating 
e�ort on them. 

 To determine the probability of diagnoses by Bayes 
method it is necessary to make a diagnostic matrix, which is 
formed on the basis of previous statistical material. This table 
shows the probabilities of the categories of characteristics and 
their corresponding probabilities of predicted diagnoses for 
di�erent combinations of characteristics. The size of the 
studied values is determined by the number of possible 
(potential) characteristic failures and malfunctions.  

Ideally, to fill this matrix, it is necessary to keep a 
continuous record of the technical state of the equipment 
during the passing of each regular technical support with the 
fixing of the state of its systems and mechanisms. 

The term ”technical diagnosis” means recognition of the 
control object state in the conditions of incomplete 
information [5, 15]. In this case, it is assumed that the most 
known are those states that are often met. From the definition 
it follows that the primary choice is a set of states, which is 

very large for a complex object. Diagnosis, as a rule, should 
answer the question: 

• What is the malfunction? 

•  What item of equipment has a malfunction? 

•  What is the prognosis for further course of the 
process? 

• What is the e�ect of the malfunction on the control 
object characteristics and the quality of the 
technological process? 

We select five main machine states and three main 
diagnostic characteristics (parameters) of various 
malfunctions: 

• malfunctions in the system of laminate supply – state 
D1; 

• malfunctions in the system of cork supply – state D2; 

•  malfunctions in the system of supply and dosage of 
paste – a product – state D3; 

•  malfunctions in the system of welding mechanisms – 
state D4;  

• machine state in working order – D0. 

We accept that the basis for the proactive maintenance of 
the machine is the extreme(critical) state of the machine due 
to the productivity, product quality, material consumption. As 
a diagnostic characteristic we choose the intensity of change 
of these indicators.  

As it is known, they reflect the dynamic characteristics of 
the machine and depend on its technical state. Each 
characteristic has three levels of state: good, satisfactory, and 
unsatisfactory, corresponding to a system malfunction: 

• the intensity of time and e�ciency changes – k1; 

•  the intensity of quality product change – k2;  

• the intensity of material consumption change – k3. 

The range of index changes from good to unsatisfactory is 
determined by the corresponding values of these indexes for 
prolonged operation of the machine. These data must be 
obtained in the manufacturing environment and they serve to 
determine the frame conditions in diagnosis of the state of the 
machine and to determine the moments of predictive technical 
support and repair. 

III. EXPERIMENT 
The development of a digital model of the technological 

line was done in AnyLogic.  

AnyLogic simulation environment is based on an object-
oriented concept and has a number of benefits. Some of them 
are the existence of all modeling paradigms (high choice 
flexibility of approach); the possibility of choosing between 
paradigms or applying an integrated approach; it has all the 
properties necessary for the development of simulation 
models [11].  

AnyLogic environment is developed in a universal Java 
programming language, which allows it not to depend on the 
type of operating system. Simulation modeling consists of two 
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major stages: the creation of a model and the analysis of the 
data obtained with the help of a decision model.  

The elements of the system, their relationships, parameters 
and variables, as well as their relationships and the laws of 
their changes, must be expressed by means of the simulation 
environment, that is, in this environment, variables and 
parameters of the model must be defined, procedures for 
calculating the variables’ changes and model characteristics in 
time are constructed .  

First of all, you need to define the input parameters for the 
simulation model. The input parameters of the model are: 

•  type of product; 
•  speed of the conveyor; 
•  parameters of packing machines (weight of packed 

products); 
•  breakage of conveyors. 

This model will be done in a discrete-event abstraction. 

IV. RESULT AND DISCUSSION 
The created digital model reflects the operation of the 

manufacturing line in perfect conditions with 100 % 
e�ciency. The model, created in a simulation environment. 

The authors created the action part of operation of the 
multi-position packing machine, which includes the following 
modules: 

• Laminate supply System (FFS).  
• Welding system (WS).  
• System of supply and dosage of product (DS).  
• Cork supply system (CS).  
• Welding system (WS1). 
• Conveyor System ( conveyorn). 

  To reflect the adequate functioning of the 
technological system under the conditions of malfunctions of 
its constituent elements, a block for its technical support in 
case of malfunctions was introduced.  

 The created model in the further researches gives an 
opportunity to predict the characteristics of malfunctions, and 
to optimize the process of under other operating conditions, 
the normal state of the machine (state D0) is characterized by 
other values of the diagnostic characteristics k1, k2, k3,  which 
can be determined statistically. A significant reduction in 
experimental studies is achieved with a help of a simulation 
model. 

CONCLUSIONS 
For manufacturers of modern technological equipment, it 

becomes clear that to increase the production e�ciency 
requires more functional, flexible and productive machines 
that are connected to the information network of the 
enterprise.  

To achieve this, in recent years, more and more enterprises 
in the area of manufacturers of packing equipment are 
expanding production automation systems, which already 
provide for improving not only the control and operation of 
industrial equipment, but also the introduction of methods of 
its self-diagnosis and predictive (proactive) technical support.  

For this purpose, a number of solutions have already been 
developed, based on the applying of digital duplicates of 

technological systems of machine-building, packing and other 
manufactures based on the use of methods of big data analysis.  

Considering that digital twin technologies enable for 
product manufacturers to make proactive decisions based on 
big data, e�ciency in the applying of industrial equipment is 
achieved. The areas of the highest growth in the digital twin 
apply are high-productive manufactures, which include the 
machine-building, packaging, pharmacological and food 
industries.  

Obviously, to solve the problems of industrial equipment 
e�ciency increasing by using the digital twin principles of 
technological systems, methods of big data for creation of 
conditions for their predictive (proactive) technical support is 
an actual scientific and practical task. 
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Abstract—Novelty is an inherent part of innovations and
discoveries. Such processes may be considered as an appearance
of new ideas or as an emergence of atypical connections between
the existing ones. The importance of such connections hints for
investigation of innovations through network or graph repre-
sentation in the space of ideas. In such representation, a graph
node corresponds to the relevant concept (idea), whereas an edge
between two nodes means that the corresponding concepts have
been used in a common context. In this study we address the
question about a possibility to identify the edges between existing
concepts where the innovations may emerge. To this end, we
use a well-documented scientific knowledge landscape of 1.2M
arXiv.org manuscripts dated starting from April 2007 and until
September 2019. We extract relevant concepts for them using the
ScienceWISE.info platform. Combining approaches developed in
complex networks science and graph embedding, we discuss
the predictability of edges (links) on the scientific knowledge
landscape where the innovations may appear.

Index Terms—complex networks, embedding, concept network,
arXiv

I. INTRODUCTION

An idea of scientific analysis of science is not new. It is at
least as old as the science itself, see, e. g. [1] and references
therein. Contemporary studies in this domain share a common
specific feature: besides traditional philosophical and cultur-
ological context, such analysis attains quantitative character.
The questions of interest cover a wide spectrum, ranging from
fundamental, such as: what is the structure of science? How do
its constituents interact? How does knowledge propagate? [2]–
[4] to entirely practical ones: which fields of science deserve
financial investments or how to rate scientists in a particular
domain? [5]–[7]. All these and many more questions constitute
a subject of a science of science or logology [8].

The problem we consider in this paper concerns an emer-
gence of new scientific knowledge or the so-called scientific
innovation. Quantitative investigation and modeling of inno-
vations are not straightforward. On the one hand, one may
think of innovation as an emergence of a new idea, see, e.
g. [9]. Another approach considers innovation as an atypical
combination of existing ideas, see, e. g. [10]. The goal of our
work is to suggest a way to quantify analysis of scientific
innovations emergence and to propose an approach to identify
edges on the graph of knowledge where innovations may
emerge. We believe that such analysis, if successful, is useful
both from the fundamental point of view, explaining properties
of knowledge formation, as well as is of practical relevance,
helping to detect innovation-rich fields.

To reach this goal, we will analyze a body of scientific
publications taking an arXiv repository of research papers
[11] and studying its dynamics with a span of time. We will
use a specially tailored software, ScienceWISE.info platform
[12], to extract a set of concepts from all publications on
an annual basis. These are the properties of this set of
concepts that will serve us as a proxy of structural features and
dynamics of human knowledge. In particular, we will use com-
plex network theory [13]–[16] to track intrinsic connections
between concepts that are contained in different papers. Using
several completing each other approaches we will construct a
complex network of concepts (as a proxy of a complex net-
work of knowledge) and we will calculate its main topological
characteristics, paying particular attention to the emergence of
new links between existing concepts. These last may serve as
a signal about an emergence of atypical combinations between
existing ideas, i. e. about scientific innovations. We will refine
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our analysis by exploiting embedding technique [17], [18] to
quantify a proximity measure between different concepts and
in this way, we will establish a solid and falsifiable procedure
to quantify an emergence of possible scientific innovations in
certain fields of science.

The rest of the paper is organized as follows. In the next
Section II we describe the dataset used in the analysis, the
data is presented in complex network form and analysed in
Section III. In Section IV we introduce the concept embedding
technique and study dynamics of link appearance. The results
are summarized in the last Section V.

II. DATASET

We use the E-repository of preprints arXiv.org [11] as
a source of data: at the moment of writing this paper, there
are about 1.6M full-text accesible manuscripts uploaded to the
arXiv. It makes them an optimal source to extract scientific
ideas/concepts. The arXiv covers a variety of scientific fields
such as physics, mathematics, computer science, quantitative
biology, quantitative finance, statistics, electrical engineering
and systems science, and economics. The average daily upload
rate is 400 ≈ 12.5K new manuscripts per month (every next
year there are ≈ 5000 more articles than the previous one,
starting from 1991). Each paper submitted to the arXiv
contains, besides the full-text, different metadata such as
authors, subject category (categories), journal reference, DOI
if any, submissions history with dates, etc. For the purpose of
our study, we need to extract specific words or combination
of words that carry a specific scientific meaning (concepts)
from each manuscript. The set of concepts to some extent
represent the content of the paper, both with respect to the
subject of research and methods applied. To this end, we will
use a ScienceWISE.info platform, specially tailored for such
tasks.

The ScienceWISE.info platform [12], [19] has been built to
support the daily activities of research scientists. The goal of
the platform is to “understand” the interests of its users and
to recommend them relevant newly submitted manuscripts.
For this purpose, arXiv serves as one of the data source
of new submissions. In order to understand the research
interests of the users, the platform extracts scientific concepts
from the texts of the manuscripts and compares the concept
vector of the manuscript and the corresponding concept vector
of the user’s research interest. Concept extraction approach
implemented into this platform has two phases: i) automatic
key phrase (concept candidate) extraction and ii) [optional]
crowd-sourced validations of scientific concepts. During the
first phase, each manuscript is scanned by the KPEX algorithm
[20]. The algorithm extracts key phrases from the text of the
manuscript, and these key phrases serve as concept candidates.
Then, during the second step, the concept candidates are
reviewed by the registered users of the platform who are
permitted to validate the concepts. The described procedure
arrived at approximately 20,000 concepts as of the date when
this paper was written. About 500 of them have been marked

as generic concepts assuming their generic meaning (the ones
like Energy, Mass or Temperature).

Navigating over ScienceWISE.info platform at the end of
September of 2019, we accessed a collection with near 1.2M
arXiv manuscripts with metadata and concepts list for each
one (from April of 2007 till September of 2019). As data is
publicly available (anyone with access to the internet could
get it), we scraped it to storage on our side with a convenient
structure for further manipulations. A detailed data parsing
approach could be found at a GitHub repository [21]. For each
manuscript, a set of concepts found within its text has been
recorded. The total number of unique extracted concepts is
19,446 and the number of concepts per manuscript varies in
range 0 – 1164. A similar dataset (it can be considered as
a small subset of the described above) of 36386 articles in
Physics domain have been previously investigated in [22]–
[24]. Once the dataset is downloaded and prepared for the
analysis, the first step of our investigation is to analyze the
topological properties of the resulting concept network using
the tools of Complex network theory as descibed in the next
Section III.

III. CONCEPT NETWORKS AND THEIR TOPOLOGICAL
FEATURES

The above described dataset may be naturally represented
as a bipartite network, details of network construction are
shown in Fig. 1. Our further analysis is based on a single-
mode projection of this network to the concept space, Fig.
1 d. We will call the resulting network a concept network.
There, a link between two nodes means that the corresponding
concepts have appeared together in the lists of concepts for at
least one manuscript.

To proceed with the analysis, we will consider two slices
of data: the manuscripts submitted during the years 2013
and 2015. This will allow us, in particular, to compare some
properties of a concept network as they evolve in time.
The first subset (the year 2013) network consists of 16,229
nodes, whereas for the year 2015 we arrived at 16,660 nodes.
We will refer to these networks as g-2013 and g-2015,
correspondingly. These networks share 15,431 concept-nodes
in common.

To take into account link strength, we will implement
two filtering procedures that keep only significant links in
a network. Within the first procedure, we assign a weight
wij to the link between sites i and j such that it equals the
number of manuscripts in the dataset that contains concepts
i and j simultaneously. Then the simplest way to filter out
insignificant links is to consider the hard threshold on the link
weight. Below we will consider threshold value ω = 10 and
keep the links for which wij > ω. In our case, approximately
16.5% of total links remain after such filtering. If such
procedure removes all links from a node, the node is removed
too, so there are no isolated nodes in the network. We will
refer to the resulting networks as w-2013 and w-2015, for
the corresponding years.
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Fig. 1. Illustration of the dataset and three network representations constructed
from it. Squared nodes represent manuscripts and circles represent concepts.
Panel a illustrates a dataset of four manuscripts and the concepts identified
within each of them. Panel b is a bipartite network representation of the
dataset. Panels c and d illustrate single-mode projections of the bipartite
network to the manuscript and concept spaces, correspondingly. Connections
between nodes represent how many concepts has a given pair of manuscripts
in common (panel c) or how many manuscripts shared a given pair of concepts
(panel d).

A more sophisticated approach for filtering insignificant
links is to consider the disparity filter proposed in Ref. [25].
The key idea of the method is to calculate the probability αij

that a given link is as strong or even stronger as observed in
a random setting. This probability, known as p-value reads

αij = 1− (ki − 1)

∫ pij

0

(1− x)ki−2dx (1)

where ki is degree (i.e. the number of links) of the i-th node,
and pij = wij/(

∑
j wij) is the normalized link weight. Then

one may set a threshold for p-value, and only the links with
small enough p-value are kept, meaning that a random process
can not arrive at a link with such weight. In our analysis we
set a threshold for p-value ρ = 0.1, and keep a link between
i and j if αij < ρ or αji < ρ, i. e. if it is significant from
at least one node standpoint. As a result of such procedure,
approximately 85% of links are removed as insignificant. The
resulting concept networks for the corresponding years will be
referred to as d-2013 and d-2015.

With the networks at hand, it is straightforward to compare
them measuring standard indices that quantify their different
features. In Table I we report some values obtained by us,
a more comprehensive comparison can be found in Ref.
[26]. There, besides the number of network nodes N and
links L and mean and maximal node degrees 〈k〉, kmax,
we provide the values, that characterize network size (mean
and maximal shortest path lengths l, lmax measured as a
shortest number of steps between two different nodes) and
correlations in network structure. To quantify correlations, we
measured mean clustering coefficient 〈c〉, global transitivity

C and assortativity r. The clustering coefficient ci of node
i describes the level of connectivity among its neighbours:
ci =

2mi

ki(ki−1) where mi is the number of existing connections
among ki neighbouring nodes. Therefore, the mean value 〈c〉
of ci, averaged over all nodes in the network, characterizes
the local density of neighborhood links in the entire network.
Instead of calculating the average value of local measurements,
global transitivity C is defined as a ratio between the total
number of connected triplets in the network and the number
of all possible triangles. In turn, assortativity r is defined as
Pearson correlation coefficient between node degrees on both
ends over existing link [13], [14], [27].

Our analysis of the topology of the concept network indi-
cates that observed concept networks are heterogeneous graphs
that obey internal clustering (community structure) and hier-
archical organization. These properties of a concept network
are independent of the subset of data used (constructed from
2013 and 2015 year data). These features, however, are more
pronounced once weak links have been removed. As it follows
from the comparison of data obtained for different years and
via different procedures of relevant link determination, cf.
Table I, complex networks under consideration attain a range
of universal features that do not change with time and charac-
terize the system of concepts as a whole. In particular, they are
the small world networks [13], [14], [27]–[30] characterized
by a small size (mean shortest path and maximal shortest path
values) and large value of clustering coefficient. The last also
brings about the presence of strong correlations. Moreover,
an essential difference between the clustering coefficient and
global transitivity serves as evidence of possible community
structure. In turn, the negative value of assortativity suggests
that they are disassortative networks where a group of central
nodes (hubs) serves as common attraction points for nodes
with lower degree values.

IV. SCIENTIFIC INNOVATIONS AND CONCEPT EMBEDDING

In this section, we investigate the possibility to detect in
advance fields where scientific innovations may emerge. In
particular, we are interested in the questions of the prediction
power of concept embedding.

Investigation of scientific innovation emergence is not
straightforward. The simplification adopted in frames of this
paper considers innovations as the appearance of a new
statistically significant link between nodes that previously were
not linked to each other. In this way, the emergence of such
a link is treated as a novelty introduced into the graph of
scientific concepts.

We proceed by considering a network of scientific concepts
built upon manuscripts submitted to arXiv during the year
2013. Let us consider a pair of concepts i and j. In terms
of link existence, these concepts may be either connected by
a link or disconnected, meaning no link between i and j.
The fraction of pairs connected by links equals to the density
of links, ρ = 2L/N(N − 1), in the corresponding concept
network. For a g-2013 network it has a value ρ = 8.46%,
see Table I. Some of the links that carry low weight may be
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TABLE I
AGGREGATED CHARACTERISTICS OF CONCEPTS NETWORKS. N , L: NUMBER OF NODES AND LINKS; ρ = 2L/N(N − 1): DENSITY OF LINKS; 〈k〉, kmax :

MEAN AND MAXIMAL NODE DEGREE; l, lmax : MEAN AND MAXIMAL SHORTEST PATH LENGTHS; 〈c〉: MEAN CLUSTERING COEFFICIENT; C : GLOBAL
TRANSITIVITY; r: ASSORTATIVITY. SEE THE TEXT FOR MORE DESCRIPTION.

network N L,×106 ρ,% 〈k〉 kmax l lmax 〈c〉 C r
g-2013 16,229 11.1 8.46 1,373 15,345 1.92 3 0.77 0.37 -0.324
g-2015 16,660 12.7 9.12 1,520 15,935 1.91 4 0.77 0.38 -0.325
w-2013 9,999 1.8 3.69 369 8,856 2.00 4 0.89 0.28 -0.390
w-2015 10,770 2.2 3.84 414 9,661 2.00 4 0.89 0.28 -0.382
d-2013 13,358 1.6 1.84 246 11,665 2.01 4 0.90 0.14 -0.375
d-2015 13,969 1.9 1.92 268 12,367 2.00 5 0.89 0.14 -0.368

considered as spurious links rather than statistically significant,
meaning that they could arise as a result of noise rather than
a real coupling between the corresponding concepts. In this
paper, we consider two alternative ways to filter out such
spurious links: i) naive filtering by setting up a link weight
threshold and ii) disparity filtering that employs statistical
significance testing, as explained in Section III.

With the thresholds set above (ω = 10 and ρ = 0.1),
majority of the concept pairs (out of about 130M potential
connections) are either disconnected or are connected by spu-
rious links. Namely, 98.6% of concept pairs out of all possible
N(N − 1)/2 pairs are disconnected or connected by weak
links (ωij ≤ ω, referred below as weak/missing links)
and 98.8% of pairs are either disconnected or connected by
a statistically insignificant links (αij ≥ ρ, referred below as
statistically insignificant links).

Some of these pairs may become connected in the future by
strong or statistically significant connections. The emergence
of such connections is referred in this paper as scientific
innovations. Our analysis indicates that only 564,330 pairs
(0.43%) became strongly connected (wij > 10) in 2015
out of 129,837,653 weakly connected/disconnected pairs in
2013. Disparity filter arrives at a similar picture. Only 475,788
pairs (0.37%) became statistically significant in 2015 out
of 130,039,148 insignificant/disconnected pairs in 2013. To
conclude, less than 0.5% of weak/missing links or
statistically insignificant links between concepts in
2013 became strong/significant in the year 2015.

Thus the questions of our interest are related to forecasting
the pairs where such innovations may emerge given the
number (fraction) of such connections is known. In particular,
we are interested in the power of concept embedding technique
[17], [18] to distinguish between the pairs of concepts that will
become connected vs the pairs that will stay disconnected
in the future. The key assumptions are that i) concepts that
appear in a similar context will have close enough vectors in
embedded space and ii) that the concepts that carry similar
content are more likely to become connected in the future.

For this reason we use concept co-occurrence matrix for
year 2013 and embedded each concept vector in 100 di-
mensional space using PyTorch-BigGraph [18]. The whole
detailed pipeline we used for described graphs and embeddings
formulation can be found at the GitHub repository [21]. As a
result, each concept i becomes associated with a vector ~vi

in the embedded space. The similarity sij between a pair
of concepts i and j is then calculated as a cosine similarity
between the corresponding vectors ~vi and ~vj .

Once similarities sij between concept vectors in embed-
ded space have been calculated for each pair of concepts
i and j, we divide all pairs of concepts into two groups:
i) Strong embedding similarity group and ii)
Weak embedding similarity group. To distribute
pairs of nodes/concepts among the groups, we put an ar-
bitrarily selected threshold of ζ = 0.6. The pairs of con-
cepts for which embedding similarity sij ≤ ζ are as-
signed to Weak embedding similarity group, for
convenience, we will refer to the corresponding pairs as
dissimilar concepts. Instead, if the embedding sim-
ilarity between concepts i and j, sij > ζ, the corresponding
pair is assigned to a Strong embedding similarity
group and will be referred below as similar concepts.
We expect that the selection of the other value of ζ threshold
will not change the qualitative results of our analysis. Espe-
cially, because pairs on both extremes of embedding similarity
will eventually be assigned to different groups.

The results of our analysis indicate significant differences
in the allocation of pairs of concepts among embedding
similarity groups for weakly and strongly connected pairs of
nodes in the network. While only 1.2% of weak/missing
links in g-2013 falls into similar concepts group,
this fraction is much higher for strong links, reaching
22.8%. Similar results have been observed if one uses a
disparity filter instead of link weight threshold filter. Thus, we
expect that the grouping of pairs of nodes using embedding
similarity improves predictions of the pairs of concepts where
statistically significant links will be established in the future.

With the data about the concept network for the year 2013
at hand, let us now consider the network of scientific concepts
constructed from manuscripts submitted to arXiv during the
year 2015. Below we perform preliminary analysis rather than
propose a predictive model.

Comparing the networks constructed from data of years
2013 and 2015, we see that the majority of strongly connected
concept pairs in 2015 were connected by strong links in
2013 too. Table II shows that about 90% of strong links
in 2013 remained strong in the year 2015. If we take into
account grouping by concept embedding similarity, we ob-
serve additional segregation: strong links with low embedding
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TABLE II
PERCENTAGE OF CONCEPT PAIRS THAT BELONG TO A SPECIFIC

COMBINATION OF LINK WEIGHT GROUP AND EMBEDDING SIMILARITY
GROUP IN 2013 THAT EITHER REMAINED OR BECAME STRONG IN 2015.

dissimilar
concepts
during 2013

similar
concepts
during 2013

weak links
during 2013

0.4% 3.19%

strong links
during 2013

88.89% 94.34%

similarity in the year 2013 remained strong in the year 2015 in
almost 89% of cases, while strong links with strong embedding
similarity in the year 2013 remained strong in the year 2015 for
more than 94% of cases. These results lead us to the following
conclusions. First, if a link between two concept-nodes exists
and this is a strong link, then it is likely that the link will exist
in the future, and it will remain the strong one. In other words,
the strength of a link is a good predictor for a link to belong to
the same category in the future. Second, strong links with high
concept embedding similarity have higher chances to remain
strong in the future than strong links that are characterized by
low embedding similarity.

On the other side, weak links evolve to strong links quite
rarely. Only 0.4% of weak links in 2013 evolved to strong
links in year 2015. However, classification of concepts pairs by
their embedding similarity allowed us to identify a subgroup
of these pairs for which the probability of becoming strong
connections raises to 3.19%, i. e. in about 8 times. Even though
the concept embedding similarity does not point the “future”
emergence of a new strong link in the network exactly, the
results of our analysis indicate its power as one of the features
to be used in such predictions.

Similar results have been obtained if we use classification
of links between pairs of concepts using statistical significance
testing instead of link weight threshold, see Table III.

TABLE III
PERCENTAGE OF CONCEPT PAIRS THAT BELONG TO A SPECIFIC

COMBINATION OF LINK SIGNIFICANCE GROUP AND EMBEDDING
SIMILARITY GROUP IN 2013 THAT EITHER REMAINED OR BECAME

STRONG IN 2015.

dissimilar
concepts
during 2013

similar
concepts
during 2013

insignificant
links during 2013

0.3% 3.01%

significant
links during 2013

82.71% 91.06%

Thus, independent of the method used to classify pairs
of concepts, either using link weight threshold or statistical
significance testing, the results of our analysis indicate the
ability of concept embedding similarity in predicting scientific
innovations, i. e. the emergence of strong or statistically
significant links in a concept network.

V. CONCLUSIONS AND OUTLOOK

The goal of our work was to analyze the possibilities of
innovation emergence in the course of knowledge generation.
To this end, we have investigated the structure and dynamics
of connections between scientific concepts that constitute a
body of research papers, as recorded in the arXiv repository
[11]. We have applied two methods, concept embedding and
network analysis, to quantify properties of sets of concepts and
to predict the emergence of new links (innovations) between
different concepts. We have shown that whereas each of the
above methods is a powerful tool to define certain features
of a system of concepts, it is the combination of these two
methods that leads to a synergetic effect and allows to forecast
dynamics of new links creation and evolution of a system as a
whole. The main results obtained in the course of our analysis
include the following:

• We have represented a system of concepts of scientific
papers in the form of a complex network. Different
nodes in this network correspond to different concepts,
and a link between two nodes-concepts means that they
were exploited in the same paper. We have determined
the quantitative characteristics of a complex network of
concepts and their evolution with time, and the data is
given in Table I.

• We have used two complementary approaches to define
the presence of a strong link between two nodes, i. e. of
a link that serves as evidence of a relevant connection.
In one approach, the criterion is given by a link weight.
The second method takes into account subtle information
about network intrinsic structure [25]. Corresponding data
is shown in Table I.

• As is follows from the comparison of data obtained for
different years and via different procedures of relevant
link determination, see Table I, complex networks under
consideration attain a range of universal features that do
not change with time and characterize the system of
concepts as a whole. In particular, they are the small
world networks characterized by small size (mean the
shortest path and maximal shortest path values) and large
value of the clustering coefficient. The last also brings
about the presence of strong correlations. Moreover, an
essential difference between the clustering coefficient
and global transitivity serves as evidence of possible
community structure. In turn, the negative value of as-
sortativity suggests that they are disassortative networks
where a group of central nodes (hubs) serves as common
attraction points for nodes with lower degree value.

• Concept embedding technique enabled us to find out
proximity (by context, by subject, or related in any other
way) between different concepts. With a measure of
proximity at hand, we were in a position to compare
it with the dynamics of new links emergence between
different concepts. In turn, this enables one to reveal
groups of concepts (subsequently – fields of knowledge)
where innovations are probable to emerge. Corresponding
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statistical analysis is summarized in Tables II and III.

The results obtained in this study may be useful both from
the fundamental point of view, contributing to our understand-
ing of how the knowledge is formed, as well as they may have
the practical implementation. In particular, the methodology
elaborated in the course of our analysis can be used to
detect fields where innovations have a higher probability of
appearing. A natural way to continue the analysis presented
here is to evaluate practical outcomes (i. e. impact) of papers,
where the higher probability of innovation is predicted. With
the scientometric data at hand, such a task is not much time
consuming and will be a subject of future work. Another work
in progress is to suggest a model predicting the emergence
of statistically significant links between already existing con-
cepts.
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Abstract—Evaluation of knowledge in the process of 

automatic ontology building in this article the estimation of a 
novelty of knowledge during the automation of ontology 
construction based on the analysis of text resources is 
considered. The development of ontology begins with some 
basic ontology that sets the examined domain area. The 
algorithm of estimation of novelty knowledge is developed. 

Keywords—ontology; concept; novelty of knowledge 

I. INTRODUCTION 
Functioning of intelligent decision support systems 

(IDSS) is a constant decision-making based on the analysis 
of current situations to achieve a certain goal. A typical IDSS 
operation scheme consists of the following three steps:  

1) Planning for targeted actions and decision-making, i.e. 
analysis of possible actions and choosing the action that best 
fits with the system's purpose;  

2) Reverse interpretation of the decision made, i.e. 
forming of the working algorithm for system reaction;  

3) Implementation of the system reaction, the 
consequence of which is changing the external situation and 
the internal state of the system.  

The central subsystem of the IDSS is the Knowledge 
Base (KB), which deals with the storage, ordering and 
management of information about the world. The most 
important parameter of KB is the quality and completeness 
of knowledge about the software it sets. The quality of KB 
depends on the structure and format of knowledge, the way 
they are presented. A widespread implementation of any 
technology or technique requires a clear and reasoned 
standard. In the field of KB development, ontology’s have 
become such a standard. Ontology is called an explicit 
specification of conceptualization. Formally, an ontology 
consists of terms (notion, concepts) organized into a 
taxonomy, their definitions and attributes, as well as the 
associated axioms and rules of derivation [1]. Today there 
are three types of ontology’s: domain-oriented, task-oriented, 
and top-level. Software Ontology contains taxonomy of 
concepts, additional relationships, class instances, and 

various types of constraints (axioms). Axioms impose 
semantic constraints on the system of relations. The purpose 
of task ontology is to make knowledge accessible for reuse. 
Task ontology’s determine the extent to which knowledge is 
used in the process of logical inference. General ontology 
describes categories - the concept of the upper level. We 
build a single ontology that contains three types of ontologies 
at once. Hierarchically, it looks like this: the general 
ontology is at the top level of the hierarchy, and the software 
ontology and tasks are connected to it. This approach allows 
you to comprehensively consider all tasks within the 
software. All four of the above knowledge models are used 
to build ontology’s: frames are used to define concepts, 
semantic networks are used to define relations, axioms are 
assigned 2nd-order logic, and output systems are built for 
output rules. A semantic network of frames (concepts) is 
called a concept graph (CG). 

II. FORMULATION OF THE PROBLEM IN GENERAL 
In order to manually build a fully linked ontology for 

particular software, it takes a lot of time and resources. The 
reason for such costs is that such ontology’s must contain 
tens of thousands of elements to be able to solve the wide 
range of applications that arise in this software. Thus, manual 
construction of ontology by a human operator is a long 
routine process, which, moreover, requires a thorough 
knowledge of software and an understanding of the 
principles of ontology construction [2, 3]. Therefore, it is 
necessary to develop methods and algorithms for automatic 
construction of the ontology. We believe that an expert 
person should enter the basic terms and the relationship 
between them manually into the ontology. We will call this 
initial ontology the basic one and denote it: 

 , ,base b b bO C R F= , (1) 

where Сb is a finite set of concepts (concepts, terms) of a 
subject domain, which is set by ontology Obase. Rb is a finite 
set of relationships between concepts (concepts, terms) of a 
given domain; Fb is finite set of interpretations functions 
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(axiomatization, restriction), set on the concepts or ratios of 
ontology Obase. Thus, the process of constructing a ontology 
starts from the moment when it already has some data. 
Therefore, this process will call the development of the basic 
ontology and mark: 

 : baseO Oχ → . (2)  α  + β  = χ. (1) (1) 

Ontology is a language of science. The language of 
science, as a structured scientific knowledge, sets a multi-
layered hierarchical formation, which highlights blocks: term 
system; nomenclature; means and rules of forming a 
conceptual device and timing. So in terms of construction 
ontology it is necessary to build its term system OT and 
nomenclature ON. In our approach, basic ontology should 
exactly include a part of the Terminosystem (Fig. 1), that is 
OB ∩OT≠∅. 

Ontology

Terminology system

Nomenclature

Basic 
ontology

Encyclopedias, 
terminological 
dictionaries, ...

textbooks, 
monographs, 

...
 

Fig. 1. Architecture of the ontology 

Encyclopedias, terminological and model dictionaries, 
based on which the term system of software is built on, 
usually have a clear structure and consist of dictionary 
articles. Therefore, it is necessary to investigate possible 
structures for recognition of concepts and relations between 
them. Construction of the nomenclature is harder. If the 
dictionary terms in some way already allocated, in scientific 
texts (textbooks, monographs, etc.), they must distinguished, 
to search for properties of concepts and relations between 
concepts. We believe that the effectiveness of ontology 
directly depends on the novelty of knowledge attached to it. 
Therefore, when building ontology we offer to evaluate its 
novelty of knowledge. Then base ontology replenished with 
knowledge of the novelty, which is greater. Back in 1999, the 
economist Hal Varian speculated that in terms of the 
economy, "only new information Matters" [4, p. 122]. 

III. ANALYSIS OF RECENT RESEARCH AND PUBLICATIONS 
 

To construct ontology, which adequately describe 
semantic models of software, it is necessary, first, to solve 
the problems of extracting knowledge from different sources 
to identify the plural of concepts and establish hierarchy in 
this plural. Since much of the information is contained in the 
natural-language texts (NLT), perspective is the extraction of 
knowledge from textual information, as well as the 
intellectual processing of specially selected collections of 
NLT. There is a number of promising linguistic 
developments, among which it is advisable to identify a 
method of lexical-grammatical analysis (Part-of-Speech-
tagging), which consists in automatic recognition, to which 
part of the language belongs to each word in the text. To 
improve the accuracy of this analysis, two types of 

algorithms are used: probabilistic-statistical and algorithms 
based on the product rules that operate in words and codes. 
As for the latter, they can use rules that are automatically 
collected from the text body or prepared by skilled linguists. 
Among the systems developed in Ukraine, it should be noted 
the development of the department of mathematical 
informatics of the Taras Shevchenko National University of 
Kyiv – the system of natural language text processing. The 
system is designed to solve such problems as analysis and 
synthesis of natural language texts, automatic generation of 
abstract text, automatic indexing (theme definition) of the 
text. The most substantial technical solution in the system is 
the ability to "weigh" the vertices of the semantic text 
network. The most important vertices of the network are the 
vertices, which have the largest number of links with others. 
This procedure can used in constructing the image of the 
abstract by weighing vertices and rejecting the easiest-
"marginal". 

Link Parser Syntax- Semantic analyzer is one of the most 
effective approaches to automatic text analysis developed 
and practically implemented at Carnegie Mellon University. 
The parser uses a priori information about the types of 
connections that each word can have, with other words 
positioned in the right sentence and to the left of it, as well as 
a relatively small number of general grammar rules. The 
source code of this analyzer is published with the status 
"open source", which allows you to freely use them to 
analyze the semantic structure of the text. Semantic analysis 
is only a preparatory stage for intellectual analysis of the 
text, the purpose of which is to adopt intellectual system 
decision on the classification of certain text (recognition) or 
the existence of some new knowledge that must made in the 
knowledge base (training). 

The assessment of the novelty of knowledge in its 
broadest sense includes defining any anomalies, deviations 
from the norm in a given set of data. It has a wide range of 
applications - from finding neoplasm’s (cancer cells) in 
human body and to detecting of an unfamiliar landscape type 
by robot. However, in this work we consider only the 
problem of evaluating the novelty of knowledge in the text 
fragments. Even with this limitation, the task of finding new 
information is widely used in modern information services – 
when creating temporary news reviews, construction of a 
minimum set of documents in accordance with the request, 
expert assistance in the analysis of large amounts of text 
documents that contain duplicates. For example, when the 
doctor analyzes the medical history of the patient, he 
examines information about multiple examinations with the 
most similar results. Usually, the main thing that interests 
him is the emergence of new symptoms, changes in the 
patient's health, rejecting the test results from normal or 
previous status, etc., i.e. "new" data. Let's define the concept 
of novelty: Novelty, or new information – these are new 
answers to potential questions in the context of the user 
request. Note that in the definition of the taken phrase "in the 
context of a user request", that is, the search for new data is 
carried out taking into account certain scope of user 
engagement. This is very important because 2 different 
sentences will often contain some new information relative 
to each other. Here is an example: 

• "The conference was attended by 200 scientists" 

• "The conference was attended by 200 young 
scientists" 
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If no context is defined, it is clear that the second 
sentence contains new data concerning the first (the fact that 
the participants of the Conference are young). However, if a 
user's request sounds like "Number of conference 
participants," it becomes clear that both sentences repeat 
each other in this context. New information may searched at 
the level of individual events or individual sentences. In the 
first case, the event we understand the document, article, 
news, etc. – that is, a certain piece of information defined 
within the system, which is interpreted as a single entity. 
New information may searched at the level of individual 
events or individual sentences. In the first case, the event we 
understand the document, article, news, etc. – that is, a 
certain piece of information defined within the system, which 
is interpreted as a single entity. In this case, the fragment of 
the data may divided into parts in the analysis process, but 
the conclusion on novelty is taken for all slices. For example, 
a news aggregator may analyze individual articles at 
sentence level, but as a result, it makes a decision on whether 
to show the entire article to the user or not. In the case of 
searching novelty at the level of individual sentences, any 
piece of text splits into smaller indivisible parts bounded by 
the boundaries of one sentence. The result of search for new 
knowledge is a set of sentences. This approach is considered 
in this work. 

IV. FORMATION OF GOALS 
The purpose of the work is to build methods and 

algorithms for evaluating the novelty of knowledge 
contained in the linguistic texts when developing an 
automated ontology. Based on the purpose of the work, 
define the object of the study – the process of analyzing large 
text fragments with a high level of redundant (duplicated) 
information to highlight only unique content in a particular 
context. Subject of research is flexible algorithms of 
detection of new knowledge in the text fragments, capable of 
self-learning based on user's review. 

V. ANALYSIS OF THE OBTAINED RESULTS  
 

The knowledge evaluation subsystem developed within 
this work uses the learning algorithms based on the user's 
feedback. Self-learning as an approach to solving artificial 
intelligence problems is not in itself fundamentally new, but 
in the field of definition of novelty, knowledge is almost not 
used. This may be because system learning often requires 
experts and is quite costly in economic terms. With 
consideration of this aspect, we have used a very simple way 
of user feedback – the subsystem only receives data about 
the sentences the user has determined. Within an external 
information system, this can implemented very transparently 
to the user – fragments of information defined by the 
subsystem of analysis of the novelty as duplicated can 
displayed in a summary form with the possibility of 
deploying a particular block of text. In the case of its 
deployment, this fact is transmitted back to the novelty 
detection subsystem to change its parameters. Thus, system 
education can done in the mode of normal operation, without 
the need to involve experts. Initial data of the system are 
obtained based on Acquaint Collection knowledge base 
analysis. Evaluating the effectiveness of a novelty detection 
system is a very subjective indicator, depending on the 
expert using the system. The expert (or system user) 
determines which sentences, in his opinion, carry "new" 
information. This estimate will change from one user to 

another. However, with the averaged evaluation of the 
developed prototype after the initial training can concluded 
that the accuracy of detecting the novelty of the developed 
subsystem is about 70%. This is a fairly high indicator 
among the results of modern research (for comparison, the 
algorithm- the winner of the competition within TREC 
Novelty Track in 2004 year reached of accuracy level 60-
65%). This indicates the prospects for the chosen approach. 
Automatic determination of the semantic similarity of 
sentences is not an easy task. When a person analyzes the 
read text, it uses associative thinking, ability to abstract and 
draw parallels, previous experience, language vocabulary 
features, etc. – processes that are extremely difficult to 
simulate on a computer. If a computer program can make a 
definite conclusion about the similarity of the words 
"animal" and "animals" (based on the knowledge of lexical 
rules for the formation of a set of concepts in a particular 
language), then to estimate the similarity of terms "animal" 
and "dog" is much more difficult. In addition, for the person 
it is obvious that the "dog" is a subspecies of "animals", that 
is, the terms are interconnected by a communication type IS-
A. To solve the problem of semantic associations, we will 
use WordNet-a lexical base of English language [5]. Within 
this database, each wordform has a set of synonyms 
(sunsets), word usage frequency and other lexical data. The 
greatest value of this system for us is the ability to define 
semantic relationships between words that are not 
interconnected by a common roots but belong to the same 
entity class. These ties are characterized by semantic 
distance. Knowledge evaluation subsystem is focused on the 
processing of information only in English. This is due to the 
fact that for English language there is powerful lexical 
databases, one of which – WordNet – is used in the 
developed system for definition of semantic distances 
between sentences. WordNet is a lexical database of the 
English language, developed within the Princeton University 
under the direction of George Miller. This database is free to 
download and after installation the file system, can search. 
To search using Java tools there is a JAWS library (Java API 
for WordNet Searching). It provides a simple and intuitive 
interface to operate lexical data. The distance between the 
parent and child node in WordNet is calculated as: 

 )()(),( pICcICpcDist −= , (3) 

 }
)(

log{)(log)(
N

wfreq
cPcIC −=−= , (4) 

where *cw ∈ , where *c  is set of all hyponyms 
(subspecies of a word in meaning) c. 

Semantic distance between two wordforms in WordNet: 

 )),((2)()(),( 212121 ccLSuperICcICcICccDist ∗−+= ,(
5) 

where ),( 21 ccLSuper  is the closest hyponyms of the two 
word forms c1 and c2. 

A word can have different word forms and, accordingly, 
different sets of synonyms, hyponyms and hyperons. In this 
case, we choose the most commonly used word form. Based 
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on this definition of semantic spacing between words, we 
will formulate a method for calculating the semantic distance 
between sentences. To do this, we introduce the notion of a 
minimum distance between a specific word w and all other 
words in a certain sentence S: WSSD (Word-Sentence 
Semantic Distance): 

 }),(min{),( SwwwDistSwWSSD ii ∈= , (6)  α  + β  = χ. (1) (1) 

Based on the minimum distance of a certain word and all 
other words in a sentence, give a definition of the semantic 
distance between the two sentences (SSD – Sentence 
Semantic Distance): 

 1 2

2 1

1 2
1 2

( , ) ( , )
( , ) i j

i j
w S w S

WSSD w S WSSD w S

SSD S S
S S

∈ ∈
+

=
+

 
, (7)  α  + β  = χ. (1) (1) 

where |S1| and |S2| number of words in first and second 
sentences, respectively. 

The scheme for calculating the semantic distance 
between sentences is presented in Fig. 2. Here an denotes n-
th word of the first sentence, bn - n-th a word of the second 
sentence. 

a1 a2
a3

a4
a5

a6

b1 b2 b3 b4

Sentence A

Sentence B

 
Fig. 2. The scheme of calculating the semantic distance between sentences 

The purpose of the work is to develop a flexible 
subsystem for evaluating novelty knowledge for applying to 
large volumes of textual information. This subsystem must 
integrated into the external information system of a certain 
subject area. Since this subject area is not known, it is 
important to provide a mechanism for learning, which allows 
the subsystem to examine the peculiarities of the subject area 
and to adapt accordingly. In terms of economic efficiency, 
engaging experts is undesirable. Therefore, another 
requirement to the developed subsystem is ensuring a simple 
mechanism for obtaining feedback from the user. System 
requirements can hierarchically represented as a purpose tree 
(Fig. 3): 

• Define a custom context. As noted above, in 
determining the notion of novelty information, 
finding new data takes place in a certain context – 
otherwise, each different of the earlier selected 
sentences can be considered new (even if it does not 
provide a user with answers to potential questions). 
Context can be a user request (if it is supported in the 
information System). Otherwise, the context is 
automatically formed based on the most used named 
entities and terms in the set of text fragments. 

Assist the user in discovering new 
information

Identify sentences that contain 
new information

Study the features of the subject 
area and self-study

Provide flexible integration into 
information systems

Define a custom context Identify an easy way to get a 
custom feedback

Use standardized technologies and 
interfaces

Evaluate the accuracy of the 
novelty assessment

Change settings based on user 
feedback

Evaluate the novelty of a 
particular sentence in 

comparison with the rest of 
the selected

Provide flexible settings

 
Fig. 3. Targets tree of the subsystem 

Consider them more: 
 

• To assess the novelty of a particular sentence 
compared to the rest of the selected. This is the 
central purpose of the system, which is to determine 
the level of the novelty of a particular sentence and to 
form a minimum set of sentences, excluding 
duplicates. 

 
• To study the peculiarities of the subject area and self-

study. Since the developed subsystem will designed 
for integration into various information systems, it is 
necessary to provide a mechanism for adapting this 
subsystem to the requirements of a specific area of 
use. 

• Define an easy way to get a custom review. Education 
of the subsystem of estimation of novelty of 
knowledge with the involvement of experts is 
economically disadvantageous, and therefore one of 
the purposes of the system is to provide an easy 
feedback mechanism, which would allow conducting 
system training transparently in the process of its use. 

• Assess accuracy of novelty evaluation. To make a 
correction of your parameters in the learning process, 
the subsystem must have a mechanism for evaluating 
its effectiveness. This allows you to define the 
coefficients of change parameters during self-
learning. 

• Use standardized technologies and interfaces. To 
ensure a flexible integration, the subsystem must 
provide a clearly documented and understandable 
API (Application Programming Interface), and that in 
turn should use standardized channels and formats of 
communication. This will minimize the effort in the 
integration of the subsystem. 

Based on the purposes described above, we will define 
the main modules of the subsystem: 

• Knowledge novelty assessment module. 

• The module of training and correction of system 
parameters. 

• Context definition module. 

• User interaction module. 

Fig. 4 shows DFD-developed subsystem diagrams. 
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Fig. 4. DFD diagram of the first level 

To determine the novelty of the information and to adjust 
the system parameters it is necessary to analyze the named 
entities. Named entities – are the answers to questions about 
the DATE ("When?"), PLACE ("Where?"), PERSON 
("Who?"), ORGANIZATION ("Who/What?"), and 
QUANTITY ("How much?"). Within the developed 
algorithm, we select 5 types of named entities – terms, which 
represent one of 5 concepts: the person, place, organization, 
time or quantity. Identifying these words is necessary for two 
purposes: 

• Markup of duplicated sentences in order to facilitate 
their analysis for the user. Depending on the specific 
information system that is embedded in the 
assessment subsystem of the novelty of knowledge, 
the information considered duplicate may be 
displayed to the user as a short summary, so that the 
user can cast this piece with an eye and evaluate, is he 
interested in reading it. Because named entities 
typically carry a much larger meaning than the 
remaining words in a sentence, they are conveniently 
used in auto summarizing duplicate pieces of 
information. 

• The number of named entities belonging to the 
current context in the sentence is as one of the options 
for defining the novelty of the sentence. The 
statistical way is shown, that sentences with new ones 
(those that have not met before) of nominal entities 
are six times more often [6, p. 247] carry new 
information in comparison with sentences without 
named entities. 

Because the named entities analysis is only a helper in a 
developed system, we do not consider the detailed detection 
algorithm for these terms. The system used the development 
of BBN, Identifier [7], which is capable of input text: 

Jim bought 300 shares of Acme Corp. in 2006. 

Convert to the following layout: 
 

<enamex type = "person">Jim</enamex> bought <numex 
type "quantity">300</numex> shares of < enamex type = 
"organization">Acme Corp.</ Enamex > in <timex type = 
"date">2006</timex> 

 
This format is defined by the MUC (Message 

Understanding Conferences). As was determined in the 

purpose of this work, considerable attention in the 
development of the detection subsystem for new data is paid 
to the flexibility of integration and the ability of the 
subsystem to self-education in the process [8-12]. Different 
subject areas require different approaches to defining new 
information. For example, in the field of medicine threshold 
of novelty data can be much lower than, say, in the field of 
news. This is because for a doctor can be an important even 
slight change in the symptoms of the patient, while in the 
analysis of news the slight difference in tone coverage of 
events is not very important. The basic parameters of the 
system, subject to change based on user feedback, were 
highlighted [13-24]: 

• Impact of the number of named entities in the 
sentence to the level of novelty 

• Weight of each named entity type for the novelty of a 
sentence 

• Threshold of novelty (minimum semantic distance 
between sentences) 

• Context impact on novelty data assessment 

• Effect of chronological sequence on evaluation of 
novelty data 

As previously mentioned, the developed subsystem has a 
very simple way to get feedback from the user – actually, the 
only information that is fed to the subsystem on the 
correctness of its operation is the data about the sentences 
that the user actually scanned. When you receive information 
that the system mistakenly identified the sentence as a 
duplicate, it is not clear which settings should changed for 
work that is more accurate. We use the application accuracy 
estimate for the current moment (assuming that the user has 
already read a certain amount of information) to choose the 
option for change. Thus, for each feedback received from the 
user, we isolate the change of each parameter and make a 
reassessment of the accuracy. In addition, the change, which 
gives the best increase in the accuracy of novelty evaluation, 
applies. Other options remain unchanged. The algorithm of 
system parameters correction is shown in Fig. 5. Within the 
scope of this work, a flexible subsystem for the novelty 
assessment of knowledge is developed in order to further 
integrate it into external information systems. This 
subsystem is developed using a modular approach and has a 
flexible API (Application Programming Interface). These 
features provide a convenient integration, but it is clear that 
the subsystem itself does not have a user interface. In order 
to assess the efficiency of the selected approach, a prototype 
of an information system is built, in which the estimation of 
the novelty of knowledge is embedded. To ensure flexible 
integration of the subsystem a necessary requirement is to 
use standardized data formats when interacting with 
surrounding information system. Therefore, the entire data 
exchange developed subsystem to the environment takes 
place in the format XML. 
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Feedback from a user 
- a sentence is 
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new or duplicate

Cycle 1
p = current variable parameter

there is the following p

Changing the current parameter to 
increase the accuracy of the novelty 

assessment

Current accuracy assessment

The best assessment of 
accuracy

Is the current rating better 
than the previous best?

Returns the changed parameter to the 
previous state

p = наступний змінний параметр
Cycle 1

Apply a change in the criterion that led 
to the best assessment of the accuracy 

of novelty detection

Beginning

The end

Save current rating as best
ye
s

no

 
Fig. 5. Algorithm for correction of system parameters 

VI. CONCLUSIONS 
 

Evaluating the effectiveness of a novelty detection 
system is a very subjective indicator, depending on the 
expert using the system. The expert (or system user) 
determines which sentences, in his opinion, carry "new" 
information. This estimate will change from one user to 
another. However, with the averaged evaluation of the 
developed prototype after the initial training can concluded 
that the accuracy of detecting the novelty of the developed 
subsystem is about 70%. This is a fairly high figure among 
the results of modern research (for comparison, the 
algorithm-the winner of the competition within TREC 
Novelty Track in 2004 reached of accuracy Level 60-65%). 
This indicates the prospects for the chosen approach. Within 
the framework of this study, the possibility of introducing the 
notion of a separate clause in the definition of novelty is 
analyzed. In our opinion, the use of this approach in 
conjunction with used algorithms will help increase the 
accuracy of identifying new knowledge and it is in this 
direction that research should continue. 
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Abstract – The article describes the method for constructing 
a laser control system for the impurities level of technical oil 
(using the example of transformer oil pollution analysis). In the 
system under consideration, technical oil acts as a transformer 
cooling medium, and therefore requires impurities control (to 
ensure the quality of its cooling properties). Determination of 
indicators of oil impurities is based on the effect of scattering of 
the laser beam. Literary sources and authors' research were 
used to construct the structure of the laser measuring system. 
The effectiveness of the laser meter is verified by a series of 
experiments. The experiments took place in two stages. The first 
stage included the calibration of the photometer (to determine 
the refractive index of the glass of the photometer). The second 
stage included a series of experiments in which the values of the 
reference oil were compared with the value of the experimental 
contaminated samples. 

Keywords – Measurement, Transformer oil, Laser photometry, 
Expansion of a resonance laser beam. 

I. INTRODUCTION 
In the process of power plants operation it is important to 

observe safe operating modes of all its components. Excessive 
heating of some elements during operation (eg, power 
transformers) can cause emergency situations (shutdown of 
individual units, fires). In systems of cooling of transformers 
are used special technical (transformer) oils (which act as a 
cooling environment). 

Stability of parameters in the operation of power supply 
systems is one of the main operational tasks. The stable 
operation of the system depends on the technical state of all 
its components (which are part of it). An important 
components of the stable power plant operation are powerful 
electro-transformers. To ensure the stable operation of 
transformers, monitoring of its cooling system (to avoid 
overheating) is required. 

II. PROBLEM TASK REVIEW 
Nowadays, optical and physical research is very common. 

This is due to the ability to perform laser research quickly, 
locally and without direct contact with the object. It is also 
possible to allocate a high level of the received information 
when carrying out laser sounding of the environment. This 

method of research (optical-physical) is a physical 
experiment. In such an experiment, all the information is 
transmitted and received by the laser beam [1-7]. 

There are two components in the process of processing 
information during laser scanning [4, 5, 7]: 

• receiving and processing the image of laser signal and 
signal structure recognition (as the basis for the 
formation of informative features) [5]; 

• оbtaining a laser signal, evaluating its characteristics 
(energy). Discrimination of the laser signal power 
center is the basis for detecting the structure of the 
object (energy and geometric). [4, 5]. 

Radiation sources (optical) that currently exist cannot 
provide a clear directional diagram. That is why laser sensing 
of an object (and processing of a scattered signal to reveal 
additional information about it) is an effective method for 
obtaining data about the studied environment (its state). [1, 8-
12]. 

In [1-11] only the basic concepts of methods of analysis 
based on photometry are considered. Such methods can solve 
a wide range of problems (control in technical systems, 
chemical and biophysical reactors). In [5, 7, 19] methods of 
construction of measuring information systems on the basis of 
laser are considered. Such systems are designed to manage 
(and control) processes with high operating temperatures. The 
effectiveness of laser monitoring systems for a number of 
technologies (eg chemical processes) is also shown. 

I In [5, 12, 19] the parameters of chemical solute (optical) 
were analyzed. Also in [12,19], the substantiation of spectral 
methods of analysis of media (photoactive) and photometer 
principles was carried out. In [5,16] the application of 
spectroscopy (photoelectron) methods in chemistry is 
considered. This allows you to get information about, 
adsorption, structure, quantitative analysis and evaluation of 
chemical shifts. Methods of designing optoelectronic systems 
are considered in [12, 14]. Unfortunately, the problem of 
synthesis of laser-based systems has not been considered. 

The effect of high voltage on the oil (on the cooling 
environment of the transformer) affects its molecular 
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structure, dielectric instability and leads to the appearance of 
components of electron and ion conductivity. It stimulates 
breakdown of isolation and emergency situations.  

Control of electrotechnical, thermodynamic and 
physicochemical parameters in the high voltage zone is 
difficult to implement by direct measurement methods. This, 
accordingly, contributes to the search for contactless methods 
for diagnosing oil conditions. One of the possible effective 
methods for solving this problem is the laser probing of 
technical oil samples (transformer oil) in cuvettes.  

To perform such monitoring, it is necessary to calibrate the 
parameters at different laser radiation capacities. 

The purpose of the work is to substantiate the methods for 
controlling the dielectric properties of technical (transformer) 
oils by the method of laser projection sounding in the process 
of operation of the transformer. Tasks of the research: 

1. To substantiate the physical model of quality control 
of the transformers cooling environment (oils) . 

2. To detect the influence of the laser photon flux on the 
molecular structure of transformer oils. 

3. To develop a method and means of creating laser 
systems for controlling the quality of transformer oils 
dielectric characteristics. 

4. Identify the factors of changing electrical parameters 
in working mode. 

III. PROCESS OF LASER SENSING OF THE TECHNOLOGICAL 
ENVIRONMENT 

During the operation of the transformer, it becomes 
necessary to quickly control the quality of the oil. To solve 
this problem, a laser-based sample sensing system was 
developed. 

Literary sources [1-12,19] and authors' research 
[13,15,17,18] were used to construct the structure of the laser 
measuring system. The block diagram of the laser system is 
presented in Fig. 1.  

On Fig. 1: LPS – laser power supply, CPG – clock pulse 
generator, SL – semiconductor laser, C – cuvette with oil, PD 
– photodetector, SF – selective filter, SPU – unit for 
processing signals, OPEU – unit for evaluating the parameters 
of the oil. 

A. Composition of technical (transformer) oil 

Transformer oil is a refined oil fraction obtained during 
distillation, which boils at 300-400 C. Transformer oil has a 
complex hydrocarbon composition with an average molecular 
weight. Transformer oil of the brand "Penta TRMS-110" is a 
heat-resistant silicon-organic compound. Paraffins, 

cycloparaffins – provide low electrical conductivity and high 
electrical power [20]. 

Aromatic carbohydrates increase resistance to partial 
charges in the volume of oil. Asphalt-resinous compositions 
are responsible for the appearance of sediment in oil and its 
color. Sulfur, nitrogen compounds and petroleum acids are 
responsible for the processes of corrosion of metals in 
transformer oil. 

B. Assessment of the Concentration of Impurities in 
Technical Oils 

During the experimental study of the quality of technical 
oils, a photometer with two channels was created. The 
photometer works on the basis of the difference method. Fig. 

2. Represents scheme of a used laboratory laser system with 
two channels. 

Parameters of the experimental cuvette represented on Fig. 
3. 

The differential comparison procedure (1) was used to 
calculate the photometer measurement results. This procedure 
is also called the differential method. 

 ( ) ( ) ( ), , ,К е К і Кі і FС С С Кα θ α θ α θΔ = − ⋅  (1) 

where αe – scattering coefficient of the reference oil samples, 
αi – scattering coefficient control sample oil, KF – photometer 
ratio. 

IV. RESULTS OF EXPERIMENTAL STUDY OF TECHNICAL 
OILS QUALITY BY LASER SENSING METHOD 

Experimental studies were conducted in several stages. At 
the first stage, the photometer was calibrated to obtain a 
photometric coefficient (refractive index of the glass cuvette). 
The calibration of the system was carried out using a single 
glass plate and two glass plates. 

Laser 1 Cuvette
with standard oil

PhotoDetector 1

Signal 
processing 

unit 1

Laser 2 Cuvette
with studied oil

PhotoDetector 2

Signal 
processing 

unit 2

Laser power 
supply with 

CPG

Unit of oil 
parameters 
evaluation

 

Fig. 1. Scheme of a used laboratory laser system with two channels 

SL
Cuvette

PD

SFCPGLPS SPU

Nx(Ɵ) OPEU

 
Fig. 2. Scheme of the developed laser system 

 
Fig. 3. Experimental unit cuvette dimensions (scheme) 
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Fig. 4. Photometric calibration results (one glass plate) (X axis represents the number of the experiment; Y axis – represents the value ∆α – measured 

coefficient of scattering) 

 

Fig. 5. Photometric calibration results (two glass plates) (X axis represents the number of the experiment; Y axis – represents the value ∆α – measured 
coefficient of scattering) 

 

 

Fig. 6. Graphical representation of the results of experiments №1-7 (X axis represents the number of the experiment (type of oil tested); Y axis – 
represents the value ∆α (Lx) for pure oil or ∆α (Ck) for experimental samples) 



381 

Fig. 4 shows the results of calibration of the photometer 
using a single glass plate. Fig. 5 shows the results of 
calibration of the photometer using a two glass plate. All 
results were obtained experimentally.  

 е іα α αΔ ≅ −   (2) 

where αe – transmission factor of the standard, αi – i-
sample transmittance. 

The main study of experimental oil samples was carried 
out at the second stage (after the photometer calibration step). 

Cuvette №1 was filled with a reference pure model of oil. 
Various types of oils (AT-2 reference, AT-2 spent, AT-3A, 
AT-3B, AT-5, AT-6, AT-7) were introduced alternately in the 
cuvette №2.  

In experiment No. 1, both cuvettes contained a reference 
sample of pure oil.  

In experiments №2-7, the cuvette number 1 contained the 
reference oil, and the cuvette number 2 was the corresponding 
samples (AT-2 worked out, AT-3A, AT-3B, AT-5, AT-6, AT-
7).  

In all experiments, the coefficient of refraction of glass 
(cuvette) Kα0 = + 0.30.  

The sign (+) in result determines the active environment 
that amplifies the laser signal – pure oil; the sign (-) is a loss 
due to impurities.  

Fig. 6 shows a graphical representation of the results of 
experiments №1-7. 

V. CONCLUSION  
The considered system of laser monitoring of the technical 

oil condition enables to carry out research in conditions where 
standard estimation methods will not be able to carry out the 
assessment (or the evaluation will be complicated from the 
technical point of view). 

The obtained results show that the system of laser control 
of technical oils through the method of probing through a 
cuvette makes it possible to estimate the state of oil (to 
estimate oil impurities). 

The developed system is an important component for 
monitoring the technological state of aggregates of power-
generating objects (in our case - transformers at power plants).  

The system of laser control of technical (transformer) oils 
can help to avoid (prevent) the emergence of an emergency 
due to excess temperature regime of the transformer during its 
operation. 
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Abstract. On the basis of the laws of the mechanics of 

hereditary media and the properties of the mathematical 
apparatus of fractional integro-differentiation, the paper 
investigates the one- and two-dimensional Kelvin rheological 
model in media with fractal structure.  In the two-dimensional 
Kelvin mathematical model in fractional-differential form, the 
deformation components in different directions of anisotropy 
are caused by changes in temperature and moisture content of 
the material. Thus, one of the objectives of the study in this 
work is to develop a model of heat-and-moisture transfer, 
taking into account the inhomogeneity of the material and its 
effects of "memory”. For the mathematical model of heat or 
moisture transfer, taking into account the fractal structure of 
the medium, a numerical implementation method, which is 
based on explicit and implicit finite-difference schemes, has 
been devised. The difference of implicit finite-difference 
scheme is shown when using integer differentiation operators 
and fractional operators. The stability condition for an explicit 
difference scheme containing fractional derivatives is given. 
Application software has been developed and the results of its 
application for the study of deformation processes, heat 
transfer taking into account the self-similarity and material 
effects of "memory" have been analyzed. 

Keywords: material inhomogeneity, Kelvin model, fractal 
structure, self-similarity, deformation. 

I. INTRODUCTION 
Today, it is relevant to use the mathematical apparatus of 

fractional integro-differentiation for modeling complex 
systems and processes. In the works [1], [2], it was shown 
that the use of non-traditional integro-differentiation is a 
more effective method. In particular, from the standpoint of 
the geometric interpretation of fractional operators, it is 
believed that the structure of materials and the process 
behaviour cannot be accurately described by known 
analytical methods. A new approach has emerged - this is 

fractals, namely, self-similar sets with non-integer 
dimensions [2]. Examples of such sets are the Koch curve, 
the sets of Cantor, Julia, Mandelbrot, and others. 

Non-integer integro-differentiation apparatus is also 
widely used for modeling processes of stress-strain state, 
heat-and-mass transfer [3]-[6]. It is important to take into 
accoun the effects of "memory" and the self-similarity of a 
material when modeling deformation or heat transfer 
processes, or considering the interconnection of deformation 
processes and heat (moisture) transfer, since this is a step 
towards improving processes in various fields of science and 
improving quality of existing materials. Under these 
conditions, a new class of problems arises for the solution of 
which it is necessary to apply new modified numerical [7], 
[8] and analytical methods. Analytical methods include the 
methods of integral transformation – the Laplace, Mellin, 
Fourier [9], Sumud methods [10] and others. Relevant 
numerical methods also include the finite element method 
[11] and finite difference method [12]-[14]. 

Given the above, the purpose of this work is to build 
mathematical models of deformation and heat transfer 
processes in media with a fractal structure, to adapt 
numerical methods for development and implementation of 
software, taking into account the self-similarity and the 
"memory” effects of the material. 

II. MATHEMATICAL MODELS IN MEDIA WITH 
FRACTAL STRUCTURE   

The Kelvin fractional-differential rheological model 
consists of a series connection of the Voigt body F and the 
elastic element H (Fig.1). To construct a differential equation 
that describes the Kelvin model in fractal-structured media, 
we use Hooke's law 



383 

  (1) 

 and Newton's law in fractional-differential aspect [1]: 

                                                      (2) 

where  is stress, is strain, is time,  is elastic 

modulus, is relaxation time ,  are fractional 
derivatives with order   in the sense of Riemann-

Liouville [2]. If , ,  then relations (1), (2) will 
describe classical laws of mechanics of hereditary media. 

The elements in Kelvin's rheological fractal model are 
connected in series. And this means that the deformations of 
these elements are different, and the stresses are accordingly 
the same. Hence, the total deformation of the Kelvin model 
is equal to the sum of the deformations of the elastic element 
and the Voigt body: 

                                                  (3) 

 
Fig.1. Mechanical diagram of the Kelvin fractional-differential model 

We describe the deformation  through the 
classical Hooke law (1) and from expression (3) we obtain: 

                  (4) 

We substitute expression (4) into the classical rheological 
equation  of  Voigt [15]: 

   (5) 

 After the corresponding mathematical transformations of 
expression (5) and replacement of the differentiation 
operators as follows: 

 we obtain a one-
dimensional Kelvin model described by the fractional-
differential equation: 

                                 (6) 

Taking into account the results of modeling of one-
dimensional deformation in media with fractal structure, the 
bulk stress state for the classical Kelvin model [16], [17] we 
describe the fractional-differential Kelvin model in the two-
dimensional domain by the system of equations: 

  (7) 

 (8) 

where if  and if 
  are components of stresses and 

strains, respectively which depend on time  and spatial 
coordinates ; are strains which are caused 
by a change in temperature TΔ  and moisture content UΔ : 

                      (9) 

22112211 ,,, ββαα  are coefficients of thermal expansion 
and moisture-dependent shrinkage; ),( UTμ   is shear 

modulus, 
 
are Young's Moduli, 

),(),,( 21 UTvUTv   are Poisson's coefficients,  are 

fractional indices of time derivatives  
The values of the temperature T  the moisture content U ,  
which are included in the deformation components and some 
rheological characteristics can be obtained from the 
mathematical model of heat (moisture) transfer taking into 
account the fractal structure of the medium. The heat transfer 
model is described by the fractional-order partial differential 
equation in time t  and spatial coordinate x  : 

            
( ) ( ) ( ), , , ,t xc D T t x D T t x g t xα βρ λ′ ′= +       (10) 

 with the initial condition: 

                                ( ) ( )0, ,T x xψ=                           (11) 

and the boundary conditions of the third kind:  

                       
( ) ( )( )
( ) ( )( )

*
0

*

,0 ,0 ,

, , ,
x c

x a c

D T t T t t

D T t a T t a t

γ

γ

λ α

λ α

= −

= −
        (12) 

The mathematical model of moisture transfer with initial 
and boundary conditions is written as follows: 

          
( ) ( ) ( ), , , ,t xc D U t x aD U t x f t xα βρ ′ ′= +

      (13) 
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                                     ( ) ( )0, ,U x xϕ=                  (14)      
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,0 ,0 ,

, , ,

x р

x a р
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             (15) 

where Dxt ∈),( , , c  is specific heat 

capacity, ρ  is density, λ is coefficient of thermal 

conductivity, * *
0 , aα α are heat-exchange coefficients, ct is 

medium temperature value, a is moisture conductivity 
coefficient, * *

0 , aβ β are moisture exchange coefficients, рU

is relative humidity value, ( ),f t x , is internal heat 

flux, is initial material temperature value, ( )xϕ is 
the initial value of the moisture content of the material, 

,t xD Dα γ′  are fractional derivatives by time and spatial 
coordinate, respectively, in the sense of Riemann-Liouville,

 
xDβ ′ is a fractional derivative by the spatial coordinate in the 

sense of Grunwald-Letnikov . 

III. NUMERICAL METHOD OF IMPLEMENTATION OF 
THE HEAT-AND-MASS TRANSFER MODEL  

CONSIDERING THE FRACTAL STRUCTURE OF THE 
MATERIAL 

To do this, we will introduce a grid with step h  by spatial 
coordinate x and step τΔ   by time t  in the region D . 

Taking into account the formulas of Grunwald-Letnikov 
and Riemann-Liouville [1], the resulting finite-difference 
approximations of fractional derivatives [3] are applied to 
model (10) - (12) and we obtain: 
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where , if , 

then we get an implicit difference scheme, at k=ω  - an 
explicit difference scheme.  

One of the features of the obtained mathematical model  
in the finite-difference approximation (16)-(18) is that in the 
implementation of the implicit scheme we obtain a matrix of 
a completely different form than when applying the 
approximation of integer derivatives: 
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where , , 

. 

Since the explicit finite-difference scheme is unstable, the 
following convergence condition is obtained, which, unlike 
the classical one, contains non-integer differentiation 
operators: 

                        .                    (20) 

 One important results of the studies is the identification 
of fractional-differential parameters of mathematical models 
of strain-stress state [18]. The Prony method and the iterative 
method were used for this purpose. The application of the 
iterative method has two stages. At the first stage, assuming 
that the parameters βα ,  of the deformation function are 
integer, based on the least squares method, a search is made 
for the initial value of stress, relaxation time, and elastic 
modulus. The identification results obtained at the first stage 
are taken into account at the next stage, where fractal 
parameter values are obtained by minimizing expressions 
describing the creep law for rheological models.The results 
are refined using the coordinate descent method. For both 
stages, the objective functions are:  
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IV. APPLICATION SOFTWARE AND RESULTS OF 
NUMERICAL  ANALYSIS  

 Application software has been developed that allows to 
take into account different values of fractal parameters when 
calculating the values of temperature, moisture content, 
stress and deformation of the material. In the software 
interface, one part of the rheological, thermophysical internal 
and external parameters is set in the form of functional 
dependences, taking into account the initial values of 
temperature and moisture content, and the second - by 
specific numerical values. Fig. 2 shows the temperature 
change taking into account the fractal structure of the 
material. In particular, the following was established: the 
influence of the fractal structure on the temperature change is 
more significant with an increase in the temperature regime 
of drying; the heterogeneity and self-similarity of the 
structure of the material slows down the process of its 
heating; a decrease in the parameters βα ,  of the model of 
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heat-and-mass transfer leads to the acceleration of the 
moisture release process.  A numerical experiment was 
conducted for the Kelvin model and it was found that, 
regardless of the values of fractional integro-differential 
parameters of the models, the stresses in the material 
increase (Fig. 3). It can also be noted that the larger the 
difference in the deviation of the differentiation parameters 
from the value - 1, the greater the difference in the values of 
the deformation (Fig. 4). The Kelvin model consists of only 
visco-elastic elements, which explains that the deformations 
under the influence of constant stress will increase. 

 
Fig. 2. Temperature dynamics taking into account the fractal structure of 

the medium 

 
Fig. 3. Stresses at various values of fractional differential parameters 

 
Fig. 4. Deformation in the tangential direction of anisotropy, taking into 

account the effects of "memory" of the material 

CONCLUSIONS 
The mathematical Kelvin model in the fractional-

differential aspect is investigated and constructed, its 
mechanical scheme is given. Since it is important to take into 
account the temperature and moisture state of the material, a 
mathematical model of heat transfer (moisture transfer) in 
media with fractal structure is developed. Obtained are finite-
difference schemes for a mathematical model of heat 
(moisture) transfer based on the use of approximations of 

fractional derivatives. In the work, application software is 
developed for calculating temperature and moisture content, 
taking into account the complex structure, heterogeneity, 
self-similarity and eridarity of the material. Also, analyzed is 
the stress-strain state of the material with fractal structure.  
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Abstract — The optimal control problem based on the 

available model of temperature and moisture distribution in the 
block-block construction was obtained. The optimal wall 
thickness of the claydite-block construction to provide optimal 
heat insulating and moisture resistant characteristics was 
founded. The mathematical model of heat and moisture transfer 
processes in construction of composite materials with taking 
into account the fractal structure of them was considered. An 
implicit and explicit difference schemes for differential 
equations which descried the mathematical model was obtained. 
The approximation of the boundary conditions that 
characterize the interaction of the structure with the external 
environment was obtained. For numerical solving of consider 
mathematical model the predictor-corrector finite-difference 
method was used. Analyzing the obtained data we conclude that 
selecting a material with an optimal fractal degree can provide 
the maximum thermal insulation and moisture resistance of the 
structure. It allows to reduce the wall thickness and the potential 
cost of the building. 

Keywords — thermal insulation, moisture resistance, claydite, 
heat and moisture transfer, fractal structure. 

I. INTRODUCTION 
Construction of industrial and individual buildings often 

involves the use of expanded clay blocks as the main 
material. They are characterized by a porous structure and 
have some advantages over other materials. At the same time, 
such products are relatively fragile and during production 
great attention should be paid to respecting the proportions: 
the lack of binding elements significantly affects the strength 
of the erected structure. 

Therefore, the construction of adequate mathematical 
models of the heat and moisture conductivity processes in 
claydite-block constructions with taking into account the 
complex structure of the materials is relevant today. They will 
allow you to determine the change of temperature and 
humidity in the expanded clay unit depending on the 
characteristics of the environment, inside the building and the 
physical characteristics of the material. Determining the 
degree of fractality of the material is closely related to the 
processing of experimental data, in particular, using artificial 
neural networks. On the basis of the analysis of the obtained 
results, it will be possible to give recommendations on the 
proportions of the ingredients from which the claydite-block 

is manufactured, in order to increase the operational 
characteristics of the building. 

II. PRODUCTION OF A PROBLEM 
Let’s consider the dynamic of temperature and moisture 

in the claydite-block construction of the following form 
 

 
Fig. 1. The scheme of claydite-block construction 

The mathematical model of the process of temperature 
and humidity change in expanded clay-block construction 
can be written as a system of differential equations of 
parabolic type with partial derivatives of fractional order.  It 
allows take into account the fractal structure of composite 
materials [2, 3, 7, 12]: 
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The initial conditions allow us to set the values of 
temperature and moisture in the structure at the initial time  

 ( )2100
, xxTT =

=τ  (3) 

 ( )2100
, xxUU =

=τ  (4) 

Boundary conditions of third kind which describing the 
interaction of the construction with the external and room 
environment [1-3] 
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Where ( )21 ,, xxT τ  - temperature, ( )21 ,, xxU τ  - 

moisture, τ  - time, 21, xx  - spatial coordinates, ( )UTc ,  - 

thermal capacity, ( )Uρ  - density, ( )UT ,λ  - coefficient of 

thermal conductivity, ε  - coefficient of phase transition, 0ρ  
- basic density, r  - specific heat of steam generation, 

( )UTa ,  - coefficient of moisture conductivity, δ  - 

thermogradient coefficient, ( )210 , xxT  - initial temperature, 
( )210 , xxU  - initial moisture value, γ  - heat transfer 

coefficient, β  - moisture transfer coefficient, n  - outside 

normal, α  - fractional order of derivative (describing the 

part of the channels open for flow), tenvironmenT  - ambient 

temperature, buildingT  - temperature inside the building, 
)(

tenvironmen
RU  - equilibrium moisture content on the 

environment boundary, 
)(

building
RU  - equilibrium moisture 

content on the inside boundary. 

Based on the available model of temperature and moisture 
distribution in the block-block construction, we formulate the 
optimal control problem, which can be written as follows. 
Such minimum wall thickness should be found 
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 At which the maximum, in terms of modulus, temperature 
and humidity deviation at the end of modeling time from the 
initial values at the internal boundary of the construction will 
not exceed the allowable values, with a given value of the 

fractal parameter α  
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where endt _  - the end of modeling time, 2Γ  - internal 

boundary of the construction, Tε  and Uε  - the maximum 
deviation of temperature and humidity at the internal 
boundary of the construction. 

III. NUMERICAL METHOD FOR FINDING THE SOLUTION 
OF THE CONSIDERED MATHEMATICAL MODEL 

We define the derivative of fractional orderα in the 

interval [ ]1; +nn ττ in the sense of Riemann-Liouville problem 
[4-6, 8-11]. 

Using the approximation of derivative of fractional order 

α [4-6, 13-21] we can obtain an explicit difference scheme 

for equation (1)–(2) when 0=s  and implicit difference 

scheme when 1=s  [1-3]: 
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Let's introduce the following notation: 
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The approximation of boundary conditions (5)–(8) will be 
as follows: 
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Using a predictor-corrector finite-difference method we 
find a numerical solution of a mathematical model (1)–(8). 
Approximation (12)–(13) will be used as a predictor when 

0=s , and (12)–(13) as a corrector when 1=s  [1-3]. 

IV. THE OBTAINED RESULTS 
Let’s find the optimal wall thickness of the claydite-block 

construction under such conditions. The temperature inside 
the building is equal to 21 degrees, outside - 18 degrees. The 

initial temperature value changes linearly between the 
specified values. The initial moisture content in the wall is 
0.08. After that the ambient temperature dropped from 18 to 
12 degrees and ambient moisture has grown to 0.4. The 
optimal wall thickness of the claydite-block construction with 
the specified parameters depending on the fractal parameter 

α  is shown in Table 1. 

TABLE I.  OPTIMAL WALL THICKNESS OF THE CONSTRUCTION 

Fractal 

parameter α  

Optimal wall thickness 
depending on fractal 

parameter α   

1 0.2856 

0.98 0.2723 

0.96 0.2648 

0.94 0.2627 

0.93 0.2604 

0.92 0.2674 

0.9 0.2818 
a. Sample of a Table footnote. (Table footnote) 

Analyzing the data from Table 1, we can conclude that in 
order to provide maximum thermal insulation and moisture 
resistance of the structure, it is necessary to select a material 
with a fractal degree of 0.3 and to construct a wall with a 
thickness of not less than 0.2604 meters. 

Fig. 2 shows the dependence of temperature on time and 
wall thickness of the construction. 

  
Fig. 2. Temperature depending on time and wall thickness 

Analyzing the Fig. 2 we can conclude that the temperature 
of the wall drops to the ambient temperature from the inside 
of construction. It remains unchanged inside the structure 
which indicates a reasonable opportunity to reduce the wall 
thickness.  

Fig. 3 shows the dependence of moisture on time and wall 
thickness of the structure. 
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Fig. 3. Moisture depending on time and wall thickness 

Having analyzed the Fig. 3 can be concluded that the 
material gradually absorbs moisture across the border. Over 
time, humidity spreads deep into the material.  

Having analyzed the Fig. 4 and Fig. 5 we conclude that 
with increasing fractal order of the material it is cooled 
slowly, that provides better thermal insulation. However, this 
factor accelerates the process of moisture absorption, which 
reduces the moisture resistance of the material. 

 
Fig. 4. Temperature depending on wall thickness 

 
Fig. 5. Moisture depending on wall thickness 

Increasing the number of pores, capillaries and level of 
heterogeneity in the expanded clay block leads to a more 
pronounced manifestation of the fractal properties of the 
material.  
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Abstract— the study of functional processes of mechanical 
multiparameter systems becomes an urgent task during the 
fourth industrial revolution, when data becomes the most 
important aspect in this field. Research of the input data 
influence, changes in the process of mechanical system 
modeling, analysis of the interplay of different parameters 
relationships is an important task to ensure the most efficient 
production operation. The article presents results of the analysis 
and practical application of the mechanical systems study 
results in the area of mechanical engineering, manufacturing of 
equipment for various functional purposes,as an example, 
electronics, processing and food industries, etc. The necessity of 
technological systems creation processes simulation and 
visualization of actual data for further analysis of their 
relations, the state of mechanical system operation for the 
mechanical equipment manufacture, as well as the analysis of 
production processes for the efficient use of resources and time 
component of processes are shown. Examples of constructing 
simulation models of production processes in the FlexSim 
environment are given to research the impact of data relations 
that describe the operation of each object in particular and 
certain affect the overall system process. Research methods of 
practical use of relations of many independent parameters 
models of the system are offered.      
         

Keywords— input, output, multi-parameter technical system, 
information graphic technology, mathematical modeling, FlexSim 
simulation system. 

 

I. INTRODUCTION 
Program Industry 4.0 (Industry 4.0) defines the rapid 

development of information technology, automation of 
manufacturing, robotics usage in enterprises in Europe. 
Management of production, packaging, sorting, etc. is done 
in real time, using data that updates every second. It is 
important to take into account influence of external factors on 
the technological process [1, 2, 3]. Creating virtual copies of 
mechanical engineering objects, modeling the interaction 

processes of different parameters of the system operation in 
general, the impact of data on each system object separately 
describes the general scheme of production. An important 
role is played by Internet technologies for the modern 
automated enterprise, since the Internet of Things has 
become an integral component for design optimization, 
assembly of a product, technological process adjustment of 
machine- 
building industry. An important step in modern production is 
processing of large amounts of information, data (BigData) 
using cloud and artificial intelligence (Artificial 
Intelligence) technologies. An operator who controls 
engineering process at any stage must receive the processed 
data as quickly and conveniently as possible to analyze and 
decide on their further use in the technological process. Given 
the above stages of modern production, the urgent task is to 
use specialized IT platforms, business process management 
systems, modeling different stages of production, sorting, 
assembly, analysis of equipment, etc. (Fig. 1). 
 

 

Fig. 1. Structural diagram of the factors that make up Industrial Big Data 
 

Data that covers the parameters of the entire process, ie 
Industrial Big Data include the following components: data 
on the project Manufacturing Enterprise data (drawings of 
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the production object): drawings of objects Drawings, 3D - 
model, video, documentation, etc.; PLM solutions (Product 
Lifecycle Management) [1], product lifecycle management. 
These are information management systems in which data, 
processes, business systems and employees  
are combined into a single informational space. PLM systems 
allow you to manage important information throughout the 
product lifecycle – from idea, design and production stages 
to maintenance and disposal. Such systems mainly contain 
mechanical processes of the industry production cycle, 
managed through the implementation of PLM software. 
Therefore, being an expert in mechanical engineering, it's 
easy to understand and customize PLM software    to meet 
industry needs; 

SCM (supply chain management) [1, 2] is a 
management and organization strategy that approaches 
management of the entire data flow of raw material, 
materials, products, services that appear and change during 
the implementation of logistics, production processes. The 
purpose of this strategy is to obtain an economic effect 
(reducing delays, controlling demand for products, etc.). 
              The next component for Industrial Big Data is 
Machine Data [1, 2, 3], which we get directly from 
production, information about an object or process: time, 
pressure, speed, temperature, etc. It is Machine Data (Time 
Series Data) that is the most voluminous of all data and 
changes every hour, minute, second. 
              Other data that affects Industrial Big Data are 
environmental, ecological, climatic, terrain, and more. They 
determine the main characteristics of the equipment, 
adjusting the process of processing the object, its 
manufacturing, etc. 

Well-known scientific studies that thoroughly 
investigate the processes of data collection and processing for 
industry, model the input and output parameters of 
technological enterprises. Thus, [1, 2] discusses some aspects 
and approaches for creating algorithms for complex 
hierarchical systems of industry, oriented on business analyst, 
the manager of enterprises, intended for individual choice of 
models for modeling of various practical problems, taking 
into account input parameters. 

II. PROBLEM STATEMENT 

  
In the structure of industry the highest share is 

occupied by the branches of ferrous metallurgy, mechanical 
engineering, electric power, chemical and food industries. 
Gathering and analyzing data that affects the technological 
process of these industries is an important element in 
modeling the steps of creating, processing, sorting parts, or 
products. Mathematical process modeling allows you to 
analyze the structure of work and use data to analyze 
predicted results, change the number of data flows, and more. 
Geometric modeling provides visualization of the relations 
between different system parameters. It is effective for multi-
parameter systems where the number of system parameters 
exceeds three. Simulation modeling allows you to combine 
the two steps and create a logical, mathematical description 
of the process that will visually present the design results, 
evaluate the operation of the process and provide a direct 
impact on the design result in real time. Visual representation 
using inputs that affect the operation of each object, allows 

you to better regulate the relations between the objects and to 
track emergency situations or changes at each stage, that lead 
to economic losses. Presentation of mechanical systems 
research results in the FlexSim software environment makes 
it possible to optimize the parameters of the system, taking 
into account its versatility for the study of technological 
systems at different stages of the product life cycle.  
   Therefore, the production engineer should have an overall 
outline of the production line and understand the impact of 
the data that changes over time for each step. In our opinion, 
this is effective when creating a simulation model of the 
process as a whole and separately for each stage of the 
technological process. The algorithm for constructing a map 
of processing data creation process can be : 

● analysis of the input data taking into account the 
process features;     

● creation of a mathematical model where the 
relations between different parameters and the 
interaction between the stages of the technological 
process are researched;     

● creating a simulation model, researching possible 
contingencies by looking into possible 
combinations of data that create problem areas in 
the process;     

● prediction of changing parameters, initial data, 
relations between objects, complication or 
simplification of technological process model of 
mechanical engineering to save resources, time;     

● possibility to implement changes to model creation.     
The development and study of the functionality of 

simulation models for the analysis of technological systems 
is an urgent task for modern production. 
  

III. STAGES OF RESEARCH OF PRODUCTION PROBLEM AND 
CREATION OF ITS MODEL 

  
In order to study the technical system of production, it is 

first of all necessary to process the data related to the process. 
Consider a system structure denoted by its St . It is described 
by many elements of the system 

  
      Me = {e1, e2, e3,…}             (1) 

  
and the many relations between them 
  

      Z = {z1, z2, z3…}.                 (2) 
  

Then               
  

      St = {Me, Z}.                           (3) 
  
The behavior of such system (3) is effectively 

investigated as a sequence in time of its states. Each state of 
the system is affected by certain external factors, which are 
also taken into account in the simulation. The use of a 
simulation model improves the search for rational solutions 
in the management of an industrial enterprise. We distinguish 
the main stages of research and analysis of the model: 
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1. Formulation of goals. Allocation of a goal 
(multiple goals) that must be reached 
during management. 

2. Definition of the object of management 
(research). This stage involves a detailed 
analysis of the part of the process (or the 
whole process) that interests the engineer 
and is based on the goal. At this stage, a 
description of the factors influencing the 
technological process, the environment, 
select several variants of the object and 
choose the appropriate variant on one or 
more criteria. 

3. Structural optimization of the model. This 
stage consists of the following steps: 
determination of input and output 
parameters of the object, selection of 
structural elements of the model, changes 
of parameters. 

4. Correction of the whole control system, all 
stages of control: selection of system 
elements (trimming elements), changing 
the structure of the system (inputs / outputs 
of the model). 

Analyzing the parameters that affect the model as a 
whole, we can draw up a model structure that describes the 
relations between different parameters that affect the flow of 
the industry process (Fig. 2). 

  

 
Fig. 2. Relationships between different parameters that affect the process 

 
Consider the process modeling of industrial processes in 

accordance with Fig. 2. 
The study of the Mod (Model) of the enterprise takes into 
account the influence of the following parameters: 
Inp - (Input) input: This is information about objects 
managed by an industrial enterprise, an information stream 
that comes describing the process; 
Сhg - (Changes) changes made during the research process, 
(data entry, variables, relationships); 
  Ctr - (Control) control rules, their relations and the impact 
on the process as a whole and on the simulation results. Chg 
and Ctr are interrelated, since the quality control of the 
modeling processes can be done through changes in the input 
data that characterize the modeling objects. Output results in 
Otp ( Output ), which are related to the following variables: 
Inp (input); 

Chg - changes that are made during the study of the modeling 
process. 
The set of data sets and relationships between parameters is 
investigated in the following spaces: 
Mod ins are internal processes that take place within the 
model and describe the set of relationships between the 
various parameters that affect the Mod process. 
Env - the influence of the environment on the process of 
changing external data and their impact on the processes   
Mod in; 

StModins is a structure of a modeling process that 
incorporates Modins internal processes and the influence of 
external factors Env. 

For the study of industrial lines, we have chosen the 
FlexSim environment, which is effective for simulation. 
Consider modeling on the example of the process of sorting 
products in a warehouse with the involvement of the operator 
[4, 5]. The model can be effective for detecting defects in 
batch production or checking for product quality (Fig. 3). 

  

 
Fig. 3. Simulation model of the process of sorting products with the 
involvement of operators 

 
The proposed scheme consists of the following objects: 

Source1 - object creation, 
Queue1, 2 - queue, assembly point, 
Operator 1, 2 - operators, 
Dispatcher - an object designed to control the 

operators. 
Processor1, 2, 3 - processors, 
Tote - sort object,  
Slink1 - exit, process stop point. 

     In the properties of Source1   (Fig. 4) we enter data 
on the type of products being investigated and the number of 
objects at the entrance. For this example, we obtain two types 
of output as follows: 

Source - Triggers - On Creation - Set The Item 
Type and Color - Item Type - duniform (1, 2, getstream 
(current)). 
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Fig. 4. Enter the initial data to work in the FlexSim environment  
  
For each object in the FlexSim system, it is possible to 
choose the type of distribution (Fig. 5). The Source object 
specifies the data for the distribution of objects, information 
about the selected port for the movement of each object. The 
path to determine the port for object movement is as follows:  

Source - Send To Port - First available. 
  

 
  

Fig. 5. Select the type of object distribution for Source1  
 

During the development of a simulation model of 
products sorting process involving the operator, the impact of 
different data on each object in particular and on the system 
as a whole was analyzed. In Fig. 6 shows a diagram of the 
relation between model parameters and the display of data 
that affect each object in particular.   
  

 
  

Fig. 6. Scheme of the relationship between the model parameters and the 
display of data that affect each object in particular 

  

The first step is to set the input for the Source1 
object . Here are the main types: 
Inter - ArrivalTime, FlowItemClass, SendToPort. 

The Inter - ArrivalTime option   determines the 
time of arrival and the type of data distribution, where we 
select the data to be distributed as follows: 
exponential (0, 2, getstream (current)), where 
num exponential (num location, num scale [, num 
stream]). 
Value type num determine how often flows are created (in 
seconds) that returns a unique random data stream associated 
with the object. 

The FlowItemClass option allows you to select the 
type of objects, for example, in this case Pallet is selected. 
Among the known options is the ability to select objects of 
different geometric shapes (box, cylinder, sphere, circle, 
pallet, track, etc.) to study the features of technological 
processes taking into account the structural shape of models, 
parts, products, etc.  The program also allows you to create 
your own type of object, to give it the necessary 
characteristics: 
Source1 - Source - FlowItemClass - Go To FlowItemBin.  

The data to be entered in SendToPort 'is 
responsible for the number of ports and the principle of 
allocation of objects or parts, respectively, for each port. The 
way to specify this option is as follows: 

Source1 - Flow - SendToPort –GoToFlowItemBin - 
FirstAvailable. 

FirstAvailable is a type of object allocation that 
does not require a port number and number of objects, a 
feature distribution. This type of object distribution allows 
them to move in one direction only, since only one port and 
one direction are specified. Otherwise, you must specify a 
condition for the distribution of objects by the given 
characteristics, for example: By Expression, Queue Size, 
Random, Port by Case, By Global Table, By Time of Day. 

Consider the Queue1 object (Fig. 6) for which the 
following data is given: Maximum Content, for example, 5 
units is the number of units of parts or products that will 
accumulate at a station before moving to the next station. 
There are two ports connected to Queue1, that is, two object 
directions. You must specify a destination for each product 
type by selecting Port by Case or setting an arbitrary 
direction of travel   
Source1 - Flow - Send To Port – 
                             Go To FlowItem Bin - Port by Case. 

For Processor1, Processor2, Processor3, we enter 
data corresponding to the number of objects at the specified 
station and obtain the number of input and output ports 
corresponding to the number of connections (Fig. 7). 

 

 
Fig. 7. Input and output ports for Processor1, Processor 2, Processor3 
objects 
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The Slink1 object (Fig. 6) is a process stop, a 

simulation end, an exit. 
In order to optimize the processes of the engineer, it 

is necessary to analyze how it is more efficient to move parts 
or objects to other stages of the technological process, 
whether to involve the operator, or to program the types of 
products sufficiently for further distribution. You need to 
calculate these questions, create a simulation model and 
compare the options. Therefore, modeling processes in the 
FlexSim environment is an effective way to explore and 
analyze different solutions to a single problem.   
  

IV. SUBSTANTIATION OF BASIC STAGES OF RESEARCH, 
ANALYSIS OF STATISTICS AND VISUALIZATION OF 
SIMULATION DATA IN FLEXSIM ENVIRONMENT. 

The analysis shows that in the study of processes 
using simulation of technological processes in the FlexSim 
system, there are five main stages of the study [8, 9] on             
(Fig. 8). 

 
Fig. 8. An algorithm for entering and processing data in the FlexSim system  

 
The first step is to set objects, enter data, create 

events, and build relations between objects. We use Statistic 
Collestor to view standard statistics for each object. The 
standard statistics overview for a 3D object in real time is as 
follows: 

3D model - 3D object - Quick Properties - 
Expand button. 

In particular, we use the processing of these types of data 
using the Statistic Collestor option. These options are 
contained in the Statistic group tab, which automatically 
expands when the simulation process starts. In Fig.   Fig. 9 
presents statistics of the Queue1 object of the simulation 
model of the process of sorting products with the involvement 
of operators, which is shown in Fig.8. 
 

 
Fig. 9. Overview of object statistics when starting the simulation process 

  
The next step in the FlexSim data processing 

algorithm is Transform the Data. We use Calculated Table 
to work with the data. Calculated Table can transform data 
obtained from Statistics collector in many ways: filtering, 
comparing, using advanced calculations, and more. 

Once the simulation process is started, it is possible 
to analyze the data using Dashboard and Use the 
Experimenter Charts. For example, we analyze the 
dependence of the content of objects at a given station on time 
by creating a Dashboard (Statistic - Content - Pin to 
Dashboard - Content vs Time) (Fig. 10).  

 

 
Fig. 10.Graph showing the dependence of the content of objects in a certain 
time interval 
 
We see that in a certain interval of time (8 seconds) the 
number of units (4 pieces) that passed through this station was 
obtained. 

V. SUBSTANTIATION OF TECHNOLOGICAL PROCESS FOR THE 
FOOD INDUSTRY (FOOD INDUSTRY) ON THE EXAMPLE OF THE 
JUICE BOTTLING PROBLEM. CREATION OF A SIMULATION 
MODEL OF THE PROBLEM BY MEANS OF FLEXSIM. 

Consider the technological stage of production and 
bottling of juice (Fig. 11). The main production sites for the 
production of juice are the preparation of raw materials, 
dosage - mixed section, bottling and finished goods 
accounting. An important stage is water treatment. The water 
is purified and softened. The recovery of concentrated juices 
is that, with the help of special equipment, the moisture is 
recovered, that is, the prepared water is added. The next stage 
is the preparation of the container: the receipt of the container 
on the bottle washer, then on the labeling machine, dosing 
and filling machine, a special sealing machine. A visual 



396 

inspection machine is also required in order to notice a 
defective product [4]. 

 

 
Fig. 11. Scheme of technological process of production and bottling of juice 

  
The process of packing juices is to optimize the 

entire supply route, taking into account the interests of the 
manufacturer and the end consumer. Therefore, it is 
important to calculate the main steps and analyze them. For 
analysis, we considered the problem of constructing a 
simulation model of the operation of the juice bottling line. 
An empty bottle is sent to the line every second, sent to one 
of three sinks, each of which processes it in 3 ... 5 seconds. 
The bottles are then fed to a dispensing machine that spends 
2 seconds filling each bottle. After that, two packing 
machines seal the bottles and stick labels. In this case, 10% 
of bottles are discarded. and optimize the simulation model 
of the shop [6, 7, 9]. 

FlexSim environment was used to create a 
simulation model of this technological process (Fig. 12). 

  
Fig. 12. Construction of a simulation model of the operation of the juice 

bottling line 
From the Source1 source, imitation models of 

bottles for three Myjuchuj_avtomat1, 
Myjuchuj_avtomat2, Myjuchuj_avtomat3 washing 
machines are included every second, among which there are 
defective ones (Fig. 13). 

 
Fig. 13. Source1 properties to output objects to a line 

 
Assigning three objects to the simulation model of the 
problem is as follows: 

Source1 - Triggers - OnCreation - SetItemType 
and Color - ItemType - duniform (1,3, getstream 
(current)) in Fig. 14. 

 
Fig. 14. The way to specify three types of objects 

 
For the demonstration of defective objects is 

indicated in green in Fig. 12. 
By the condition of defective bottles of 10%, so we 

denote this number of objects at the input, and set the other 
two types 45% and 45% equally to fulfill the initial condition 
(Fig. 15): Source1 - Triggers - OnCreation - SetItemType 
and Color - Data - Set ItemType by Percentage. 

 

 
Fig. 15. Specifying object types 

 
From the three washers, the bottles are fed to the 

conveyor, from where they move to the dispenser (Processor 
1). After that, they arrive at two Pakuvalnyj_avtomat_1 
packing machines, Pakuvalnyjavtomat_2, which seal the 
bottles and fit the labels. At this stage, the bottles are 
discarded. To model this stage, we selected a Separator 
object from the FlexSim 2019 library, named 
Pakuvalnyj_avtomat_1 and Pakuvalnyj_avtomat_2 for 
both stations, and added the following properties for the sort 
operation (Fig. 16): 
Packing_Automat_1 (Packing_Automat_2) - Separator - 
Split - Split / Unpack Quantity - By Percentage; 
Use Random Stream - getstream (current). 
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Fig. 16. Bottle rejection data entry 

 
Queue 2 and Queue 4 queues select discarded 

products that go to Slink2 (recycle). Queue1 and Queue 3 
turn into warehouse products (Slink1). 

Using statistical analysis, it is possible to observe 
the frequency of receipt of defective bottles at the Queue2 
and Queue4 station for a given period of time in seconds        
(Fig. 17). 

 

  
Fig. 17. Graphs showing the number of defective bottles (units) arriving at 
the station in the allotted time 

VI. CONCLUSIONS 
The result of the development of a structural model 

of the study of relations between different parameters of 
technological processes of industry is presented. The steps of 
data study necessary for simulation in FlexSim 2019. The 
following advantages of using this environment for specific 
tasks, such as the food industry, are demonstrated: 
1) a simulation model of the juice bottling process allows to 
obtain information on various aspects of the technological 
process depending on the input factors; 

2) the simulation model allows to investigate and analyze the 
process in cases where analytical calculations and 
mathematical programming fail; 
3) it is much easier to develop an imitation model than an 
analytical one, since the process of creating an imitation 
model is step-by-step and modular; 
4) the sructure of the simulation model naturally reproduces 
the structure of the process for which the model is built; 
5) a significant advantage of simulation modeling in the 
process of solving the proposed type of problems is the ability 
to explore the model in time and create an animation of its 
behavior, which allows you to quickly find errors.               

FlexSim simulation simulation also allows you to meet the 
challenges of other types of industry: mechanical engineering, 
electricity, chemical, transportation and transportation 
logistics etc.  
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Abstract — The article deals with the problem of public 
awareness about existing special purpose buildings such as 
protective buildings and shelters that can be used to protect 
against emergencies. The status update on the problem is 
considered. During research were analyzed recent scientific 
papers in the field of modern information technologies 
integration into civil protection system. The necessity of using 
modern informational graphic technologies for fire safety level 
determination in such type of shelters was substantiated. The 
features of actual data visualization with the involvement of 
mathematical transformations and methods of visual 
information graphing are investigated. Based on the offered 
methods of visualization graphics information has been 
developed software emulator “Fireware Emulator”. It can be 
used for fire safety level determination in buildings of such 
type. 

Keywords— informational graphic technologies, software 
emulator, shelter, civil protection, room plan. 

I. INTRODUCTION  
The current integration state of modern information 

technologies to human life environment initiate appearance 
of new natural threats which can be serious risks to its normal 
and safety life. Military conflicts and the risks to use mass 
destruction weapon forced us to make protective purpose 
buildings - safety places such as housing units and shelters 
where peoples could stay and live during emergency 
situation.  

Based on the daily facts of human life process both 
society and its individual members, we observe a progressive 
tendency towards increasing potential threats to humanity. 
The amount of the increasing anthropogenic and natural 
character risks is proportional to the number of tasks to be 
undertaken to ensure the safety of human life. Among these 
problems we could highlight the problems of peoples safe 
staying in protective purpose buildings: housing units and 
shelters. 

The process of necessary building choosing is based on 
own human's preferences, its geographic location, type of 

emergency situation and other additional factors. But the 
most important among them is security (Fig.1). First, in such 
protective building, user should to determine the state of fire 
safety, the possibility of safe evacuation from the rooms and 
the comfortableness level of staying. After it, on the basis of 
visualized data about protective building, human should to 
analyze the possible deterioration causes of the situation in 
the shelter and to identify ways to better its planning. All 
upgrades must be produced by taking into account the 
position of ensuring proper level of fire safety. 

 
Fig. 1. Flowchart of necessary protective purpose buildings choosing 
process 

If emergency situation will appear and it will be necessary 
to use protective building or air raid shelter, user should know 
in advance all important data, including comfortableness 
level and safety stay in it. 

The main requirements that applies to protective 
buildings and shelters are regulated by the relevant state 
documents and the Civil Protection Code of Ukraine. These 
documents specify the external and internal parameters of the 
protective buildings. External includes geographical location 
and distance from neighboring homes, and internal includes 
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buildings configuration and planning of elements for safe 
staying users indoors. However, it is also important for users 
to have actual information about such buildings. 

II. PROBLEM STATEMEN 
Review of recent international research shows numbers of 

existing developments in the fire safety field, particularly 
about uses of information technologies to improve human's 
life safety. The whole process of modeling protective 
environment in buildings for different purpose, including 
shelters has been describing in detail by scientists. In [1] were 
explored some aspects and approaches for creation of user-
oriented mobile information technologies. This software is 
developing for individual use to help people in choosing 
suitable fire protective building where they could hide during 
emergency situation. According to [2], authors had analyzed 
fire safety requirements to information technology for 
implementation in selected commercial building. The main 
practical requirements to information technologies for fire 
safety providing in different types of buildings are 
highlighted and analyzed in [3, 4, 5]. 

Researches [6 - 10] refer to evaluation system of building 
fire emergency response capability maturity (FE-CMM) that 
based on the capability maturity model (CMM). Mostly they 
are considering to acceptable ways for emergency situations 
response. Authors declared that the proposed module could 
preliminarily realize the intelligent evaluation of building fire 
emergency response capability. Also, it able to improve the 
practice and intelligence of the fire emergency response 
capability evaluation, especially in smart cities. Studies [10-
12] analyze the main features of developing, improvement 
and uses of modern information technologies in the field of 
civil protection, particularly during implementation of safety-
oriented emergency response projects. 

However, there are still little number of studies that 
related to software development for protective buildings 
safety evaluation, as well as for situation comparing 
capability in different buildings during best option choosing 
process. Today, there are also not enough information about 
qualitative evaluation of information technology impact to 
decision making process of choosing particular building type. 

Current state regulatory documents determine all 
requirements to protective structures, buildings and shelters 
arrangement, particularly, from the point of safe stay in them. 
But, due to requirements universality and generality, shelters 
are objectively limited in ability of getting attention to each 
ones. The reason of it – lack of a real possibility to create 
completely safe building for a long stay. As a result, people 
must make choice of protective building and carry out its 
arrangement by themselves. This will be possible only if the 
following conditions will meet: 

• the choice of each protective building or shelter is 
based both on its level of comfortableness and fire 
protection; 

• all possible ways of getting to the protective building 
or shelter are analyzed depending on humans' location 
during an emergency; 

• information technologies are used as a helping tool to 
make choice of protective building; 

• preliminary prediction is made to determine 
unforeseen occasions appearance possibility during 
humans' stay in shelter; 

• it is possible to make own additions to the contingency 
plan. 

Therefore, according to previously outlined problems, 
developing of graphic information technology for fire safety 
evaluation of protective purpose buildings is one of the most 
important and urgent task in nowadays moving world. 

III. SUBSTANTIATION OF DATA VISUALIZATION METHODS 
USE IN PROTECTIVE BUILDINGS FIRE SAFETY EVALUATION 

PROCESS 
In general, users informational content I about protective 

buildings or shelters include two components: visual 
(presence component) and virtual (technological component) 
object review. Some users can get necessary information 
directly by observing selected object without using any 
information technology (IT), while others can use special 
software. Bases on this and according to [10], informational 
content I could be determine by the following equation: 

 I=u+iv=(x+iy)3 (1) 

where u, v – components of information content, 
respectively, without and with the use of information 
technology; x – presence component parameter that indicate 
the level of knowledge about object without using IT; y – 
technological component parameter that indicate the level of 
knowledge about object with using IT. 

Parameter y also takes into account both the level x' of 
knowledge about the object(building) and the use of 
developed application  ƒ: 

 y=x’ +ƒ (2) 

In most cases, x' does not always equate to x, but for 
simplifying research, we accept that x = x'. According to this, 
(1) takes the following form: 

 I=u +iv=x((4x2+6xf+3f2) +i(x2–3f2)) (3) 

The working range of variables x and f in information 
content I level determining process is in diapason between 0 
and 1. Equation (3) determine information contents value I as 
a direct numerical dependence to the parameter x: for each 
level of information support f, the value of information 
content is equal to zero if x = 0. As a result, information 
content components u and v defines function of x and f. Thus, 
if we take these conditions into account, components values 
will determine like (4) and (5): 

 u=4x2+6xf+3xf2 (4) 

 v= x3–3xf2 (5) 

If user does not use software for help in choosing suitable 
shelter and condition (2) is fulfilled, the value of components 
u and v will determine (6) and (7): 

 u=4x3 (6) 
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 v=x3 (7) 

Component v has value change restriction (8) of x and f. 
In our research we use only positive values that fits condition 
x>3f = a and belongs to zone A (Fig. 2). 

 v=x(x2-3f2)= x(x-√3 f)(x+√3 f) (8) 

 
Fig. 2. Restriction zones of parameters 

Now, let we determine the influence of parameters x and 
f to component u (4) values change. Even if x gets small 
values, such as x = 0.1, the values of component u increases 
extremely fast (Fig. 3 a). This proves the efficiency of using 
information technologies f. 

 
  a    b 

Fig. 3. Dynamics of components u (a) and v (b) values change 

The information contents' component v is determined by 
the amount of knowledge set (x'= x) about buildings fire 
safety state according to which IT is used for help. The main 
condition that applies to v it is x'= x >√3f (Fig. 3 b). 

IV. DEVELOPMENT PROCESS OF INFORMATION GRAPHIC 
TECHNOLOGY FOR PROTECTIVE PURPOSE BUILDINGS SAFETY 

LEVEL DETERMINING. 
Information technologies and its use in the field of Civil 

Defense can solve problem of visualizing data about 
protective purpose buildings. Basically, proposed emulator 
will work with graphical parameters of the buildings, which 
are used during its floors plan creation. Also, there will be 
possibility add another data, such as temperature of the 
shelter environment, the presence of fire extinguishers, etc. 
(Fig. 4). 

 

 
Fig. 4. Information model of data visualization process about protective 
purpose buildings with use of emulator 

where 1 – emulator software operation block: TP - the 
technological process of emulator creation; YT - control 
units; OC - provision by programmers; TO - the level of 
equipment provision; MO - material resources; EO - energy 
resources; IO - the financial value of technology; YP - 
software resources; 2 - functional parameters of providing 
data visualization processes: VC - emulator implementation 
environment; TL - involved information technologies to the 
emulator creation process ; CC - the level of performers 
provision; TI - the level of information provision; D - the 
level of GPS monitoring technologies involvement of ; DI - 
the level of easy getting to the building; CI - transport 
infrastructure near buildings location; YC - basic standards 
for program creation; 3 - visualization resources: PD - the 
output product of emulator ; KT -   programmers team; C - 
the product of created program; TN - technical means; MP - 
material resources; E - energy resources; I - information 
resources; KP - IT project team. 

Information graphic technology is designed as an 
emulator program “Fireware Emulator”. For its development 
were chosen Java. “Fireware Emulator” allows users to 
evaluate protective buildings or shelters safety level.  

Java is an object oriented language which gives a clear 
structure to programs. There are some major advantages of 
this language. Java is straightforward to use, write, compile, 
debug, and learn than alternative programming languages. 
Object oriented programming is associated with concepts like 
class, object, inheritance, etc. which allows you to create 
modular programs and reusable code. Java code runs on any 
machine that doesn’t need any special software to be 
installed. Those advantages are essential in developing 
secure, powerful device or computer system that gives you 
possibility for quick use of the right class and method. 
Software emulator “Fireware Emulator” was developed using 
Intellij IDEA 2019.1 Community Edition. 

A flowchart of proposed software development stages 
was designed to facilitate the process of its programming 
(Fig. 5). The emulator has friendly user interface, is quite 
reliable and provides high speed of safety evaluate algorithm 
calculation. 
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Fig. 5. The flowchart of the "Fireware Emulator" development process 

Designed information graphic technology as an emulator 
program allows users evaluate the security level of shelters 
independently. The software supports different types of 
protective buildings and their plans. An algorithm for the 
process of choosing a safe building is presented in Fig. 6. 

 
Fig. 6. The flowchart of protective building choosing process 

User obtain actual information about buildings fire safety 
level and can check its reliability and evaluate his own 

protection in emergencies. This is possible by integrating 
buildings plan into emulator's database. 

When buildings or shelters plans are importing into 
software database, the following parameters must be 
specified: inner temperature, height and width of the room, a 
wall material, the number of persons who may present at the 
same time. Lighting and air filtration settings are also 
available. Based on all this data, the program makes analyze 
and outputs the result of security level evaluation. 

Software adaptation to the real conditions of the shelters 
and protective buildings is provided by changes of their plans. 
They are made based on additional perimeter measurements. 
Emulator "Fireware Emulator" stores visualized data of plan 
in its database, that makes them acceptable for changes up to 
different conditions.  

The emulator interface for the school building is shown in 
Figure 7.  

 
Fig. 7. Initial parameters values setting in software"Fireware Emulator" 

Input parameters: two hundred sixty-three students and 
four teachers will be staying in building at the same time and 
each of them had passed a fire safety courses; there are four 
floors, three emergency exits and fifteen fire extinguishers; 
all-day water supply. 

Developed software is open for updates. There is an 
opportunity to quickly add plans of buildings, functionality, 
providing reliability, accessibility and multiplatform. A high 
level of protection against unauthorized changes to the code 
was used. 

V. USES OF DEVELOPED SOFTWARE IN FIRE SAFETY 
EVALUATION PROCESS 

Next stage of research is analyzing correctness of the 
software algorithms. There were 4 practical experiments 
conducted using different input parameters, protective 
building plans and squares. 

Experiment 1. Input parameters used in experiment: 
storage temperature - 21 °C, height - 2.45 m, width - 4.35 m, 
wall material - metal construction, number of persons - 5. The 
result of emulation (Fig. 8) demonstrates that such protective 
building complies to all standards and regulations and is 
completely safe to stay in an emergency. 
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Fig. 8. Experiment 1: result of “Fireware Emulator” running with imput 

paramemters 

The program provides a large number of parameter 
combinations. The algorithm selects the most optimal by 
analysing of given data [10]. In case of inconsistency, the 
program produces a negative result.  

Experiment 2. Were used parameters which did not 
complies to standards or regulatory documents. Due to input 
parameters this shelter is uncomfortable for staying and the 
result of fire safety evaluation is negative (Fig. 9).  

 
Fig. 9.  Experiment 2: the result of buildings fire safety evaluation with 

many people inside 

This is because there is no ability to avoid the danger: the 
building has a large square and only one spare exit, the 
number of people is too big, the fire ignites quickly and there 
are only eight fire extinguishers. 

Experiment 3. A shelter with small square were analysed. 
Also there were a low wall height and inside temperature (8 
° C), the number of staying persons - 6. According to the 
normative documents, such protective building is not suitable 
for a comfortable staying despite positive level of fire safety 
evaluation. The result of the program demonstrates a similar 
conclusion (Fig. 10). 

 
Fig. 10. Experiment 3: negative result of shelter staying comfortability 

Experiment 4. In developed software “Fireware 
Emulator” is predicted a graphic information window for 
displaying problems which must be solved to increase both 
fire safety and comfortability levels. In Fig. 11. is presented 
the result of evaluation process, according to the input 
parameters. In information window is displayed text message 
with recommendations. 

Analyses of input conditions and received 
recommendations (Fig. 11) shows that the algorithm of 
message output is correct. The inside temperature of 4 
degrees above zero storage does not correspond to the norm, 
the height - 1.68 m and the width - 4.61 m. In this experiment, 
there is lighting, but no air filtration. All this conditions are 
dangerous and not comfortable for staying of 52 people in 
shelter. 

 
Fig. 11. The result of evaluation process with generated recommendations 

The errors and deviations of the program are minimal, and 
their analysis indicates correctively of algorithms 
calculations. 

VI. CONCLUSION 
Current rates of science and technology development, 

integration of information technologies into everyday life of 
society, state of ecology and influence of anthropogenic 
factor on the environment lead to appearance of new 
emergencies. The ability to make the right decisions in such 
circumstances is a guarantee of safety human's life. That is 
why it is so important for human today to have as much as 
possible information about around environment.  

Informational graphic technology was developed as an 
emulator program to help people in process of protective 
buildings fire safety level evaluation. The emulator program 
"Fireware Emulator" is a product of universal purpose. It 
helps to determine the level of person's security staying in 
protective purpose buildings. Developed software is designed 
for personal use. Performance of the program can be 
enhanced by the combination of prior knowledge about object 
and the information component comparing. Also were made 
mathematical substantiation of evaluation algorithms 
execution correctness. 

Integration of the latest information technologies in the 
field of civil protection will provide to society an effective 
tool for analyzing and using data to explore possible ways of 
avoiding or protecting against emergencies. 
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Abstract—the research deals with the issues of animation of 
the animation studio services market, and the advantages and 
disadvantages of their functioning, both for the ordinary user 
and from the developer. It made clear that it is appropriate to 
provide information to the client about two areas: pricing policy 
and content of services. The services automation methods within 
animation studios are researched using modern methods of Data 
Mining.  

It is proposed to build the work logic using data mining 
methods, Decision Trees methods, for the animation studio 
management services effective functioning. It is determined that 
in case of client priority search criteria choice is related to 
pricing policy, it makes sense to organize the operation of the 
animation studio management service based on the 
backtracking algorithm. In the case of client's search criteria 
choice priority are content-related topics of services, apply 
algorithms for constructing decision-making tree. 

 
Keywords — information technology, Data Mining, Decision 

Trees, animation studio, entertainment 

I. INTRODUCTION 
Recently, there has been a rapid development of the 

entertainment industry worldwide. This is the entry into a 
post-industrial stage of development most the developed 
countries in the world, a characteristic feature is the 
significant growth of services and service industries. Despite 
the fact that the entertainment industry is one of the youngest 
sectors of the socio-cultural sphere, it accounts for about 6 % 
of the world's capital [1]. 

In today's conditions of informatization and 
computerization of the society [2] and the rapid increase in 
demand for services of the entertainment industry [3-4]. 
Business development in this area requires new approaches 
to information processing and decision-making. 

The most notable change is in the travel companies that 
actively involve organizations for process activities advanced 
digital technology [5-9]. These include global computer 
reservation / reservation systems, integrated communications 
networks, multimedia systems, smart cards, management 
information systems, and more. 

However, they are mostly dedicated to addressing the 
digitization of tourism animation services and, unfortunately, 
very little attention has been paid to digitizing the children's 

animation studio segment. Modern animation is the activity 
of developing and implementing special leisure programs 
[10]. Although the demand for services in this particular 
segment of the entertainment industry is huge. With a data 
web - site for parents Britain Netmum, parents spend on 
children's holiday from $ 200 to several thousands of dollars, 
and in general, the market value of children's parties is over $ 
1.5 billion [11]. Similarly, in Ukraine, on average, the 
organization of children's holidays costs about 5 thousand 
UAH [4]. 

II. РROBLEM STATEMENT 
Of course, today most animation studio, event -agency 

etc. have their own web services, where the highlight 
information about their services and show potential 
customers their own successful experiences conducted their 
activities, etc. However, this is not enough. The client 
(animation customer) needs the ability to quickly and 
conveniently view the offerings of different animation studios 
with the ability to compare their services, pricing, quality of 
service and the ability to provide these services in the right 
location and time range, etc. 

Analyzing typical for the market of Ukraine, web services 
animation studio "Children's Planet" [12] "Igroland" [13], 
"Papashon" [14], event - agency "Empire holidays" [14] it is 
difficult not to notice, that the data the services are not 
convenient and do not meet the above requirements. 

 
Fig. 1. View of the main pages of services of children's animation studios: a) 
children's animation studio "Igroland"; b) children's animation studio "Children's 
Planet"; c) the PAPASHON entertainment complex; d) "Empire of the Holiday" 
event-agency 
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Obviously, all four main pages of web services (Fig. 1) 
are not radically different and do not carry information 
regarding the choice of possible services. They do not have 
an intuitive or adapted interface. After pressing certain 
buttons and selecting menus, which, by the way, are not easy 
to find, the information becomes not much more. So, for 
example, to find the list of services of the children's animation 
studio "Children's Planet", you must use the page scrolling, 
on the website of the children's animation studio " Igroland " 
you need to find the "Menu" button, and click on the "Details" 
button on the main page of the entertainment complex 
PAPASHON. However, even after such manipulation of 
information comes not much more. None of these services is 
immediately accessible to the complex of services that can be 
obtained based on a certain budget. Also, none of these 
services has the opportunity to introduce, for example, topics 
that are interesting for the child to get information about the 
range of services that the company can provide and the price 
range of these services, it is difficult to find differentiation of 
services by age categories and so on. 

In addition to imperfect client-side work, these services 
are not functional enough to meet the needs of animation 
studio staff. Here are some of the main unsolved problems: 

• does not have a cumulative database of 
customer preferences and needs; 

• there is no service of forming comparative 
characteristics (cost, duration in time, age restrictions 
and number of participants, etc.) of different offers; 

• when ordering a client an offer to the 
administrator comes just a message about this event, 
which is not processed by the service itself, respectively, 
with a large influx of people who want to order the same 
service, the service will not help the administrator with 
this problem; 

• there is no dynamic selection of the set of 
possible offers for the client according to the criteria he 
/ she has set; 

• there is no dynamic selection of possible 
offers for the client, taking into account time and 
quantitative parameters, the possibilities of the studios 
themselves, etc. 

III. THE METHOD OF IMPROVING THE WORK OF 
CHILDREN’S ANIMATION STUDIO SERVICES WITH 
THE USE OF DATA MINING METHODS IS PROPOSED 

For fast and qualitative sampling of data, modern methods 
of analysis of intellectual data must be applied by certain 
criteria. We believe that it is most appropriate for the 
organization of the effective operation of a service for 
managing the work of animation studios to use the Decision 
Trees methods, such as to enable, step by step , based on the 
client's answers, to form from the existing set of services, the 
set of the most client-friendly solutions. 

To construct Decision Trees most widely used in practice, 
algorithms binary search tree (BST) ; returning search 
algorithm ( backtracking algorithm) and algorithms decision 
tree. 

In our opinion, to sample a variety of possible services, it 
is most advisable to use the backtracking algorithm when 
choosing a client as a priority, the direction of pricing. 

The operation of this algorithm can be interpreted as a 
process of bypassing a tree. Each peak corresponds to it a 
sequence (x1, …, xi), with peaks that correspond to sequences 

of the form (x1, …, xi, y), sons of the summit. The root of the 
tree corresponds to an empty sequence. 

This tree is being traversed by searching deep. In addition, 
a predicate P is specified on all tree vertices. If P(v) = False, 
then the subtree vertices with root at vertex v are not 
considered, and the volume of the bust decreases. The 
predicate P(v) acquires the value False when it becomes clear 
that the sequence (x1, …, xi), corresponding to vertex v cannot 
in any way be added to the complete solution. To apply this 
method, the solution of the problem must look like a finite 
sequence of elements (x1, …, xn). 

In our case, the elements x1, …, xn  of this sequence are 
the cost of the services that can be provided to the client 
within the budget that he or she determines (predicate P). This 
is exactly what a client wants, based on a specific budget. 

Initially, the client is offered a set of services that can be 
provided within a given budget, considering a possible set of 
services, the client is able to remove / add certain of them, 
then the budget for other services increases / decreases. The 
algorithm returns the customer to the previous selection step, 
with the other set of service elements until the desired set of 
services within the client's budget is formed. 

Description of the backtracking algorithm 
After entering in the search window the "budget" of the 

amount that the client focuses on, the logic of the system 
employs a backtracking algorithm , which allows to form 
from the existing set of services, the set of services that can 
be provided within the specified budget. 

Let us illustrate the algorithm for generating multiple 
offers (search with returns) in case the client chooses as a 
priority, the direction of the pricing policy, that is, according 
to the criterion "budget", in a specific example. 

Suppose that table 1 sets the sets of services {р1, …, рn}.  
 

TABLE I. SET OF EXISTING SERVICES 
 

Code Service Cost Duration
р1 Costume photoshoot 1000 UAH 1 hour
р2 Rolledrome 600 UAH 1 hour

р3 Birthday greetings 
with cake 550 UAH 30 minutes 

р4 Weaving of African 
pigtails 500 UAH 1 hour 

р5 Soap bubbles show 500 UAH 1 hour
р6 Trampoline arena 120 UAH 1 hour
р7 Aqua makeup 90 UAH 30 minutes

р8 Trampoline «Treasure 
Island» 80 UAH 30 minutes 

р9 Maze 60 UAH unlimited

Each service is matched by its cost. You need to find a 
subset of which the cost of the elements does not exceed the 
client's criterion "budget" (СВ). If the sum is so large that the 
addition of any new number exceeds СВ then we go back and 
change the last addition of the sum. Let 
СВ = 1 thousand UAH. Figure 2. illustrates part of the 
backtracking algorithm for the problem of finding a subset of 
a set of services {р1, …, рn} with the criterion “budget” equal 
to 1 thousand UAH. 

In general, when a subset of the set of services 
{р1, …, рn}, given in Table 1. from the criterion “budget” is 
equal to 1 thousand UAH. The client may be offered 6 
possible service options. Formed variants of subsets of 
possible services are given in Tables 2-7, respectively. And it 
should be noted that these options are provided, with 
information on the possible duration of the organized holiday. 
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Fig. 2. Part of the backtracking algorithm for problem of finding the subset 
of а set of services {р1, …, рn} with the criterion “budget” equal to 1 
thousand UAH. 

 
 

TABLE ІІ. SET OF OFFERED SERVICES 
Code Service Cost Duration
р1 Costume photoshoot 1000 UAH 1 hour

 Sum 1000 UAH 1 hour
 

TABLE III. SET OF OFFERED SERVICES 
Code Service Cost Duration
р2 Rolledrome 600 UAH 1 hour
р6 Trampoline arena 120 UAH 1 hour
р7 Aqua makeup 90 UAH 30 minutes
р8 Trampoline «Treasure 

Island» 
80 UAH 30 minutes

р9 Maze 60 UAH unlimited
 Sum 950 UAH unlimited

 
TABLE IV. SET OF OFFERED SERVICES 

Code Service Cost Duration
р3 Birthday greetings with cake 550 UAH 30 minutes
р6 Trampoline arena 120 UAH 1 hour
р7 Aqua makeup 90 UAH 30 minutes
р8 Trampoline «Treasure 

Island» 
80 UAH 30 minutes

р9 Maze 60 UAH unlimited
 Sum 870 UAH unlimited

 
TABLE V. SET OF OFFERED SERVICES 

Code Service Cost Duration
р4 Weaving of African pigtails 500 UAH 1 hour
р5 Soap bubbles show 500 UAH 1 hour
 Sum 1000 UAH 2 hour

 
TABLE VI. SET OF OFFERED SERVICES 

Code Service Cost Duration
р4 Weaving of African pigtails 500 UAH 1 hour
р6 Trampoline arena 120 UAH 1 hour
р7 Aqua makeup 90 UAH 30 minutes
р8 Trampoline «Treasure Island» 80 UAH 30 minutes

р9 Maze 60 UAH unlimited
Sum 820 UAH unlimited

 
TABLE VII. SET OF OFFERED SERVICES 

Code Service Cost Duration
р5 Soap bubbles show 500 UAH 1 hour
р6 Trampoline arena 120 UAH 1 hour
р7 Aqua makeup 90 UAH 30 minutes
р8 Trampoline «Treasure 

Island» 
80 UAH 30 minutes

р9 Maze 60 UAH unlimited
Sum 820 UAH unlimited

Once a client is selected, a subset of the solutions that are 
most appropriate for him / her, he / she can make changes by 
removing / adding certain services (this will result in a certain 
budget change) and make an order. 

If the client chooses as a priority, the content area of 
services, the most appropriate is to use the algorithm of 
building a decision tree. In this case, we need to solve the 
typical classification problem. 

After all, when we consider a client's request in terms of 
the content topics of animation studio services , we need to 
make decisions about the set of existing objects (animation 
studio services), assigning them to certain thematic classes, 
that is, providing these objects with classification features. So 
we need to solve a typical classification problem whose set of 
conditional attributes A will be made up by the client's 
requirements. The set W is an active animation studio service; 
the set d is a decision attribute - two elements {"good luck", 
"bad luck"}. 

 
Description of the algorithm for building a decision 

tree 

After selecting a search box of your request priority area 
"subject", the customer will be asked to answer a few 
questions that are conditional attributes and accordingly help 
shape due to the algorithm for constructing Decision Tree , 
the set of possible proposals for a client under given his 
attributes. 

Let's use one of the algorithms for building a Decision 
Tree, namely the algorithm ID3 (Iterative Dichotomizer-3 
algorithm) [15]. To illustrate the algorithm for generating set 
of proposals using the algorithm for constructing Decision 
Tree to a specific example. 

Let Table 8 provide information on options for a 
children's holiday. We construct Decision Tree for given 
Table 8. 

 

 
TABLE VIII. SET OF OFFERED SERVICES 

Versi
on Age Gender  Number of 

participants Subject Type of 
entertainment 

Duration of 
entertainment 

Budget  
(UAH) Holiday 

1. up to 5 years boy up to 4  not thematic are active unlimited  Yes
2. up to 5 years boy up to 4 ninja science 30 minutes – 1 hour 5000-1000 No
3. 5-10 years boy 4-8  ninja science 30 minutes – 1 hour 5000-1000 Yes
4. up to 5 years boy more than 8 Peppa art до 2 hour unlimited No
5. up to 5 years girl more than 8 Peppa art unlimited 5000-1000 Yes
6. 5-10 years girl 4-8 ninja team entertainment unlimited 5000-1000 No
7. 5-10 years girl 4-8 Lady bug team entertainment unlimited 5000-1000 Yes
8. 5-10 years boy more than 8 Lady bug team entertainment unlimited 5000-1000 No
9. 5-10 years boy more than 8 pirates team entertainment unlimited up to 500 No

10. more than  
10 years girl more than 8 Peppa art до 2 hour 5000-1000 No 

11. more than  
10 years girl up to 4 Peppa art до 2 hour 5000-1000 Yes 
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12. more than  
10 years girl more than 8 Peppa are active unlimited 5000-1000 No 

13. more than  
10 years girl more than 8 not thematic beauty and fashion до 2 hour unlimited Yes 

14. more than  
10 years boy more than 8 not thematic beauty and fashion до 2 hour unlimited No 

 

A holiday is a decision-making attribute. The set of all 
conditional attributes A = {"age", "gender", "number of 
participants", "subject matter", "type of entertainment", 
"duration of entertainment", "budget"} corresponds to the 
root node. Select the attribute "age" and mark it the root 
vertex. The set of values of this attribute consists of three 
elements: up to 5 years, 5-10 years, more than 10 years. Put 
the root vertex in correspondence with three edges, each of 
which is attributed to the value of the attribute "age". Set 
examples will be divided into three subsets that correspond 
to the values of the attribute "age"; these subsets 
correspond to each of the vertices 2, 3, 4 of the tree shown 
in Figs. 3 We remove the attribute "age" from the set A and 
get the set A = {"gender", "number of participants", 
"subject matter", "type of entertainment", "duration of 
entertainment", "budget"}. 

 Fig. 
3. The first step of the ID3 algorithm (removing the "age" attribute). 

Consider the vertex number 3. It is matched by the 
subset of examples {B3, B7} that have the value of the 
decision attribute "yes" and the subset of examples {B6, 
B8, B9} that have the value of the attribute of the decision 
"no". We select the following attribute from the set A; let it 
"gender". Denote by vertex 3, construct two edges with the 
values of this attribute, and divide the set of examples in 
vertex 3 into two subsets, in each of which the values of 
gender are the same. 

Consider the vertex number 6. It corresponds to the 
subset {B3}, which has the value of the decision attribute 
"yes", and the subset of examples {B8, B9}, which have 
the value of the decision attribute "no". We select the 
following attribute from the set A; let it be the "number of 
participants". Denote by vertex 6, construct three edges 
with values of this attribute and divide the set of examples 
in vertex 3 into two subsets, in each of which the values of 
the number of participants are the same. 

 
Fig. 4. The second step of the ID3 algorithm (removing  
the "gender" attribute) 

 

Fig. 5. The third step of the ID3 algorithm (removing the "number of 
participants" attribute) 

In Fig. 5 in verse 7 we have an empty set, which 
indicates that under such criteria given by the client, we 
will not be able to offer him anything, that is, a holiday 
cannot be organized, so we will mark this vertex "no" and 
it will become a leaf. In verse 9, examples B8 and B9 have 
the same attributes of the game attribute - no. Therefore, 
we denote this vertex by "no" and it will become a leaf. 
Similarly, we denote vertex 8 as "yes" and it will also 
become a leaf 

 

 
Fig. 6. The fourth step of the ID3 algorithm. 
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IV. CONSIDERATION OF THE DEVELOPED 
FUNCTIONAL OF THE SERVICE  

The main page (see Fig. 7) of the service for managing 
the work of children's animation studios, includes buttons: 
"Offers" - for viewing, all available offers, "Order" - go to 
the window where you can place an order, "Register" - to 
register for service, "Login" - to enter the service and also 
3 offers that can be accessed by clicking on the "Details" 
button. 

 
Fig. 7. The main page web service  

 
After the user, when logging in to the site, chooses a 

budget search option and enters the amount for which he 
wants to organize a holiday, he will be offered as many 
services as possible within the selected budget, as shown in 
the figure. 8. 

 
Fig. 8. A list of suggested holiday options 

 
If someone at the entrance to the site will select the 

search option offers the direction of "subjects" and 
introduce subjects on which it wants to organize a holiday, 
he will be asked to respond to several questions, such as: 
the age of the child; to become a child; budget, the number 
of children on holiday, he will be offered as many services 
within the chosen subject. One of the variants of the 
proposals when choosing the theme "Active entertainment" 
and given attributes: "age" - 11 years; "gender" - boy ", 
budget - 1000 UAH, shown in the figure. 9. 

Having determined the optimum number of services, 
the user can order the selected offers. 

V. CONCLUSIONS 
To organize the effective functioning of animation 

studio management services, taking into account the 
specifics of their work, the logic of query processing 
systems must be built using modern methods of Data 
Mining, namely the "Decision Tree" methods. In order to 
provide quality services, in a user-friendly format, it is 
most appropriate to provide information to the client in the 

context of two areas: price policy and content topics of 
services. If the client chooses as a priority , the direction - 
pricing policy, it is advisable to use the backtracking 
algorithm when choosing the client, as the priority , 
direction - the content of services - algorithms for building 
a decision tree. 

 
Fig. 9. A list of the proposed "Active Entertainment" holiday option 
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Abstract—The article examines the behavior of an 
intellectual agent in a competitive environment. An OODA 
loop is selected to model the behavior. The interaction of the 
stages of the OODA loop (observation, orientation, decision-
making, action) with the ontology of the tasks and the domain 
within which this agent functions is considered. 

Keywords—OODA loop; observation; orientation; analysis; 
synthesis; decision making; action, ontology. 

I.  INTRODUCTION 
According to the ideas of John Boyd and his followers, 

any activity in a competitive environment (for example, in 
the military field) with some degree of approximation can 
represented as an OODA cybernetic model [1]. This model 
involves repeated repetition of a loop of actions, consisting 
of four consecutive interacting processes (Fig. 1): 
orientation, decision, action. This model has successfully 
used to model activities and decision-making in business, 
politics, sociology, etc., in those areas where there is a 
competing party. According to Boyd's theory, every person 
or organization has its own decision-making and activity 
loop in solving tasks. 

Orientation

Observation Decision

Action

John Boyd's loop
(OODA)

 

Fig. 1. OODA loop processes 

Develop an approach to improve the performance of a 
management entity in a competitive environment. The 
purpose of the study is to develop and validate a method for 
modeling the OODA loop using the knowledge base 
ontologies of the environment in which the control object 
operates. 

II. ANALYSIS OF RECENT RESEARCH AND PUBLICATIONS 
According to the literature on the theory of J. Boyd, 

summarized in [1], the purpose of the loop stages and their 
functional purpose is as follows. Observation is the process 
of gathering the information needed to make a decision in a 
particular case. The necessary information can obtained from 
both external and internal sources. Internal sources of 
information are understood as feedback elements of the loop. 

As external sensors and other channels of information are 
used. In order for the observation to be scientific, it must: 

• Systematic, not accidental; 

• Carried out consistently and systematically; 

• Sufficiently broad information was provided about 
the phenomenon being monitored (as many facts as 
possible should be operated on); 

• provided accurate recording of observation results. 

Data can collected: 

• Mechanically. Mechanical registration of data is that 
the source of information, i.e. «event» or 
«phenomenon», manifests itself as a change of some 
physical state, and this new state is recorded 
mechanically. 

• Expert observation, followed by the recovery of 
memory results, which is referred to as «recording». 

• Through experimental research, the peculiarity of 
which is that the phenomenon (the subject of the 
study) is studied under different conditions and 
circumstances; the use of this method of research 
contributes to a deep and very accurate study of a 
certain psychological patterns. 

Orientation is the most responsible and cognitively 
complex stage in the entire OODA cycle. The orientation 
stage consists of two sub-stages: destruction and creation. 
Destruction involves breaking the situation into smaller 
elemental parts that are easier to understand. The decision-
maker or organization will seek to decompose the task to 
such a level until the newly created components of the task 
are close to the standard or typical situations for which the 
decision-maker (ODA) has an action plan. Being acquainted 
with these elementary typical sub-tasks is achieved through 
training, coaching, experience and coaching. ODA identifies 
the current situation, that is, assigns it to a specific sub-task, 
and applies a pre-prepared action plan for that sub-task. Then 
these constituent elemental subplots are combined into a 
general plan of action, which corresponds to the sub-stage of 
«creation». If there are no plans from which to choose a 
solution, then the process remains at the orientation stage and 
further decomposition of the task is carried out. Failure to 
develop a plan with a real chance of success can further grind 
to the last cycle. Orientation uses methods of analysis and 
synthesis, which are closely linked. They are designed to 
process information obtained through the application of 
research methods. Analysis is the study of the qualities, 
properties and characteristics of the object under study by its 
conditional separation into separate components. In turn, the 
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synthesis is to summarize information about individual 
components and to form a set of information data on the 
object of study as a whole. The results of the analysis and 
synthesis process are the basis for making various forecasts 
for the near and far future. Prediction can done by calculation 
and extrapolation methods. 

At the stage of decomposition of the system is carried 
out: 

- Defining and decomposing the overall purpose of the 
study and the main function of the system as a limitation of 
the trajectory in the space of states of the system or in the 
field of acceptable situations. Most often, decomposition is 
performed by building a goal tree and a function tree: 

• Isolation of the system from the environment 
(division into «system» and «non-system»); 

• Description of influential factors; 

• Description of development trends; 

• Description of the system as a «black box»; 

• Functional (by function), component (by type of 
elements), structural (by type of relations between 
elements) decomposition of the system. 

Decision-making is the third stage of the OODA cycle. 
If, at this stage, the ODA has been able to form only one real 
plan, then the decision is made whether to implement the 
plan or not. If several alternative options are formed, the 
ODA at this stage selects the best one for further 
implementation. Choosing the best plan can made on the 
criterion of value for money. With a time limit, the plan that 
meets the requirements of fast reliability is preferable. The 
following methods are used to make a decision: 

• The cost-effectiveness method takes into account 
three stages: construction of the model of efficiency, 
construction of the model of cost, synthesis of cost 
and efficiency; 

• Methods of theory and practice of reliability are based 
on the application of the apparatus of probability 
theory and random processes, mathematical statistics 
and modeling. 

Action is the final stage of the cycle, which involves the 
practical implementation of the chosen course of action or 
plan. There are two main ways to achieve competitive 
advantage in pursuing different types of professional activity. 
The first way is to quantify your action cycles faster. This 
enables us to be the first to make decisions and make 
competitors react to our actions. The second way is to 
improve the quality of the decisions made, that is, to make 
decisions that are more relevant to the situation than the 
competitors are. Improving the quality of one's own 
decisions can achieved in various ways, which include the 
use of modern formal mathematical methods, the use of 
automated control systems, decision support systems, and 
expert systems. If the latter are used, the modern approach to 
their construction is used as the nucleus of the ontology 
knowledge bases [2]. Therefore, the task of developing 
ontology usage methods in the OODA loop arises. 

III. BASIC MATERIAL 
The distinguishing feature of the OODA cycle from other 

cyclical models is that in any situation, it is always assumed 
that there is a competitive side. In Fig. 2 lists three controls 
that are in some of their initial states and have their own 
states of purpose. The fact that these objects operate in a 
competitive environment, during the passage of the OODA 
loop, to analyze the states in which the competitors are and 
their actions, as shown in the figure by the appropriate 
arrows. It is proposed to use the OODA loop system to use 
an intelligent system whose core knowledge base is an 
ontology consisting of domain ontology and task ontology 
that may arise in this environment. In our opinion, the 
content of the ontology directly affects the 2nd and 3rd stages 
of the cycle, and the structure and content of the ontology 
depends on the 1st and 2nd stages (Fig. 3). Let's take a closer 
look at each stage of the OODA loop as it interacts with the 
domain ontology and the tasks that arise in this area. The 
observation phase enables the ontology development process 
to analyzed and analyzed to select the relevant information 
that is required in the next stages of the OODA loop. 
Formally, an ontology consists of terms (concepts, concepts) 
organized into a taxonomy, their definitions and attributes, as 
well as the associated axioms and rules of inference. 
Therefore, the model of ontology O  is understood as three 
types [2] 

 , ,O C R F= , (1) 

where C is a finite set of concepts (concepts, terms) of 
software, R is finite set of relations between concepts 
(concepts, terms) of a given software, F is interpretation of 
concepts and relations (axioms). Axioms impose semantic 
constraints on the system of concepts and relations [3]. 

In order to build an ontology that adequately describes 
the semantic software model, it is necessary, first, to solve 
the tasks of obtaining knowledge from different sources to 
identify many concepts and establish a hierarchy on that set. 
Since much of the information is contained in natural-
language texts (NLTs), it is promising to gain knowledge of 
textual information as well as intelligent processing of 
specially selected NLT collections. One of the most effective 
approaches to complete ontology is its automated teaching of 
natural language texts. Automated filling can implemented 
by analyzing text documents using a knowledge processor 
(Fig. 4). This approach is discussed in more detail in a 
monograph [4]. In the given scheme, the task of the linguistic 
processor is to perform its lexical, grammatical, syntactic and 
semantic analysis. As a result, the ontology is replenished 
with concepts, TLDs (subject - action - object) and cause and 
effect relationships between TLDs. The other part of the 
important relationship between concepts and their properties 
is established by the ontology processor, which builds an 
ontological structure for each concept obtained after 
analyzing the text. 
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Fig. 2. Operation of facilities in a competitive environment 
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Fig. 3. Using ontologies in the OODA loop 

 

Fig. 4. Structural and functional diagram of the knowledge processor 

The work of the ontology processor is supported by the 
corresponding database, the main components of which are: 
first, a set of rules, and second, a universal logical database 
ММodWN [5] type WordNet [6]. The Knowledge Processor 
is used in a system of automated learning from text 
documents, which in turn is used to solve the task of 
semantic search in full-text databases. Among the systems 
developed in Ukraine, it should noted that the development 
of the staff of the Department of Mathematical Informatics at 
Taras Shevchenko National University of Kyiv is a system of 
text processing in natural language [7]. The system is 

designed to solve tasks such as analysis and synthesis of 
texts in natural language, automated generation of abstract 
text, automated indexing (definition of the subject) of the 
text. Our system is described in detail in [4, 8-12]. The main 
advantage of our approach is to build an Intelligent Agent 
(IA) that determines the value of the messages that are 
proposed to added to the ontology depending on the 
management plan chosen. The peculiarities of the 
functioning of a specialized IA are determined by its interest 
- a vector of estimates of the desirability of possible states of 
the agent. To describe the agent's interest, by which he 
distinguishes the states of the surrounding world and 
positions himself in it, a utility function is used, which is a 
numerical evaluation of his desirability for the agent [13-18]. 
Utilities are combined with action probabilities to determine 
the expected utility of each action. Suppose ( )U S the 
usefulness of the condition S from the point of view of the 
agent making the decision to perform some action A. An 
arbitrary undetermined action can cause a result state 

( )iResult A  where the index i runs over all possible results. 
Before taking action A , the agent evaluates the likelihood of 
each of the possible outcomes ( ) ( )( )| ,iP Result A Do A E , 
where E is the set of parameters available to the agent of its 
state, and ( )Do A  is the statement according to which in the 
current state the action is performed. Thus, it is possible to 
calculate the conditional utility of the action based on known 
status parameters: 

 ( | ) ( ( ) | ( ), ) ( ( ))i iEU A E P Result A Do A E U Result A= ⋅ .(2) 

If the Maximum Expected Utility (MEU) guides a 
rational intellectual agent, it is forced to choose an action that 
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maximizes the expected utility for the agent. This is how a 
mechanism for motivating the behavior of a rational 
intellectual agent works, regardless of its scope. In the case 
of an information retrieval agent Maximum Expected Utility 
− MEU, its interest may be determined by evaluating the 
novelty of the messages received, which requires the use of 
methods of intellectual analysis of natural-language texts. 

We believe that the text is constructed as a message. The 
message structure is oriented to the perception of another 
agent, so it consists of two parts (Fig. 5): the ascertaining 
part, by which the addressee evaluates the relevance of the 
message (1) and defines its context (2), and the constructive 
part - potentially new to the reader in in this context (3). 

Agent-correspondent

Knowledge 
base

Message

Statement part Constructive 
part

Agent-addressee

Knowledge 
base

1 2 3

Assessment of relevance

Context

New knowledge

 

Fig. 5. Recognition of new knowledge in a message to fill their knowledge base 

If the new knowledge is not a complete algorithm, but 
only a single fact or rule that clarifies the algorithms already 
known to the agent, changing their utility functions serves to 
evaluate the novelty of the fact (rule) and their importance to 
the agent. This approach is described in more detail in a 
monograph [9]. The representation of knowledge in the form 
of an ontology implies that any possible generalization, that 
is, a complex, complex concept, is always explicitly 
articulated, named, and appears as a separate concept in the 
knowledge base. At the orientation stage, a plan of action is 
drawn up. In order to reach the target state of IA, a plan to 
achieve this state with all possible alternatives must first be 
developed [10]. Planning is based on decomposition. The ZP 
planning task has three components: the set of states S  , the 
set of actions A , the set of target states Goal  (goal states): 

 ZP , ,St A Goal= . (3) 

Further, we will assume that the goal state is the same. If 
there are several states of goal, then the goal can written as a 
disjunction of these states. Then achieving this state is a 
solution to some sub-task, so assuming the uniqueness of the 
goal state is normal. The action A , in turn, has four parts: 
action name, parameter list, prerequisite, and result. The plan 
itself is defined as a four-element tuple - <Multiple Actions, 
Multiple Organization Constraints, Multiple Causal 
Relationships, Multiple Prerequisites Multiple> [11]. The 
condition ( )S i  is given as a set of facts with appropriate 
probabilistic estimates. The action is presented as a mapping 
from state ( )S i to state ( )S j with a corresponding 

probability ijp , that is ( ) ( )S i S j→ , a probability ijp . The IA 
must be able to evaluate the condition in order to select the 
necessary actions. It is easier to do this with states in which 
he was already. It is more difficult to estimate future states. 
Heuristic functions or metacognition are used to evaluate 
them. So first, let's look at the assessment of the completed 
states, then the actions and finally their combination, leading 
to a new (future) state. Let ( )( )v S i  is an assessment of the 

condition ( )S i . We will use software ontology to evaluate 
states that already had IA. The goal state Goal is determined 

by the need for some set of attributes to reach certain 
values ( ),z x Goal x X∀ ∈ . Each state ( )S i  is defined by its 

many traits that acquire value ( )( ),z y S i iy Y∀ ∈ . To 

evaluate a condition ( )S i , it is necessary to mapψ  the 
plurality of features and their status values ( )S i  to the 
plurality of features and status values Goal . Obviously, the 
BR, namely the optional module of the Semantic Web Rule 
Language (SWRL) ontologies, should use such a mapping. 

 ˆ: O
iY Xψ ⎯⎯→ . (4) 

Then an assessment of the condition ( )( )v S i  is calculated 

 ( )( ) ( )( ) ( ) ( )( ) ( )( ), , , ,
Wx X

v St i d S i Goal z y S i z x Goalϕ ψ
∈

= =  .

 (5) 

where WX  is many essential features. For example, to 
determine the weight of the elements of ontology [4, 12]. ϕ  
is a certain metric that depends on the specifics of the 
software [4, 12]. In our research for choosing IA actions, we 
will rely on the agent's rationality as an effort to minimize 
the cost of resources to reach the end state. Therefore, we 
assume that each action

ija  is uniquely determined by the cost 

of resources k
ijg  (cost of transition from state to state), where 

1, 2,..., ik n= - the number of alternatives kα  for making the 
transition

ija . Therefore, in the future, we denote the action 

by three indexes:
 

k
ija  transition from state ( )S i  to state ( )S j , 

using the alternative kα  [13]. 

Because the lower the score, the better, the action 
estimate is directly proportional to the cost of resources, that 
is: 

 ( )k k
ij ijv a E g= ⋅ , (6) 
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where E is a scalar value that reduces the measurement of an 
action estimate to a single dimension with a state estimate. 
Choosing the best plan is at the decision stage. In general, the 
decision to choose an action based on an alternative is made 
according to some relationship between condition and action: 

 ( ) ( ) ( )( )( ),k k
i ij ijo a v a v S jδ= . (7) 

In particular, this relationship can be linear: 

 ( ) ( ) ( ) ( )( )1k k
ij ijo a v a v S jω ω= + − . (8) 

where [ ]0,1ω ∈  is part of the alternative action that the IA 
gives when making the decision, the other share belongs to 
the state in which it will pass. 

After evaluating actions and states, the path selection task 
is reduced to the task of asynchronous dynamic 
programming [14]. We get the following model of transitions 
between states: 

 ( ) ( )( ), iS j a S i o=  (9) 

with the optimization criterion 

 ( ) ( )( ), iS j a S i o=  (9) 

 ( )( )0 , min(max)S oΘ 
 . (10) 

Task (9) - (10) is a dynamic programming task. Using 
methods suitable for the solution of such tasks, we find the 
solution in the form of a path from transition to the initial 
state, that is, the path of the plan. In our further works, it is 
planned to complicate model (9) - (10) taking into account 
the states of competitors and to use the developed 
mathematical support for the modeling of military actions. 

IV. CONCLUSIONS 
This paper deals with the modeling of the behavior of an 

intelligent agent that functions in a competitive environment. 
An OODA loop is selected to model the behavior. To 
improve the efficiency of the OODA cycle, it is proposed to 
use the ontology of the domain within which the intelligent 
agent operates and the ontology of the tasks that arise in this 
field. The influence of the stages of the OODA loop on the 
ontology content and vice versa - the ontology content on the 
course of the stages is determined. The interaction between 
the ontology and the stages of the OODA loop is suggested. 
The task of planning the activities of an intellectual agent in 
a competitive environment is reduced to the task of dynamic 
programming. 
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Abstract— The article describes the procedure for 
analyzing information resources of the system of dynamic 
integration of weakly structured data in the web-environment 
to determine the common features of information resources 
and identify links between them. Model-based shared resource 
definitions and language describing the rules of access to 
resources, examines the process of creating an object adapter 
defining the common features of the information resources and 
identify relationships between them using the rules of the 
method of "black box". The process of determining the 
structural-dynamic model of the domain Mashup-application 
is described. 

Keywords—information resource; dynamic integration; 
Mashups-application; object adapter; "black box" method; 
agent-oriented approach 

I.  INTRODUCTION 
The growing number of resources and services available 

on the Internet and the opportunities that Web 2.0 offers are 
pushing end users to evolve from passive consumers of 
information into information producers who are able to 
access and manipulate existing information resources in 
order to generate new content. In terms of human-machine 
interaction, this requires new communication paradigms that 
should allow people to access content, move it to personal 
interactive workspaces where they can integrate it, and, if 
necessary, create new content using existing content. The 
solution of this problem requires the use of methods and 
means of dynamic data integration. The data integration 
system frees users from the need to know which data 
sources, other than integrated, they use, what properties of 
these sources and how to access them [1-4]. Today, due to 
the rapid development of the Internet, a huge number of 
information resources of various nature and content has 
accumulated and is constantly growing [5-9]. This raises the 
problem of their operational, dynamic integration, while 
highlighting the content of information and preserving the 
semantics of data [10-13]. The complexity and nature of the 
methods used to solve this problem depends significantly on 
the level of integration that needs to provided, the properties 
of individual data sources and the totality of sources as a 
whole and the necessary methods of integration [14-19]. Due 
to the rapid growth of Ukrainian and world information 
resources, methods of determining the common features of 
information resources and dynamic integration of 
information are in the focus of researchers of federated 

environments and are of scientific and practical interest to 
developers of modern distributed intelligent information 
systems, but numerous problems still remain unresolved. 
Therefore, at present especially urgent task to develop new 
approaches, technologies, architectural solutions and flexible 
tools for analyzing the information resources of the system of 
dynamic integration semi-structured data in a web 
environment for defining common information resources and 
identify relationships between them. 

II. ANALYSIS OF RECENT RESEARCH AND PUBLICATIONS 
Speaking about the dynamic integration of data in the 

web-environment, the research and development of data 
integration systems, working using the technology of Mash-
Up [4, 20-23]. Mashups are an application development 
approach that allows users to combine data from multiple 
sources into a single integration tool. [4, 24-26] Some 
Meshes can created by a simple combination of JavaScript 
code with XML, which makes it possible to build a new 
innovative web service. Other, larger Meshes, which are the 
basis of relevant web sites, use the technology of services 
such as Google Maps and an address database, linking them 
together and showing project information on a map. Unlike 
web service compositions, where the focus is only on 
combining business services, the Mashup framework is 
expanding, which has more functionality and allows for the 
integration of heterogeneous resources, such as data services. 
Programs created with the help of Mash-Up technology are 
called Mashups or Mashup applications. Research shows that 
there is a high level of interest within Mashup. In addition, 
with the rapid development of IT-technologies, the needs for 
dynamic integration of heterogeneous data in the web-
environment become especially urgent. Mashups technology 
opens up new and wide opportunities for data transmission to 
consumers. However, the fact remains unchanged that the 
user of Mashups should know, at least, how to write program 
code using programming languages (for example, Java 
Script, XML / HTML), how to use various web APIs. In 
order to solve this problem, there is a considerable amount of 
effort that is put into developing tools that are designed to 
support users with little programming knowledge to develop 
Mashups applications [27-32]. 

Since the content, nature and structure of a Mashup 
application cannot fully known in advance, because the 
Mashup is formed as a response to a user request. Therefore, 
it is advisable to choose such a method of constructing the 
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functioning of the system, which would most correspond to 
the above criteria. Therefore, we propose the use of a 
combination of object-oriented approach to modeling and the 
method of "black box". According to the method of "black 
box" and agent-oriented approach [7] we perform the 
analysis of information resources of the system of dynamic 
integration of weakly structured data in the web-environment 
to determine the common features of information resources 
in the web-environment in order to dynamically integrate 
weakly structured data using mashups. A prominent feature 
of the agent-oriented approach is that the basic knowledge 
about the environment of the local agent should not contain 
all the information about all the information resources-a 
complete model. Tasks, algorithms, specifications of objects 
required to perform the task are loaded from the agent server 
in the form of a script and the desired representation - a slice 
of the domain model. Data representation is called a form of 
General knowledge representation of the subject area [7]. 
The representation of the same real information objects in 
different information systems may be different [33-36]. 
There are three main classes of data models: structured data 
model (deterministic data schema); unstructured data model 
(nondeterministic data schema); mixed data models (partially 
deterministic schema). As a type of model for designing a 
multi-agent system in order to exchange information 
between Autonomous distributed information resources, it is 
advisable to use a model with a partially deterministic data 
schema [37-45]. This model type is characterized by 
following properties:  

• The set of types of properties and of relationship 
types of object with other objects dynamically only at 
the time of appearance of each real object in focus of 
the information system;  

• Partially deterministic schema;  

• Can be displayed not only the General properties and 
relations of domain objects, but also the individual;  

• The scheme being completed rapidly with the arrival 
of a new fact that is some properties and 
relationships.  

The subject area under study is the web-environment, 
where the elements are their own logical representations of 
the semantics and structure of the information object. A 
conceptual model of the web environment needs to provide 
[46-52]:  

• Representations of data;  

• Means and methods of representation of semantic 
rules that restrict the set of valid States (the data 
space);  

• Means of identification data to select a subset of 
objects of the information system required for 
analysis of specific problems;  

• Handling data. 

A data structure is generally understood as a set 
consisting of data elements and a set of relationships between 
them. This definition covers all possible approaches to data 
structuring, but in each specific task, certain aspects of it are 
used [7, 53-57]. Considering a data structure without 
considering its representation in computer memory is called 
an abstract or logical structure. There are the following levels 

of globalism of logical structures in the computing 
environment: global networks; local networks; a separate 
personal computer; logical disks in a personal computer; 
logical folders; files; file elements; data elements. In turn, 
combinations of such logical structures form more of 
complex composite logical structures. There are simple 
(basic, primitive) and integrated (structured, composite, 
complex) data structures (types). From a logical point of 
view, simple data are indivisible units. Integrated data 
structures are those whose constituent parts are other data 
structures - simple or, in turn, integrated. These logical data 
structures are called domain entities (types). All entities are 
in some relationship with each other, their number and the 
number of relationships between them can be quite large 
depending on the point of view of the subject area. In 
addition, entities can have quite a few properties-
characteristics depending on the domain model. 
Relationships between entities can also have as many 
properties as desired.  

Some different (physical and logical) information objects 
may have common characteristic properties. Therefore, it is 
advisable to consider not only instances of entities (specific 
information objects), but a more abstract entity, which in a 
certain way generalizes these instances into a set with 
characteristic properties common to all elements - types of 
objects. For example, the text document type = {{*.Doc}, 
{*.Txt}, ...}- an artificially created type that has a common 
property for all instances-functionality = working with texts. 
It should noted that the same information object could 
simultaneously temporarily belong to several types of objects 
and participate in logical relationships with other entities in 
different ways, depending on the belonging to the type. This 
representation of the ownership structure or an instance of 
the structure to some type allows us to consider the domain 
as dynamic, and the transition from type to type - as a 
transition between representations of the domain model 
(SOFTWARE) depending on the focus of the task or user, 
that is, the transformation of the SOFTWARE model. "Black 
box" is a term used in engineering and Cybernetics to refer to 
an object or system whose principles of operation are 
unknown, except that a certain input signal corresponds to a 
certain output signal [2]. "Black box" models allow you to 
reflect the inputs and outputs of the system, which are 
necessary to study one of the sides of its functioning, so 
called models "input-output". When constructing such a 
model, the relationship between these inputs and outputs is 
established. The input-output model reflects the basic 
properties of the system, such as integrity and relative 
isolation through the presence of communication with the 
external environment [2]. When constructing an input-output 
model, the problem is to determine the inputs and outputs 
that need to be included in the model, since the model is 
constantly modified when studying the system. The real 
system interacts with the environment through an infinite 
number of ways, that is, through an infinite number of inputs 
and outputs. The criterion for selecting these inputs and 
outputs is the purpose of the system, the materiality of a 
system connection with the environment. In the model we 
are forced to display a finite number of interactions and thus 
there is a high probability of not including exactly those 
inputs and outputs that most significantly determine the 
properties of the system. 

The problem of choosing the most important inputs and 
outputs is expressed in the fact that the connections with 
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the external environment that are not included in the system 
do not disappear, but in a certain way act independently of 
us and thus complicate the study of the behavior of the 
system. When constructing input-output models, 
unaccounted-for and unknown connections with the 
external environment are represented using simplified 
uncertainty models [2]. Modern approaches to the 
construction of input-output models are based on one of 
these forms of uncertainty stochastic, set-theoretic or a 
combination of them. In these cases, the system model is 
considered as a "black box" (Fig. 1) [2] with the following 
parameter groups: control (input) parameters Xi, which are 
called factors; initial parameters Yi, which are called status 
parameters; Wi parameters-effects. 

 
Fig. 1. System model in the form of a " black box “ [2] 

As noted in [2] the methods of identification theory are 
used to construct the model. In General, the identification 
problem is formulated as follows: based on the results of 
observation of the input and output variables of the system, it 
is necessary to build an optimal mathematical model in some 
sense. The main steps of identification are:  

• The choice of class and the structure of the model and 
language of her descriptions; the choice of class and 
types of input X;  

• Substantiation of criteria of similarity systems and 
models;  

• The choice of method for the identification and 
development of appropriate algorithms for estimating 
the parameters of the system;  

• Verification of adequacy of the model obtained 
because of identification. 

III. HIGHLIGHTING PROBLEMS AND STATEMENT OF PURPOSE 
Creating a model of the system of dynamic integration of 

weakly structured data in a web environment using mashup 
technology requires, first, work related to the analysis of 
information resources of the Mashup system to identify 
common features and identify links between them, using the 
correct methodology. The relevance of the task of 
determining the common features of information resources 
and identifying the links between them, distributed web-
environment, is confirmed by the existence of a large class of 
tasks. These are the tasks of monitoring, integration, support 
and integrity of the regional information space, including the 
problems associated with the dynamic integration of 
heterogeneous information resources. Thus, the task of 
developing new approaches, technologies, architectural 
solutions and flexible tools for dynamic integration of 
weakly structured data in the web environment is urgent. 
Therefore, the introduction of new methodologies to identify 
common features of information resources and identify links 
between them in order to facilitate the storage, organization, 

access and analysis of information online is promising and 
constructive in terms of solving the problems. The aim of the 
work is to use existing approaches for the formation and 
analysis of the definition of common features of information 
resources and identify links between them in order to create a 
model of the system that allows end users to obtain unified 
information from various heterogeneous data sources. 

IV. ANALYSIS OF THE OBTAINED SCIENTIFIC RESULTS 
Work with information resources, as with a set of data 

stored in computer systems, for the purpose of further 
effective use of identification, extraction, processing, 
analysis, exchange, within the tasks of owners of information 
resources, includes: storage;  

• Search for the necessary information resource; 
automation of access to information resources;  

• Extraction of information in a unified form; data 
processing (tasks); data analysis;  

• Definition of common features of information 
resources; information exchange;  

• Control of availability of all necessary resources;  

• Control of all stages of work with the information 
resource (transaction monitoring);  

• Output of the result in the specified form (data / task). 

Exchange of results of completed tasks includes 

• Determination of exchange participants (identification 
task);  

• Determination of resource existence and access 
permissions to it (monitoring task);  

• Verification of successful completion of the exchange 
transaction. 

The task of identifying information resources or some 
information object (hereinafter - the object) includes several 
stages, among which are the main: 

• Tasks the conditions for the allocation of some object 
among the totality of objects - definition of search 
image; 

• Object recognition process-verification of compliance 
with the conditions of the search image of the 
characteristics of the scanning object. 

The main tools used to ensure the integration of 
information resources include data converters, integrating 
data models, data model mapping mechanisms, object 
adapters (Wrappers), mediators( Mediators), ontological 
specifications, means of integration of schemes and 
integration of ontological specifications, as well as the 
architecture that ensures the interaction of tools used in a 
particular system of resource integration. Object adapters 
(Wrappers) are components associated with data sources to 
solve technical heterogeneity and metamodeling 
heterogeneity problems. Their main functions: accept source 
requests in some language, turn the request into the source 
language, execute the request, and send the results to the 
mediator. According to the "black box" approach proposed in 
[2], we analyze the information resources of a Mashup 
system in a web environment in order to determine the 
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common features of information resources and formulate 
links between them. In addition, complex objects can contain 
a set of simple objects, for example, a person can have one or 
more addresses. Based on the General resource definition 
model and the resource access rules description language, 
consider the process of creating an object adapter using the 
black box method rules. The automatic object adapter is 
based on three modules:  

• Resource description interpreter-used to generate a 
resource data structure within the system without 
reading the resource description; 

• Mapping device-used to generate internal mapping 
rules by reading the comparison configuration; 

• Intercept device-used to intercept system operations 
according to resource and map information, access a 
new resource using transform rules, and finally to 
return mapping results to the system. 

Let's take a closer look at the work of the object adapter 
to provide dynamic integration of information resources. As 
shown in Fig. 2 the object adapter consists of two 
subsystems: the object component and the resource 
conversion description configuration component.  

 
Fig. 2. Object adapter architecture identify common features of 

information resources and identify relationships between them 

The object component performs multiple object mining 
or system migrations according to resource and mapping 
information and automatically generates reusable objects or a 
transformed system. The configuration component is used to 
generate the resource description and display rules that the 
object component needs. Fig. 2 shows the architecture of the 
object adapter to identify common features of information 
resources and identify links between them and describes the 
cooperation and the main data flow between modules. The 
external adapter configuration tool is used to generate a 
resource description and display rules. According to 
differences in functionality, business logic, data sources, etc., 
software systems have different resource access behaviors. 
Even with the same functionality and business logic, 
software systems still vary depending on differences in the 
experience, skills and personal practices of designers and 
developers. However, no matter how complex and diverse 
web-based systems are, operations at the system level are 
consistent, consistent and according to certain standards. The 

operating system must provide a complete set of operations 
to access all resources on the platform-a set of operation 
keys. The set of operation keys must take into account 
different operating systems, for example, a set of actions in 
the form of system calls in Unix/Linux or as an API in a 
system-level DLL file on Windows. Thus, the problem of 
intercepting the behavior of a software resource can solved 
by intercepting a set of operation keys. According to the 
method of "black box" and agent-oriented approach, we 
present a structural-dynamic model of the domain Mashup-
application at a discrete time t. Let the information object is 
an information resource. Let us have an information resource 
with the following characteristics: 

 
iiiii FLTDO ,,,= , (1) 

where D is the direction, valid values: {input, output}, T is 
the type of information resource with a set of allowable 
values: {pipe, file, network, DB}, L is the location 
information and the authentication information to access the 
resource, F is format of the information resource that is used 
to describe the syntax and semantics of the information 
resource. 

The format of the information resource is defined as 
follows: 

 
ndescriptiodartsi FFF ,tan= , (2) 

where dartsF tan  is an indication of a standard resource type. 
Its value is NULL if the resource format is not of the 
standard type,  

ndescriptioF  is used to describe the format 
defined by the user of the resource. Its value is NULL for the 
resource in standard format. 

Given the formula (1) the phase trajectory (state) of the I-
th information resource at each discrete time t will have the 
form:  

 ( ) ( ) ( ) ( ) ( ) ( )( )tFtLtTtDtOt iiiiii ,,,=ϕ . (3) 

Given that the phase space of the information resource 
can be represented as a set of States of the information 
resource, which at each time t describe a tuple of values of 
the characteristics of the information resource, the structural-
dynamic model of the domain of the Mashup application at a 
discrete time t will have the following form: 

 ( ) ( ) ( ) ( ) ( )( ) ( )( )tOBtORtOtBtRtO ,,,, = , (4) 

where O is a set of object types, R is a set of relations 
between object types, B is a set of valid operations on object 
types, and new object types, new relations, new rules of 
behavior at time t can arise. 

The description of an information object can 
characterized by a set of properties: 

• Complete (abstract) set of all possible properties-
universe of properties; 
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• A subset of the universe of object properties essential 
for solving some problem. 

Each task defines a set of fixed object properties, thereby 
determining the choice of object type. A parameter is a 
logical implementation of a property of an information 
object, so it is worth distinguishing between the parameter 
value and the parameter type. Different types 
(interpretations) can represent the same property. Four basic 
operations can performed on all logical structures: 

• Creation is to allocate memory for the data structure; 

• Destruction is the opposite in its actions before the 
creation operation; 

• Selection is to access data within the structure itself; 

• Update is allows you to change the data values in the 
data structure. 

V. CONCLUSIONS 
The order of the analysis of information resources of the 

system of dynamic integration of weakly structured data in 
the web-environment is described. The characteristic of the 
information object as an information resource is given and 
the description of its most important characteristics is given. 
The work of the object adapter is described and 
recommendations on its use for the process of determining 
the common features of information resources and 
identifying links between them are given. According to the 
method of "black box" and agent-oriented approach, the 
structural-dynamic model of the domain of Mashup-
application at a discrete time t is depicted. 
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Abstract— The article describes the design of a system for 

dynamic integration of weakly structured data using Mash-Up 
technology. Functional requirements to the system of dynamic 
data integration based on Mash-Up technology are 
characterized. An algorithm for constructing an ontological 
model of all integral systems and an algorithm for obtaining 
information resources from an integral system is proposed. 
The architecture and principles of the Shares and Discounts 
Mashup dynamic integration of weakly structured data are 
considered. 
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I.  INTRODUCTION 
Due to the rapid growth of Ukrainian and world 

information resources, methods of dynamic integration of 
information based on Mash-Up technology and processing of 
information resources are in the focus of researchers of 
federated environments and are of scientific and practical 
interest to developers of modern distributed intelligent 
information systems, but numerous problems still remain 
unresolved [1-5]]. Unfortunately, there are no well-defined 
recommendations for the construction of dynamic data 
integration systems based on Mash-Up technology. Such 
projects are implemented mainly thanks to their own ideas 
and solutions. 

II. ANALYSIS OF RECENT RESEARCH AND PUBLICATIONS 
Content integration in Mash-Up systems is usually 

dynamic, that is, it occurs at runtime, based on user input. To 
achieve the minimum execution time, most Mash-Up 
systems support only simple types of data integration [6-9]. 
For example, they often use standardized object identifiers 
(such as latitude / longitude of geographic positions, or 
unique product numbers such as EAN or ISBN) to easily link 
different sources or services [10-12]. Query access to data 
sources or search engines is usually based on keywords, tags 
or category names, but without extensive post-processing, to 
view results from different sources. Hence, it can concluded 
that the current use of Mash-Up technology requires 
improved support for dynamic data integration in 
heterogeneous data objects. As a rule, the scheme of data 
integration Mash-Up is as follows: the task of user-defined 
data transformation to the service level and presentation of 
the finished collage of information resources (Fig.1) [13-21].  

 
Fig. 1. Data integration Mash-Up scheme [2] 

Let's consider some examples of the most famous 
modern Mash-Up systems. IFTTT [3] ("if this, then that" - 
"if this, then that") is a Mash-Up service that allows users to 
connect to various web applications (for example, Face book, 
Evernote, LinkedIn, Dropbox, etc.) using simple conditional 
statements known as "recipes" and create a simple automated 
sequence of operations that is performed when a certain 
action is performed. IFTTT allows users to create and share 
"recipes" that fit the judgment: "if this, then that", "this" is 
the part of the recipe that is called the trigger. It is quite easy 
to use and consists of only three tabs [22-27]: 

• Tasks are a list of your active tasks. 

• Recipes are a list of the most popular tasks that you 
can use as your own, that is, it is something like 
blanks tasks. 

• Channels are a list of supported services, at the time 
of the study of 54 (For example, Twitter, Evernote, 
Google Calendar, LinkedIn, Google RSS Reader, 
Gmail, WordPress, etc.).  

Google Alerts [4] is a service from the search giant. This 
system works based on the idea of monitoring the results of a 
search query according to the time changes. In fact, you can 
set Alerts to show new results on demand. The system is able 
to filter the results and select the most relevant data [28-36]. 

In the notification options list: 
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• The query itself (Google search query syntax is 
supported); 

• Query type (all, news, blogs, videos, discussion, 
books); 

• Message refresh rate (real-time, once a day, once a 
week); 

• Filter the best results or all; 

• Send results to e-mail or as an RSS feed. 

Wappwolf [5] is a Mash - Up service for working with 
files. It is similar in idea with IFTTT, but with a bias towards 
file processing. The only event here is adding a file to the 
cloud storage folder (Dropbox, Google Drive, SkyDrive, Box 
are supported), but there can be quite a lot of actions: 

• Synchronize with other cloud storage Box, SkyDrive, 
Google Drive, as well as with FTP server. 

• A variety of simple operations for images: resize, 
grayscale, rotate, add watermark. 

• Operations for audio files: convert to another format. 

• Operations for text files: convert to PDF, eBook 
formats, kindle downloads, print via Google cloud 
printer. 

• Operations for all file types: add to archive, rename, 
encrypt / decrypt. 

Considering the principles of Mash-Up systems, they can 
divided into the following main groups: 

• Formats and data access; 

• Internal data model; 

• Work with incoming and outgoing information flow 
(data mapping, providing functionality of data flow 
operators, data update, etc.); 

• Functionality (extensibility, distribution, etc.). 

III. HIGHLIGHTING PROBLEMS AND STATEMENT OF 
PURPOSE 

The process of creating a dynamic data integration 
system based on Mash-Up technology requires a detailed 
analysis of all-important characteristics of the design and 
operation of such systems. It is as well preliminary 
development of recommendations for the design of this type 
of system and a detailed description of the processing of 
information resources in such a system, using the correct 
methodology. Thus, the task of developing new approaches, 
technologies, architectural solutions and flexible tools for 
dynamic integration of weakly structured data in the web 
environment is urgent. Therefore, the description of the 
design of the system of dynamic integration of weakly 
structured data using Mash - Up technology is promising and 
constructive in terms of solving the problems. The aim of the 
work is to develop recommendations for creating a system of 
dynamic data integration based on Mash-Up technology and 
semantic processing of information resources in such a 
system. 

IV. ANALYSIS OF THE OBTAINED SCIENTIFIC RESULTS 
In [7] based on the analysis of activity of Mash-Up 

systems allocate the following States of activity: 

1. Registration. At successful registration-transition to 
the second state, at unsuccessful registration-return 
again to the beginning of registration.  

2. Authorization, if everything was successful, move 
on, if not go back to the beginning of authorization.  

3. The formation of the problem. If the task is formed 
in accordance with the rules of the system, move on, 
if not – go back to the beginning of the third state.  

4. The formation of the sources for the Mash-Up. 

5. Search for the necessary information in the selected 
sources. If the search results are satisfactory-go 
ahead, if not go back to the search. 

6. Extract information and move to the next state. 

7. Storage of the received information in the form of a 
service. 

8. Visual representation of the finished Mash-Up. 

The most important States in the Mash-Up system, 
according to [7], is to search for the necessary information 
(the fifth state), extract the information found (the sixth state) 
and store it as a service (the seventh state). To improve and 
improve the result for the seventh state in [7] proposed a 
systematic procedure for determining the structure and 
content of input information resources, which can interpreted 
as a method for determining the structure and content of the 
input information. The use of this method makes it possible 
to improve the quality indicators of the result of the fifth 
state. In addition, since each next state depends on the 
previous one-it will increase the productivity of the next two 
important States of activity. Therefore, when designing a 
dynamic data integration system based on Mash-Up 
technology, the mentioned method is used. The relationship 
between functional and operational requirements for data 
integration systems and different areas of architecture such 
as application systems and technology architecture is shown 
in Fig. 2. Functional requirements for the application system 
describe the value that the system represents in terms of the 
implementation of the functions of the organization (business 
value). Operational (or operational) requirements for a 
software system specify aspects such as reliability, 
manageability, performance, security, compatibility. 
Moreover, this is not a complete list. Examples of 
operational requirements are the ability to access the system 
only authorized users, the level of availability of the 
application system 99, 99 % of the time, and the like. A 
technology architecture is a hardware and software 
infrastructure architecture that enables application systems to 
operate and fulfill the operational (non-functional) 
requirements that are presented to the application systems 
and information architecture. This leads to the following 
conclusion: "Functional requirements are provided by the 
application architecture, operational requirements are 
provided by the technological architecture." 
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Functional requirements Operational requirements

Application architecture Technological 
architecture

Application design
The structure and 

operations of the data 
center

Application deployment 
rules Network devices

 
Fig. 2. Relationship of functional and operational requirements to 
application architecture and technology architecture 

Although, of course, one remark should be made. A good 
technology architecture can provide security, availability, 
reliability, and a whole list of other operational requirements, 
but if the system is designed so that it does not take 
advantage of the technology architecture, it will still not 
function properly, and it will be difficult to implement and 

maintain. Similarly, a properly designed application system 
structure that accurately meets the requirements of business 
processes and is assembled from reusable components using 
state-of-the-art technology may not match the actual 
configuration of the hardware and system software used. For 
example, existing servers may not support system 
components, and network configuration and topology may 
not guarantee information flow needs. This shows that there 
is still a significant relationship between application 
architecture and technology architecture: a good technology 
architecture must built with support for application systems 
that play an important role in the organization's work. 
Therefore, the application architecture needs to make good 
use of the technology architecture to ensure that it meets all 
operational requirements. The functional requirements for 
the dynamic data integration system based on Mash-Up 
technology have developed, which are shown in Fig. 3. 
Using the method of determining the structure and content of 
the received input information [14] designed Shares and 
Discounts Mashup-search system discounts on the purchase 
of goods, services, and the like. 

 
Fig. 3. Functional requirements for dynamic data integration system based on Mash-Up technology 

The system automatically performs the display of 
information stored in heterogeneous information web-
systems, which are integrated into the ontological model, 
which is later used to search for information resources, 
according to the user's request. The implementation of the 
system of dynamic integration of weakly structured data in 
web-systems is a set of completed modules that can used to 
build other systems. The functional decomposition of a 
program defines functions as abstract operations in terms of a 
task, not in the details of their implementation. According to 
the method of determining the structure and content of the 
received input information [7], an algorithm for constructing 
an ontological model of all systems that integrate was 
constructed (Fig. 4). When constructing any algorithm, the 
primary task is to determine the input and output data. The 
input data for the algorithm for obtaining the data structure 
of the system as an ontological model are block diagrams of 
databases of systems that are integrated; ontology of the 
subject area. The initial data is a General ontological model 
that describes the structure of integrated systems within their 

domain and the relationship between the elements of 
different systems. Such a model will modeled by means of 
the RDF language, its extension RDFs and using the OWL 
language. We describe the work of the algorithm for 
constructing an ontological model of all integrable systems. 
In addition, for this purpose we will introduce some 
notations of concepts. Let us have some database scheme of 
the system: { }mTTS ,...,1= ,  where 

mTT ,...,1  is system 
database schema tables S. { }ki AAT ,...,1= , ni ,1= , where 

kAA ,...,1  is the attributes tables of the database schema. 
{ }zRRR ,...,1=  is the connection between the concepts of 

ontology. The algorithm for constructing an ontological 
model of all systems that are integrated contains 6 basic 
steps, namely: representation of database structure as RDF, 
i.e. sequential mapping of schema to RDF format.  
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Block diagram of the system data

Representation of the database structure in the form of RDF

Creating an ontology

Adding top-level ontologies and software ontologies

Checking the created ontology

Editing

Ontology of system structure

No editing 
required

 
Fig. 4. Scheme of the algorithm for constructing an ontological model of 
all integrable systems 

 
ii RDFTT )(→ , 

j
RDFAAj )(→ ,    ni ,1= , kj ,1= , (1) 

where 
iRDFT )(  

is the concepts of the ontology described by 
RDF; 

jRDFA )(  
is properties of concepts in ontology. 

1. Adding semantic attributes and the creation of an 
ontology. This step is implemented by using a 
procedure to define common features of database 
elements and add links between them. 

2. Adding top-level ontologies and domain ontologies. 
We implement this step using the OWL language, 
using the owl: import command. Thanks to the 
transitivity rule in RDF, additional ontologies 
expand subject areas and add new concepts and 
properties. 

3. Checking the created ontology. This step is 
implemented by checking and analyzing the 
extracted ontology for "connectivity", that is, we 
check for missing semantic links anywhere. If so, 
then move on to step five, if not-move on to step six.   

4. Edit the extracted ontology using the ontology editor 
(Protégé) and add links between concepts. Then go 
back to step 4. 

Storing the resulting General ontology of the system 
structure in a file or metadata store in RDF format. The 
algorithm for obtaining information resources from the 
integrated system (Fig. 5) provides for the use of the 
previously obtained global ontological meta-model of 
integrable systems, including top-level ontologies and 
domain ontology. The input data of the algorithm are: 

• Information about stored in databases resources; 

• Global ontological goal-model. 

The initial data, as a result of the algorithm, is a meta-
model that combines the conceptual and substantive parts of 
the ontology. 

Ontology of system structure

Obtaining information resources

Identify common features of IP and add links between them

Adding semantic properties

Semantic meta-descriptions of information resources

 
Fig. 5. The scheme of the algorithm for obtaining information resources 
from the system is integrated 

Thus, such an ontology combines both information about 
the structure of integrated systems and metadata of objects 
stored in them, described in terms of the conceptual part. The 
obtained objective-model can used as a single interface for 
semantic integration of data of distributed systems and 
ensuring their interoperability. The work of the algorithm for 
obtaining information resources from the system, integrated 
consists of the following steps: 

1. Obtaining information about stored information 
resources from a system that integrates using a 
global ontological meta-model. That is, we get each 
tuple from each table of a certain database schema. 

2. Definition of the General features of the received 
tuples of tables of information resources and giving 
of semantic communications between them.  

3. Adding semantic properties using semantic analyzer 
that works based on descriptor logic and imported 
ontology. 

The result is a metadata ontology of information 
resources and the structure of the system stored in the 
metadata repository in RDF format. Information system 
architecture is a concept that defines the model, structure, 
functions and interrelation of information system 
components. Architecture of the designed system Shares and 
Discounts Mashup is shown in Fig. 6. The input data of the 
dynamic data integration system based on the technology 
Mash-Up Shares and Discounts Mashup are sources of 
information resources to which the system has access and the 
user request. The user sets the request and receives a 
response to it in the form of a collage of information 
resources available sources that correspond to the specified 
request. When designing the system interface, ergonomic 
characteristics, simplicity and compactness of information 
display on the screen, convenience of access to the main 
controls of the system operation modes, ensuring reliability 
of the system operation are taken into account. The interface 
is quite simple and understandable for any user. 

Even without detailed instructions, everyone can 
understand what the Shares and Discounts Mashup system 
does. Everything is done in tones that are not debilitating to 
the human eye. 
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Shares and Discounts Mashup System 
information

Access subsystemMashup of 
information 
resources

Data storage 
subsystem

Visualization subsystem

Server

Provider

Browser Task formation subsystem

System support 
subsystem

User
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Information about 
data sources

Brow-
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Content 
formation 
Mashup 
system

DB systems

DB sources

Determining the structure and content 
of the received input information

Database of system 
operation statistics

D
ata sources

D
ata access adapters

 
Fig. 6. Architecture of the system of dynamic integration of weakly structured data Shares and Discounts Mashup 

The interface is written with elements of HTML syntax, 
because HTML is better suited for the design of web pages. 
The name of the system itself is unobtrusive, but still quite 
noticeable in the upper left corner of the page (Pic. 6). The 
inscription «Sale», which directly characterizes the search 
system for discount coupons, occupies the main place of the 
background. Navigation through the system is carried out by 
using menu items or simply flipping the page down. Since the 
system looks like a web site, it is necessary to provide at least 
some small description for the web site: its need, purpose and 
functions.  To do this, a menu item with a name that does not 
require explanations "about us" is highlighted. Menu items are 
placed horizontally at the top of the site from left to right. Main 
menu items: "how does it work?", "Poshuk", "partners", 
"About us", "Contacts" (Fig. 7). By clicking on the menu item 
"How does it work?" You will go to the part of the site with a 
description of the rules of working with the system. 

 
Fig. 7. Kind of system interface 

The menu item "Search" corresponds to the search bar, 
where the user can enter a request to search for the desired 
discount coupon and the system will give a Mash-Up of 
results-information resources from available sources that most 
fully reflect the response to the user's request. The menu item 
"Partners" contains a list of possible sources for finding 
information resources with the ability to quickly go to the 
source site and read more about it. These sources are such well-
known discount coupon sites: Pokupon, Biglion, Gara, 
Goodplace, Groupon, KupiSkidku, and the like. In General, the 
search is carried out on more than twenty different discount 
coupon sites. The "About us" menu item contains a description 
of the system. Menu item "Contacts" - feedback for user 
feedback, suggestions. Example of working with the system: 
the user enters "Spa treatments" into the search feed. Russian 
language is a condition for entering the request, since almost all 
Ukrainian discount coupon sites are described in Russian. The 

result of this query we can see in Fig. 8. Absolutely simple and 
clear scheme of operation of this system allows the user with 
any level of computer technology to search for a discount 
coupon to purchase the necessary goods or receive a certain 
service easily and quickly. Further, finding the desired 
discount, the user can directly go to the source of the discount 
coupon and read more about the promotion. 

 
Fig. 8. The result of the system 

V. CONCLUSIONS 
To solve the problem of dynamic integration of weakly 

structured data, the design of the system of dynamic integration 
of weakly structured data Shares and Discounts Mashup is 
considered. The interrelations of functional and operational 
requirements with application architecture and technological 
architecture in dynamic data integration systems are shown. 
Functional requirements for dynamic data integration system 
based on Mash-Up technology are described. Described the 
process of processing information resources in the system of 
dynamic integration semi-structured data using the algorithm 
for constructing the ontological model of all systems that 
integrate and algorithm of information resources of system, 
integrations. The architecture of the system of dynamic 
integration of weakly structured data Shares and Discounts 
Mashup is described. The functioning of the designed system 
of dynamic integration of weakly structured data Shares and 
Discounts Mashup is considered. Further research will be 
devoted to the scientific search for expanding the scope of 
applications of the developed and proposed methods in the 
design of systems based on the technology Mash-Up dynamic 
data integration. 

 



425 

REFERENCES 
[1] A.Y. Berko, and K.A. Aliekseyeva, “Quality evaluation of information 

resources in web-projects,” Actual Problems of Economics, vol. 
136(10), 2012, pp. 226-234.  

[2] T. Fischer, F. Bakalov, and A. Nauerz, “An overview of current 
approaches to mashup generation,” Proceedings of the International 
Workshop on Knowledge Services and Mashups, 2009, pp. 157-158.  

[3] B. Rusyn, L. Pohreliuk, A. Rzheuskyi, R. Kubik, Y. Ryshkovets L. 
Chyrun, S. Chyrun, A. Vysotskyi, and V.B. Fernandes, “The Mobile 
Application Development Based on Online Music Library for 
Socializing in the World of Bard Songs and Scouts’ Bonfires,” 
Advances in Intelligent Systems and Computing IV, Springer, 1080, 
2020, pp. 734-756. 

[4] V. Andrunyk, L. Chyrun, and V. Vysotska, “Electronic content 
commerce system development,” Proceedings of 13th International 
Conference: The Experience of Designing and Application of CAD 
Systems in Microelectronics, CADSM 2015-February, 2015. 

[5] K. Alieksieieva, A. Berko, and V. Vysotska, “Technology of 
commercial web-resource processing,” Proceedings of 13th International 
Conference: The Experience of Designing and Application of CAD 
Systems in Microelectronics, CADSM 2015-February, 2015. 

[6] L. Giusy, and H. Hakim, “Mashups for data integration: An analysis,” 
Technical Report UNSW-CSE-TR-0810, 2008, pp. 68-69.  

[7] G. Canfora, A.R. Fasolino, G. Frattolillo, and P. Tramontana, 
“Migrating interactive legacy systems to web services,” IEEE CS Press, 
editor, European Conference on Software Mainteinance and 
Reengineering, 2006, pp. 23-32.  

[8] V. Vysotska, and L. Chyrun, “Methods of information resources 
processing in electronic content commerce systems,” Proceedings of 
13th International Conference: The Experience of Designing and 
Application of CAD Systems in Microelectronics, CADSM, 2015. 

[9] V. Vysotska, and L. Chyrun, “Analysis features of information resources 
processing,” Proceedings of the International Conference on Computer 
Sciences and Information Technologies, CSIT, 2015, pp. 124-128. 

[10] V. Vysotska, R. Hasko, and V. Kuchkovskiy, “Process analysis in 
electronic content commerce system,” Computer Sciences and 
Information Technologies, CSIT, 2015, pp. 120-123. 

[11] V. Lytvyn, V. Vysotska, O. Veres, I. Rishnyak, and H. Rishnyak, “The 
Risk Management Modelling in Multi Project Environment,” 
Proceedings of the International Conference on Computer Sciences and 
Information Technologies, CSIT, 2017, pp. 32-35. 

[12] V. Vysotska, V. Lytvyn, Y. Burov, A. Gozhyj, and S. Makara, “The 
consolidated information web-resource about pharmacy networks in 
city,” CEUR Workshop Proceedings, 2018, pp. 239-255. 

[13] V. Vysotska, V.B. Fernandes, and M. Emmerich, “Web content support 
method in electronic business systems,” CEUR Workshop Proceedings, 
Vol-2136, 2018, pp. 20-41. 

[14] A. Gozhyj, I. Kalinina, V. Vysotska, and V. Gozhyj, “The method of 
web-resources management under conditions of uncertainty based on 
fuzzy logic,” Proceedings of the International Conference on Computer 
Sciences and Information Technologies, CSIT, 2018, pp. 343-346. 

[15] A. Gozhyj, V. Vysotska, I. Yevseyeva, I. Kalinina, and V. Gozhyj, 
“Web Resources Management Method Based on Intelligent 
Technologies,” Advances in Intelligent Systems and Computing, 871, 
2019, pp. 206-221. 

[16] O. Kanishcheva, V. Vysotska, L. Chyrun, and A. Gozhyj, “Method of 
Integration and Content Management of the Information Resources 
Network,” Advances in Intelligent Systems and Computing, 689, 
Springer, 2018, pp. 204-216. 

[17] T. Batiuk, V. Vysotska, and V. Lytvyn, “Intelligent System for 
Socialization by Personal Interests on the Basis of SEO-Technologies 
and Methods of Machine Learning,”CEUR workshop proceedings, Vol-
2604, 2020, pp. 1237-1250.  

[18] V. Lytvyn, A. Gozhyj, I. Kalinina, V. Vysotska, V. Shatskykh, L. 
Chyrun, Y. Borzov, “An intelligent system of the content relevance at 
the example of films according to user needs,” CEUR Workshop 
Proceedings, Vol-2516, 2019, pp. 1-23. 

[19] P. Kravets, V. Lytvyn, V. Vysotska, and Y. Burov, “Promoting training 
of multi-agent systems,” CEUR Workshop Proceedings, Vol-2608, 
2020, pp. 364-378. 

[20] B. Rusyn, V. Vysotska, and L. Pohreliuk, “Model and architecture for 
virtual library information system,” Proceedings of the International 
Conference on Computer Sciences and Information Technologies, CSIT, 
2018, pp. 37-41. 

[21] V. Lytvyn, and V. Vysotska, “Designing architecture of electronic 
content commerce system,” Proceedings of the Internat. Conference on 
Computer Sciences and Information Technologies, 2015, pp. 115-119. 

[22] O. Naum, L. Chyrun, O. Kanishcheva, and V. Vysotska, “Intellectual 
System Design for Content Formation,” Proceedings of the International 
Conference on Computer Sciences and Information Technologies, CSIT, 
2017, pp. 131-138. 

[23] J. Su, A. Sachenko, V. Lytvyn, V. Vysotska, and D. Dosyn, “Model of 
Touristic Information Resources Integration According to User Needs,” 
Proceedings of the International Conference on Computer Sciences and 
Information Technologies, CSIT, 2018, 113-116. 

[24] V. Lytvyn, V. Vysotska, D. Dosyn, and Y. Burov, “Method for ontology 
content and structure optimization, provided by a weighted conceptual 
graph,” Webology, vol. 15(2), 2018, pp. 66-85. 

[25] V. Lytvyn, V. Vysotska, D. Dosyn, O. Lozynska, and O. Oborska, 
“Methods of Building Intelligent Decision Support Systems Based on 
Adaptive Ontology,” IEEE 2nd International Conference on Data Stream 
Mining and Processing, DSMP, 2018, pp. 145-150. 

[26] V. Lytvyn, Y. Burov, P. Kravets, V. Vysotska, A. Demchuk, A. Berko, 
Y. Ryshkovets, S. Shcherbak, and O. Naum, “Methods and Models of 
Intellectual Processing of Texts for Building Ontologies of Software for 
Medical Terms Identification in Content Classification,” CEUR 
Workshop Proceedings, Vol-2362, 2019, pp. 354-368. 

[27] S. Babichev, “An Evaluation of the Information Technology of Gene 
Expression Profiles Processing Stability for Different Levels of Noise 
Components,” Data, vol. 3 (4), 2018, art. no. 48.  

[28] S. Babichev, B. Durnyak, I. Pikh, and V. Senkivskyy, “An Evaluation of 
the Objective Clustering Inductive Technology Effectiveness 
Implemented Using Density-Based and Agglomerative Hierarchical 
Clustering Algorithms,” Advances in Intelligent Systems and 
Computing, vol. 1020, 2020, pp. 532-553. 

[29] N. Antonyuk, A. Vysotsky, V. Vysotska, V. Lytvyn, Y. Burov, A. 
Demchuk, I. Lyudkevych, L. Chyrun, S. Chyrun, and І. Bobyk, 
“Consolidated Information Web Resource for Online Tourism Based on 
Data Integration and Geolocation,” Conference on Computer Sciences 
and Information Technologies, CSIT, 2019, pp. 15-20. 

[30] A. Vysotsky, V. Lytvyn, V. Vysotska, D. Dosyn, I. Lyudkevych, N. 
Antonyuk, O. Naum, A. Vysotskyi, L. Chyrun, and O. Slyusarchuk, 
“Online Tourism System for Proposals Formation to User Based on Data 
Integration from Various Sources,” Computer Sciences and Information 
Technologies, CSIT, 2019, pp. 92-97. 

[31] O. Lozynska, V. Savchuk, and V. Pasichnyk, “Individual Sign 
Translator Component of Tourist Information System,” Advances in 
Intelligent Systems and Computing, Springer, 1080, 2020, pp. 593-601. 

[32] T. Borovska, D. Grishin, I. Kolesnik, V. Severilov, I. Stanislavsky, and 
T. Shestakevych, “Research and Development of Models and Program 
for Optimal Product Line Control,” Advances in Intelligent Systems and 
Computing IV, Springer, Cham, 1080, 2020, pp. 186-201. 

[33] I. Oksanych, I. Shevchenko, I.,Shcherbak, S. Shcherbak, “Development 
of specialized services for predicting the business activity indicators 
based on micro-service architecture,” Eastern-European Journal of 
Enterprise Technologies, 2(2-86), 2017, pp. 50-55. 

[34] I. Galushka, and S. Shcherbak, “Devising a mathematical model for 
pattern-based enterprise data integration,” Eastern-European Journal of 
Enterprise Technologies, 2(9), 2015, pp. 59-64. 

[35] K. Morozov, I. Sidenko, G. Kondratenko, and Y. Kondratenko, 
“Increasing Web-Design Effectiveness Based on Backendless 
Architecture,” CEUR workshop proceedings, Vol-2604, 2020, 894-905. 

[36] K. Ivanova, G. Kondratenko, I. Sidenko, and Y. Kondratenko, “Artificial 
Intelligence in Automated System for Web-Interfaces Visual Testing,” 
CEUR workshop proceedings, Vol-2604, 2020, pp. 1019-1031. 

 



IEEE Third International Conference on Data Stream Mining & Processing
August 21-25, 2020, Lviv, Ukraine

Adaptive Algorithm for Radar-System Parameters
Tuning by means of Motion Zone Estimation

Andrii Cheredachuk
National University

of Kyiv-Mohyla Academy
Kyiv, Ukraine

andry.cheredarchuk@gmail.com

Galyna Kriukova
National University

of Kyiv-Mohyla Academy
Kyiv, Ukraine

kriukovagv@ukma.edu.ua

Andrii Malenko
Glushkov Institute of Cybernetics

NAS of Ukraine
Kyiv, Ukraine

malenko.andrii@gmail.com

Maksym Sarana
National University

of Kyiv-Mohyla Academy
Kyiv, Ukraine

m.sarana@ukma.edu.ua

Oleksandr Sudakov
National Taras Shevchenko

University of Kyiv
Kyiv, Ukraine

saa@univ.kiev.ua

Sergii Vodopyan
National University

of Kyiv-Mohyla Academy
Kyiv, Ukraine

ORCID: 0000-0002-8406-7434

Yevhenii Volynets
National University

of Kyiv-Mohyla Academy
Kyiv, Ukraine

volynets@ukma.edu.ua

Abstract—This paper focuses on development of algorithm for
parameters tuning for Doppler radar-based sensing systems for
motion monitoring. The algorithm adapts parameters for better
system performance according to estimated motion zone, i.e.
mean and maximum distance to objects and their velocities. A
new approach for determination of radar height position and tilt
angle is proposed and experimentally tested.

The method uses radar measurement points cloud only and
may be applied for optimization of distance and velocity ranges
and reduction of artifacts. Error of tilt angle estimation is
0.7-1.6 degrees in range of 0-45 degrees. Height estimation
error depends on moving object height and is less than 1 m.
Main goal of the algorithm is estimation of motion zone and
corresponding adaptive change of radar-system configuration
parameters for optimising system’s field of view and performance.
The proposed approach may be used for indoor and outdoor
motion detection and activity classification in applications such
as health diagnostics, health monitoring, surveillance, occupancy
sensing, and automotive.

Index Terms—adaptive algorithm, parameters tuning, radio
frequency sensor, noise reduction

I. INTRODUCTION

Motion detectors have found wide use in commercial ap-
plications, e.g. surveillance video cameras with infrared night
vision, passive infrared sensors (PIR), thermal cameras, radar
sensors, and many more data stream mining systems [1]–
[4]. Recently, the radar-based sensors have become widely
employed in robotics and active safety applications, as low
power and cost effective devices for motion detection, able
to track and classify a number of objects simultaneously and
estimate corresponding distances and shapes. Various fusion
techniques for sensor data, such as radar-detections and video
camera data allows to develop new algorithms for object
classification and recognition [5], [6]. Such an approach may
be used for the development of hybrid intelligent systems [7].

Galyna Kriukova is grateful to the Charity Foundation “Believe in Yourself”
for financing her sabbatical.

The Frequency-Modulated Continuous-Wave (FMCW)
technique providing high resolution measurements is widely
used in robotics and automotive industry, both for instrumen-
tation and measurement. The main idea of radars with FMCW
technique is to get the range and velocity information from the
beat frequency, which is composed of Doppler frequency and
propagation delay.

Most radio frequency sensors use the 24, 60, and 77GHz
radio bands [8]. Spectrum regulations and standards devel-
oped by the European Telecommunications Standards Insti-
tute (ETSI) and U.S. Federal Communications Commission
(FCC) restrict new products from using the 24GHz ultra-
wide band and 77GHz band for city infrastructure, industrial
factory and building applications, including those requiring
human-machine interaction (see Electronic Communications
Committee Decision (04)10).

Sensors using 60GHz band are capable of gathering rich
high accurate point-cloud data, making this band preferable
for radar-sensing applications in worldwide industrial set-
ting [8]. Mentioned previously point-cloud radar data (in the
3-dimensional space x, y, z-axes, and radial velocity data)
enables object and motion detection, localisation and classifi-
cation in both indoor and outdoor applications. Nevertheless,
in the setting of multi-target detection problem, common
FMCW radars will suffer from the range-velocity ambiguity
problem, which typically causes missed or ghost targets [3].

In order to automatically improve radar-based system, the
algorithm for system performance estimation should be de-
veloped. Such an idea is widely used for video-systems, for
example, a number of objective blind image quality assessment
methods for better object detection and classification were
proposed [9]. To the best of our knowledge, for radar-based
systems such an approach is not very well studied.

Gathering high accuracy meaningful data requires corre-
sponding maximum and resolution for both range and velocity
from the sensor. Increasing of radar distance range requires
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decreasing of velocity range and vice-versa. In order to op-
timise contrary parameters by tuning chirp configuration, it
is beneficial to estimate and match actual field of view and
motion zone of sensor, therefore problem of position restoring
arises: find height and tilt angle of radar mounting from given
point-cloud radar data.

Main idea of our approach is the following: given default
chirp configuration, the online algorithm estimates the motion
zone and field of view of the radar-based system, afterwards,
with estimations of maximum range and velocity observed,
the algorithm adapts the chirp configuration parameters to
optimise system’s field of view and performance.

In this paper, we consider a new algorithm for system
parameters tuning based on 3D reconstruction method of
motion zone estimation for radar-based system with corre-
sponding tuning and optimisation of system parameters for
better performance. We integrate domain knowledge to data
science problem of parameters optimisation, at the same time
incorporating theoretical models to analyse data, i.e. applying
theory-guided data science approach discussed in [10].

Machine learning methods are widely used is signal process-
ing, e.g. for noise reduction or anomaly detection, in particular
for UWB radar signal data [3], [11]–[13].

The organisation of the paper is following: background
information and recent developments, followed by the descrip-
tion of hardware and software system architecture, overview
how chirp-configuration depends on system performance ac-
cording to theory of Doppler radar sensing, then we propose
method for noise reduction, motion detection and classi-
fication, provide experimental results and discuss potential
applications and related challenges.

II. SYSTEM AND METHOD DESCRIPTION

The radar-based system can be divided into two hardware
and software subsystems. The hardware subsystem includes
the RF subsystem (transmitter, receiver and antenna array)
and Digital Signal Processing (DSP) subsystem. The software
subsystem consists of control and algorithm parts.

A. Hardware subsystem

The hardware configuration of the proposed radar system
includes the RF/analog subsystem and DSP subsystem. We
based our tests on Texas Instruments IWR6843, commercial
FMCW radar device operating in the 60–64GHz band [14].
Functional diagram of the sensor is presented in Fig. 1.
The antenna array is controlled by DSP subsystem with 3
transmitting and 4 receiving antenna elements.

B. Software subsystem

In this section, we explain details of our adaptive method.
The software subsystem has hardware control parts and al-
gorithmic part. It is based on firmware and millimeter wave
software development kit (mmWave SDK) provided by Texas
Instruments [15]. It allows user to specify the chirping profile,
displays the detected objects and other information in real-
time.

Fig. 1. IWR6843 Functional Block Diagram [14].

C. Chirp configuration

In FMCW radars with linear slope, the transmitting signal
is a sweep in frequency, which is usually called as a “chirp”,
i.e. a single tone with its frequency changing linearly with
time. A set of such chirps mold a “frame”, which is used
as the observation window for the radar processing. Various
parameters of the chirp ramp (i.e. sweep bandwidth, frequency
slope, time of chirping, sampling frequency, etc) impact the
system performance [16].

For example, the range of distance over which a radar-
based sensor detects objects is a crucial parameter for the
following applications of the system. Detection of objects at
large distance is limited by both the signal-to-noise ratio of
the received signal, and the intermediate frequency (IF) band-
width supported by the radar device. The relationship between
maximum detection range and the intermediate frequency (IF)
bandwidth is shown in (1):

Rmax =
IFmax · c

2S
, (1)

where IFmax is maximum intermediate frequency (IF) band-
width supported, S is slope of the transmitted chirp, and c is
speed of light.

At the same time, in majority of applications resolving
two closely spaced objects as two separate objects, rather
than detect them as one, is a crucial ability for the system.
Therefore, another important metric is the smallest distance
between two objects that allows them to be detected as
separate, which is usually referred as the range resolution.
This parameter depends on the bandwidth of chirp sweep that
the radar sensor can provide. The relationship is the following
(2).

Rres =
c

2B
, (2)

where c is speed of light, and B is sweep bandwidth of
FMCW chirp. Correspondingly, for better range resolution the
larger sweep bandwidth should be used. For example, if radar
device support a 4GHz sweep bandwidth, that allows a range
resolution of as low as approximately 4cm.
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As sweep bandwidth B of FMCW chirp is proportional
to its slope S. Combining (1) and (2) we have that range
resolution and maximum of detection range are proportional

Rres ∝ Rmax.

Therefore, to optimise range resolution, it’s better to min-
imise Rmax to actual motion zone.

The same relationship between system parameters is related
to velocity of the object, which along with distance detection
is another critical parameter. The chirp cycle time (that is, the
time difference between the starts of two consecutive chirps)
influences the maximum measurable velocity by FMCW radar-
based system. This correspondingly depends on the minimum
inter-chirp time allowed and how fast the frequency sweep can
be performed, therefore, for maximum of velocity detection we
have:

Vmax =
λ

4Tc
, (3)

where Tc is total chirp time, including chirp time and idle
time, and λ is wavelength of the signal used.

Along with range resolution, separating out objects with
small velocity differences is an important ability of radar-
based system, therefore, good velocity resolution is required.
Corresponding velocity resolution parameter depends on the
duration of transmit frame, i.e. increasing the number of chirps
in a frame improves the velocity resolution.

Vres =
λ

2NTc
, (4)

where Tc is total chirp time, N is number of chirps in a frame,
λ is wavelength of the signal used.

Once again, combining (3) and (4) we get

Vres ∝ Vmax.

Doppler radars are generally ambiguous in either range or
doppler, or both. In the case when actual object velocity is
more than unambiguous Vmax various distortion and ghost
targets may be observed. In Fig. 2, 3 and 4 we compare
point-clouds of detected object with sensor with different chirp
configs.

Fig. 2. Comparison of detected points of approaching object with speed
approx. 4.2 m/s, for chirp with Vmax = 15.3 m/s (left) and Vmax = 3.4
m/s (right). Points colour corresponds to detected radial velocity in m/s.

It’s easy to see that sensor performs much better when
Vmax exceeds object speed. Moreover, otherwise inference in

Fig. 3. Comparison of detected points of object moving tangentially with
speed approx. 13.9 m/s, for chirp with Vmax = 15.3 m/s (left) and Vmax =
3.4 m/s (right). Points colour corresponds to detected radial velocity in m/s.

Fig. 4. Comparison of detected points of object with altering direction and
speed, for chirp with Vmax = 15.3 m/s (left) and Vmax = 3.4 m/s (right).
Points colour corresponds to detected radial velocity in m/s.

target localisation, ghost targets and other distortions occur.
Thereby, as other configuration parameters are interconnected
and influence system parameters, adaptive chirp configuration
tuning is of interest for better performance in the real-world
applications.

Main idea of the algorithm is following: given initial pa-
rameters we estimate motion zone and velocities distribution.
Then we adapt system parameters corresponding to range
maximum and velocity maximum to meet these requirements.
Consistently, we adapt range resolution and velocity resolution
parameters. Then the process is repeated iteratively.

D. Noise reduction

Due to the range-velocity ambiguity problem and various
reflections or other noise sources, from multi-path propagation
of a transmitted radar wave or due to interference from other
radar sensors, in real-world applications radar-based sensor
often produces ghost (imaginary) targets and other noise,
which have nothing in common with real objects, like human
or vehicles.

To eliminate noisy points from records, we apply the follow-
ing idea: extended Kalman filter (EKF) based multi-hypothesis
tracker is used to group points into trajectories. We’ve explored
usage of Hidden Markov Model (HMM, see [17]) for tracking
as well, but EKF with motion model embedded performs
better.

As the tracker doesn’t use information about estimated
radial object velocity, we use this information to detect noisy
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erroneous trajectories and remove corresponding points from
data for further analysis.

Radial velocity of the object may be seen as a derivative of
the distance to object with respect to time:

v =
dR

dt
.

Therefore, integrating it we should get

R =

∫
v dt,

or

∆R =

∫ t2

t1

v dt. (5)

Therefore, having trajectory

{(ti, xi, yi, zi, vi)| i = 0, . . . , n}

we may calculate approximation of the integral (5)

r̂k =

∫ tk

t0

v dt ≈
k∑

i=1

(ti − ti−1)vi,

and compare the value r̂k with actual distance to object

rk =
√
x2k + y2k + z2k.

For concerted trajectories values r̂k and rk have to agree
with each other up to some constant, corresponding to object
distance at initial time t0. To verify this, it’s enough just to
consider linear regression for inputs {r̂k|k = 1, . . . , n} and
outputs {rk|k = 1, . . . , n}

r = ar̂ + b,

where ideally a should be equal to 1 and b corresponds to
distance to object at time t0. Nevertheless, we may estimate
the coefficient of determination R2 of the prediction. The best
possible score is 1, in our numerical experiment we’ve used
different values of threshold to label trajectory as ”good” or
”noisy”. At the same time, estimated value b, which ideally
corresponds to object distance at initial time, has to fit to
feasible distance, therefore, an inequality

0 ≤ b ≤ Rmax + ε

must hold for some acceptable level of noise ε, for example

0 ≤ b ≤ Rmax +Rres.

This approach allows us to select trajectories corresponding
to salient motion, remove noisy and recurrent movement (e.g.
fan vibration or plant oscillation). Thereby the method enables
tuning chirp parameters according to estimated motion zone.

III. EXPERIMENT RESULTS

Our experiments are conducted with a commercial FMCW
60–64GHz band radar chip IWR6843 made by Texas Instru-
ments [14]. The experiment is performed in a natural environ-
ment for various system mounting. Initial system parameters
are the following according to selected chirp configuration:
range resolution 0.28m, velocity resolution 0.25m/s, maximum
velocity 15m/s, maximum range 25m, angle resolution is up
to 5◦ on the sides of sensor’s field of view.

In order to verify motion zone reconstruction algorithm
performance, radar sensor is mounted at the height of 1.5m,
2m and 2.5m and tilt angle 0◦, 15◦, 30◦ and 45◦. We record
identical sandglass-shaped trajectories of person moving in
front of radar sensor, and then we use our method to recon-
struct shape or corresponding point clouds.

To measure the performance of the algorithm, we estimate
the plane underlying the point cloud, compare its position
(height and tilt angle) with corresponding mounting height and
tilt angle. Getting the corresponding plane may be reduced to
the total least squares problem [18], [19] and solved by means
of singular value decomposition (SVD) method, i.e. for set
of points we calculate centroid (or centre of mass), subtract
it from each point, compute SVD decomposition. Eigenvector
corresponding to the least eigenvalue defines plane as a normal
to the plane vector.

In Fig. 5, 6, 7, 8 the noise removal and motion zone
reconstruction process is illustrated for tilt angles 0◦, 15◦, 30◦

and 45◦, and for height 1.5m, 2.0m and 2.5m accordingly.

Fig. 5. Motion zone reconstruction for tilt angle 0◦.

Two left-most plots depict point-cloud (view from above,
i.e. (x, y)-plane, and side view, i.e. (y, z)-plane, correspond-
ingly).

Two right-most plots correspond to the de-noised point-
cloud by means of tracker in the same projections. Points cor-
responding to static trajectories (recurrent motion) are pictured
with red colour. In (y, z)-plane green dashed line corresponds
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Fig. 6. Motion zone reconstruction for tilt angle 15◦.

Fig. 7. Motion zone reconstruction for tilt angle 30◦.

to ground truth of footing level, blue one corresponds to
estimated plane of motion zone (approximately at the height
1.0m above the ground).

Results of motions zone reconstruction are presented in
Table I. As we can see, the error of angle recovery is less than
10◦, approximately 2◦, which corresponds to measurement
error and/or IWR6843 angle resolution.

Difference between estimated middle plane of point-cloud
and ground level definitely should be positive. As we can see,
it approximately equals 1m, which corresponds to estimated
mass centre of the human body. Evidently, for each mounting
height and tilt angle we may observe different points of the
human body, and corresponding middle plane of point-cloud
may shift.

Therefore, we assume, that the angle error is more appro-
priate measure for estimating performance of motion zone

Fig. 8. Motion zone reconstruction for tilt angle 45◦.

reconstruction.

TABLE I
MOTION ZONE RECONSTRUCTION

Ground Truth Estimated Difference
Figure angle height angle height angle height
Fig. 5 0◦ 1.5m 0.7◦ 0.62 0.7◦ 0.88
Fig. 5 0◦ 2.0m 2.6◦ 0.98 2.6◦ 1.02
Fig. 5 0◦ 2.5m 3.2◦ 1.46 3.2◦ 1.04
Fig. 6 15◦ 1.5m 14.0◦ 0.51 1.0◦ 0.99
Fig. 6 15◦ 2.0m 14.5◦ 0.90 0.5◦ 1.1
Fig. 6 15◦ 2.5m 13.1◦ 1.33 1.9◦ 1.17
Fig. 7 30◦ 1.5m 32.2◦ 0.79 2.2◦ 0.71
Fig. 7 30◦ 2.0m 31.1◦ 1.13 1.1◦ 0.87
Fig. 7 30◦ 2.5m 32.5◦ 1.63 2.5◦ 0.87
Fig. 8 45◦ 1.5m 48.6◦ 0.83 3.6◦ 0.67
Fig. 8 45◦ 2.0m 54.8◦ 1.64 9.8◦ 0.36
Fig. 8 45◦ 2.5m 43.4◦ 1.56 1.6◦ 0.94

According to estimated motion zone, the maximum range
doesn’t need to exceed 15m, therefore value of 25m is ex-
cessive, accordingly, chirp configuration may be modified to
decrease maximum detection range and improve range resolu-
tion up to 0.17cm. Moreover, having long history of records,
we may get estimation of maximum velocity observed, and
modify corresponding parameters accordingly.

IV. CONCLUSIONS

In the paper we consider a new method for de-noising
and static clutter removal for motion zone reconstruction.
This approach may be used for adaptive change of chirp
configuration parameters for optimising radar system’s field
of view and performance.

The algorithm works in the following loop: having some
initial radar system configuration (such as chirp slope, time of
chirping, number of chirps per frame, etc), the motion detec-
tion data are collected, after noise reduction the motion zone
boundaries are estimated (such as velocity and range maxi-
mum for detected objects), finally, the radar-system parameters
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are updated to meet the requirements of the corresponding
motion zone, optimise system’s field of view and performance.

Such an approach allows to tune system’s parameters with-
out any additional manual work and maintenance, whereas
preserving data security and privacy. The presented method is
a step towards a better understanding of noise reduction and
system optimization according to the environment and usage
history.

We hope that such an approach may be of interest and can
make a significant contribution to development of novel indoor
and outdoor safety systems. Moreover, we assume there is a
good potential that combining the system configuration tuning
and sensor fusion techniques will enable a powerful tool for
various object detection and tracking frameworks.

In order to broaden the approach, the sensor fusion (i.e.
video-camera data and radar-system motion detection and lo-
calization) may be used to optimize the motion zone estimation
and boost the sensor algorithms for better system’s accuracy
and performance. We plan to consider hybrid machine learning
algorithms for sensor fusion as a part of our future research.
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Abstract— The possibilities of using ontologies and meta-
models to create a system of dynamic integration of weakly 
structured data are considered. The process of transformation 
of weakly structured data into structured information is 
described. Dynamic integration of weakly structured data at 
different levels of complexity: physical, logical, and global is 
considered. The operation principles of the Universal browser 
for dynamic integration of weakly structured data are 
proposed to be applied when creating various web-systems. 

Keywords— dynamic integration; ontology; meta-model; 
web-system, weakly structured data 

I.  INTRODUCTION 
Constant innovation, the rapid development of social 

progress, the discovery of new technological innovations 
cause the active use of web-systems in various spheres of 
human activity [1-3]. The use of this type of information 
resources makes it possible to quickly find the necessary 
information without leaving home or office [4-9]. Today, due 
to the constant development of information technologies in 
web-systems, quite significant volumes of weakly structured 
data of various nature have been accumulated and continue 
to grow rapidly. Hence, there is a need for their rapid, 
dynamic integration for the convenience of presenting these 
data and subsequent use [10-14]. The data integration task is 
to connect data from different sources and provide the user 
with a single (unified) representation of this data, including 
the ability to highlight information of interest to the user on 
request. The data integration system allows you to free the 
user from the need to independently select sources that 
contain the information that the user needs, access each 
source separately, and manually compare and combine data 
from different sources. The data integration role increases as 
the volume and need for data sharing increases. The problem 
of dynamic data integration is extremely multidimensional 
and remains unresolved. The complexity and nature of the 
methods used to solve it depend significantly on the 
integration level that needs to provide, the properties of 
individual data sources and the totality of sources as a whole, 
and the necessary integration methods. 

II. ANALYSIS OF RECENT RESEARCH AND PUBLICATIONS 
Scientific and engineering communities of the world 

have been dealing with the problem of the dynamic 

integration of information resources for many years. Only in 
recent years, modern infrastructure (WEB and GRID 
environments) and open service-oriented architectures in the 
field of information technology (SOA, OGSA) have 
appeared and are actively developing. It is as well as 
significant advances in the development of relevant 
international basic standards of information exchange (XML, 
RDF, TM, OWL) allow to create fundamentally new IP 
models. Such models make it possible to build globally-
distributed applications that implement technological chains, 
which can use not only own IP but also those that can be 
offered by other organizational structures [3, 15-21]. This 
takes into account the fact that while working with such an 
application, it is possible to replace one information service 
with another, delete those that have lost value or relevance, 
and add new ones. The integration process is hampered by 
the heterogeneity of data sources, according to the 
integration level [22-27]. 

• When integrating at the physical level, different file 
formats can be used in the data sources. 

• At the logical level of integration, there may be the 
heterogeneity of the data models used for different 
sources and differences in data schemes, although 
the same data model is used. Some sources can be 
websites and others can be object databases, and so 
on. 

• When integrating globally, different ontologies may 
correspond to different data sources. For example, 
each of the sources can represent information 
resources that model a certain fragment of the 
subject area with its own conceptual system, and 
these fragments intersect. 

There are the following problems of data integration [28]: 

• Heterogeneity: data sources use different models (and 
even metamodels). 

• Autonomicity: the sources are operated 
independently of each other, independently designed 
to solve specific, different problems, using different 
methods. 

• Distributivity: sources are physically or logically 
accessible only through network protocols of remote 
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access, in particular, information sources can be 
distributed on the Internet. 

There are these types of data schema mismatch [29-32]: 

• Heterogeneity conflicts (different data models are 
used for different sources). 

• Naming conflicts (different schemes use different 
terminology, which leads to homonymy and 
synonymy in naming). 

• Semantic conflicts (different levels of abstraction are 
chosen for modelling similar entities of the real 
world). 

• Structural conflicts (the same entities are represented 
in different sources by different data structures). 

Among the main tools used to ensure the integration of 
information resources are data converters that integrate data 
models, data model mapping mechanisms, object adapters 
(Wrappers), mediators (Mediators), ontological 
specifications, means of integration of schemes and 
integration of ontological specifications [3-7, 33-37], as well 
as architecture that provides interaction of tools used in a 
particular system of resource integration. Integration using 
ontological specifications allows you to highlight the data 
stored in each data source, and link mutually with logical and 
global ontologies by displaying (Fig. 1) [8-12, 38-43].  

 
Fig. 1. Systematization of knowledge in the field of ontologies 

Ontology is a formal specification of a separating 
conceptual model. Ontology consists of domain entity 
classes, properties of these classes, relationships between 
these classes, and statements built based on these classes, 
their properties, and relationships between them. Fig. 1 
shows applications, roles, types, presentation languages, and 
ontology owners [44-49]. Domain ontology modelling is an 
expensive and time-consuming task that requires expert 
input. However, the core community should only do this 
work once, which is able to develop and maintain 
dictionaries using the collaborative tools developed by the 
Semantic Web community. Nevertheless, also, non-experts 
can add and display (map) new data sources using widely 
recognized auxiliary ontologies, such as Dublin Core, FOAF, 
SOAP, DOAP, etc. For a specific subject area, the following 
approach is considered reasonable: first search for existing 
ontologies, and then fill the gaps between them on the basis 
of a bottom-up approach from own concepts to more General 
ones (Fig. 2) [3]. 

Data Data Data

Ontology

Reflection

Ontology-based
Data Integration

Integrated data service

 
Fig. 2. Ontology-based data integration 

III. ANALYSIS OF THE OBTAINED SCIENTIFIC RESULTS 
Data integration is considered at different levels of 

complexity (Fig. 3) [4, 20-21].  
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Fig. 3. Data integration at different levels of complexity [4] 

 

The use of different methods and methods of integration 
at each level, depending on the complexity of the level, 
greatly simplifies the process of integration of weakly 
structured data, especially in web-based systems.  At the 
physical level, where all data is from a single data source, it 
is not converted, but only placed as different combinations or 
images. The database browser performs these functions. The 
second level is logical. Data is still obtained from a single 
source, but it is obtained using adapters. Adapters (wrappers) 
are components associated with data sources to solve 
technical heterogeneity and metamodeling heterogeneity 
problems. Their main functions: accept source requests in 
some language, turn the request into the source language, 
execute the request, and send the results to the mediator.  
Means of intermediaries supported a unified meta 
descriptions of the integrated data sources. As a rule, 
semantic intermediaries are developed for a specific narrow 
subject area. Mediation mechanisms rely on ontological 
specifications of sources. An integrated ontology of the 
sources used is created for the mediator. Such systems also 
require an integrating data model with advanced data 
semantics modelling capabilities. At the global level (system 
integration level), it is proposed to use a Universal structured 
data browser [4], the principles of which are shown in Fig. 4. 
[4] 

Structured 
data

Data access 
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Local logical 
object model

Global object 
model

Browser for 
data storage

The presentation 
system interface

 

Fig. 4. System of operation of the Universal structured data browser [4] 

The use of a Universal structured data browser is 
extremely important in web-systems, because even 
structured information that is taken from the Internet is not 
always correctly filed and depicted. In order to properly 
submit to the user the information obtained from several web 

sites, it first needs to be correctly syntactically and 
semantically issued. As already mentioned, the integration of 
weakly structured data needs to carry out at three levels. At 
the top, global level, we integrate data using a universal 
structured data browser. Therefore, before using the 
universal structured data browser, the data needs to be 
structured. The transformation of weakly structured data into 
structured data is a rather time-consuming process that 
requires high accuracy, so the so-called Universal browser of 
weakly structured data is used to work with weakly 
structured data, which is described in detail in [4] and shown 
in Fig. 5. [4] 

Poorly structured
 data

Structured
 data

Ontology of 
information 
resources

The recipient of 
data

Universal data 
browser IP

 

Fig. 5. Conceptual model of universal browser of weakly structured data 
[4] 

The integration of data in an information system naturally 
involves the integration in some form of metadata that 
determines their sources. One of the traditional tasks of 
metadata integration in structured data integration systems is 
schema integration. Difficulties in addressing it in specific 
situations may relate to the presence of conflicts, for 
example: 

• Heterogeneity conflicts (different data models are 
used for different sources); 
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• Name conflicts (different schemes use different 
terminology, resulting in homonymy and synonymy 
in naming); 

• Semantic conflicts (different levels of abstraction are 
chosen for modelling similar entities of the real 
world); 

• Structural conflicts (the same entities are represented 
in different sources by different data structures). 

Let's consider the work of the Universal browser of 
weakly structured data and how for our case it is possible to 
turn weakly structured data into structured data. Therefore, 
for us, the input information is a certain class of weakly 
structured data. Within this class, we find data that consists 
of two parts - hierarchical classification and object-specific 
data. This data may be partially structured. As an example, 
take the product catalogue of the manufacturer or seller. The 
mechanism for converting weakly structured data into 
structured data is shown in [4] (Fig. 6). 

Poorly 
structured data

Structured data

Data Merger 
Adapter

Merge data

Data analysis

Ontology of 
physical 

classification

The physical 
product of an 

ontology

Ontology of 
logical 

classification

Logical 
product of 
ontology  

Fig. 6. The principle of transformation of weakly structured data [4] 

We will show how this mechanism can applied to the 
operation of our Universal browser of weakly structured 
data. Typically, each of the weakly structured data sources 
has a different format. Sites are analysed using adapters that 
can analyse web pages and get the necessary information 
from them. If this is a product classification page, the adapter 
receives this classification. If the page contains General 
product information, the specific product data will retrieved. 
A Web site usually has a home page from which a variety of 
links can be used to, for example, view the entire catalogue 
of information on the classification of a particular product, as 
well as information describing that product. Before analysing 
data sources and getting data from them, you need to analyse 
web pages and install ontologies for local products. In 
addition, an adapter must be installed that can analyse a 
specific data source. Data is populated and updated by using 
data source model information that is stored in the ontology 
product. The process of recording accurate data in the 
product database is happening at the next stage. The 
Universal structured data browser works with this already 
structured data. Therefore, the main task is to convert weakly 
structured data into structured data. Weakly structured data 
after entering the system is transformed by using a data 
Association adapter that combines data using the ontology of 
physical classification. The data, after conversion, goes to the 
analysis stage. When analysing data, the system of the 
universal browser of weakly structured data by using the 
ontology of logical classification converts them into already 

structured data, which the universal browser of structured 
data works with. Working with already structured data is as 
follows: using the adapter, data is obtained from the 
database, and then the data is transferred to the browser for 
data storage, which then presents the data to the user. The 
storage browser receives and sends a user request to the 
system. To work with weakly structured data and convert it 
into structured data, the system of the Universal browser of 
weakly structured data is used, which is shown in Fig. 5. The 
system of the Universal structured data browser, which is 
shown in Fig. 3, works with already structured data. If the 
generic structured data browser system uses only one 
metadata database, the Generic structured data browser 
system will use information from multiple classification 
ontologies and ontology products to search for and view the 
data. The structured database serves as a data source for the 
Universal structured data browser system. The data access 
adapter allows the system to access information that is stored 
in a structured database. The system does not have any 
specific access functions that will allow access to the 
structured database, so the adapter interprets data from the 
ontology product to generate dynamic queries to select 
information from the structured database. Therefore, the 
main idea of dynamic integration of weakly structured data 
in web-systems is that ontologies and meta-models are used 
and integration occurs at three levels of complexity. The 
work of the web-system, which works on the principle of 
dynamic integration of weakly structured data, using 
ontologies and meta-models, is as follows: the user sends a 
request through the system interface; the system analyses the 
request and dynamically receives data from various web-
sources. The Universal browser of weakly structured data 
works with this weakly structured data, further. It is converts 
them into structured information. The Universal browser of 
structured data works with already structured data 
semantically and syntactically forms them and gives out 
already issued data through the user interface.  

IV. CONCLUSIONS 
The main provisions of dynamic integration of weakly 

structured data in web-systems using ontologies and meta-
models are formulated. The functioning of the Universal 
browser of dynamic integration of weakly structured data in 
web-systems is described. The transformation principles of 
weakly structured data into structured information are 
considered. The data integration at different levels of 
complexity is presented: physical, logical, and global. The 
conceptual model of the universal data storage structure is 
described. The described principles of operation of the 
Universal browser can apply when creating web-systems for 
dynamic integration of weakly structured data of different 
nature. 
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Abstract — The authors of the finding develop customizable 
corpus tool to build corpus of historical and religious texts. Big 
Data approach to Natural Language Processing and Natural 
Language Understanding was used to achieve the goal of such 
corpus data platform developing. Calculation of qualitative and 
quantitative characteristics, building search queries belong to 
the most important features of the adaptable text corpus 
effectiveness. Number of computer-based calculations and 
amount of processing data have been reduced and parallelized 
to achieve higher performance on the levels of computational 
methods and implemented system. The higher level of efficiency 
as a trade-off between effectiveness and computational time has 
been achieved by choosing proper parameters of computational 
methods. Latent-Semantic Analysis is used as one of the core 
methods for making queries. The methods applied are mostly 
based on Singular Value Decomposition. Parameters of the 
decomposition are analyzed and justified. Suggested approach 
has been verified on the test data available in different 
languages. 

Keywords — Big Data, Corpus Linguistic, Latent-Semantic 
Analysis, Singular Value Decomposition, Natural Language 
Processing, adaptable text corpus, corpus-based translation 
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I. INTRODUCTION 
While doing lexico-stylistic research of the text belonging 

to different genres and styles linguists and translators face the 
problems of: 

• identifying the equivalence level in source and target 
languages; 

• creating different search queries based on semantic 
closeness and text matching; 

• finding lexico-semantic or stylistic equivalence 
inadequacies;   

• automating marked up language search for resolving 
specific linguistic tasks created to process large 
amount of text data etc.  

Adaptable text corpora are aimed to resolve such and 
similar linguistic problems. Usual text corpus contains 
marked-up source texts with the developed tag sets, relations 
between words and groups of words, qualitative and 

quantitative characteristics [1]. Such calculations cannot be 
done in real-time mode because they are time and memory 
consuming. Rather small amounts of source data turn into a 
large amount of different additional information needed for 
deeper, more sophisticated, multilayered and complex text 
analysis to meet specific linguistic needs. Amount of data 
which are stored by corpus can be qualified as Big Data. Thus, 
approaches which are used for Big Data processing are 
suitable for linguistic corpus development. Such corpus tool 
development involves scientific and Big Data engineering 
problem solving such as choosing proper mathematical model 
and methods, algorithms and data structures, programming 
technologies, software frameworks and libraries. The 
development verification is actualized by the analysis of the 
test text datasets processing. Corpus tool implementation is 
verified by professional linguist who has gained enough 
experience in using automated marked up language search and 
has got sufficient expertise in this domain. Hence, similar 
problems can be resolved effectively only through the joint 
efforts of Big Data engineers and linguists to maximize the 
desirable results. 

Great amount of different corpus tools and corpora are 
available today. The thorough analysis and classification of 
corpora and corpus tools is presented in the former papers [2] 
of the authors. The corpus tools and corpora under mentioned 
classification have some disadvantages such as lack of 
customization, high ambiguity indicator, low effectiveness in 
large amount of text data processing. Lack of customization 
means that linguist cannot use custom or his own models of 
text components and custom methods for text processing. The 
use of input texts in ancient languages is also questionable, 
because it requires specific additional linguistic methods or 
approaches to the queries and additional preprocessing of 
them. This and the former papers are the results of research 
done for developing adaptable text corpus tool aimed at 
processing specific types of texts on the example of religious 
text data [2]. 

Using different Natural Language Processing methods, 
adaptable corpus tool [3] resolves the following tasks: 

1) Extracts terms (words), sentences, groups of 2, 3, 4 
and 5 terms (n-grams). N-grams with higher probabilities 
can be treated as collocations or colligations.  
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2) Part of speech tags (POS-tags) and from syntactical 
parses extracted terms and sentences.  

3) Calculates quantitative characteristics, such as 
frequencies and term-frequencies-invert-document-
frequencies (TF-IDFs) [4] of tagged terms and n-grams.. 

One of the most important function of the text corpus is 
making search queries to find similarities between words and 
groups of words. Focusing on this function implementation it 
was decided [5] to use Latent-Semantic Analysis (LSA) 
approach. LSA [6-8] is successfully used in the web search 
services for different tasks which are of great importance for 
corpus tools, i.e., information retrieval, information 
classification (filtering) and cross-language retrieval. The 
latter is of extreme importance for multilingual corpus queries. 
Singular Value Decomposition (SVD) [4,9,10] is a key 
component of this technique and allows reducing 
computational and memory complexities. Value as an initial 
parameter should be set for the effective use of the optimal 
SVD rank. Thus, objectives of this finding are focused on: 

• finding optimal SVD rank with saving maximum 
energy [4]; 

• measuring computation time of max SVD rank and 
optimal SVD rank to evaluate effectiveness; 

• making numerical and expert analysis of chosen rank 
values for the verification of the suggested approaches. 

It is important to note that among different computational 
challenges of LSA estimating optimal SVD rank was 
mentioned by Susan T. Dumais [6]. This finding resolves the 
tasks for specific text query such as historical and religious 
texts in English, Ukrainian and Russian. 

The approaches suggested in this finding are implemented 
as software. By carrying out computational experiment these 
approaches have been verified. Different editions of the Bible 
in English (HCSB[11], NIV[12], KJVA[13]), Ukrainian 
(GYZ[14], OH62[15]) and Russian(NRT[16]) were chosen as 
source data for computational experiment.  

The main advantage of the source data chosen as a test 
dataset consists in the well-knownness and availability of texts 
in the different languages. 

II. MATHEMATICAL MODEL AND COMPUTATIONAL METHODS 

A. Mathematical model of the linguistic corpus 

A number of sets (L, T, A, B, C, S) have been suggested 
[5] to use as a mathematical model of the linguistic corpus. T 
- set of natural language terms or words t. Set L is a superset 
over the T-sets that comprises terms from all languages: 

 , , . (1) 

There is a subset  of set T which contains terms that 
belong to book ingested into corpus: 

 , . (2) 

Set A — the whole corpus of one language which 
comprises books (set B). Books are divided into chapters or 
documents (set C). Chapter contains sentences (set S) which 
comprise words  — pairs of term and its position in the 
sentence.  

 ,  ,  ,  

 ,  , (3) 

 , ,  

, , 

, , . 

For navigating through the terms in the corpus each set has 
its own index which points to the position. In these sets: n — 
number of the books in the corpus, m — number of the 
chapters in any book of the corpus, p — number of the 
sentences in any chapter, r — number of the ordered terms in 
any sentence, q — number of unique terms in the corpus.  

At the first stage of book ingestion into the corpus terms 
and sentence are tokenized, POS-tagged and syntactically 
parsed. Thus,  — set of syntactically parsed sentences and 

 — tagged ordered terms in the sentences: 

 : → , ∈ 1, , ∈ 1, , ∈ 1, ,  

 = {( ′ 	 ; 1), ( ′ 	 ; 2), … , ( ′ 	 ; )}, (4) 

 , , , , ∈ .  

One of the most time and memory consuming processes is 
n-grams extraction. According to the recommendations given 
by Y. Lin and coauthors [17] this task has been accomplished. 
N-gram extraction can be performed only after having 
tokenized sentences and terms. N-grams is a contiguous 
sequence of n-terms. Size of n-gram depends on the analyzed 
language lexical specificity in grammar, but the most common 
cases are 2-, 3-, 4- and 5-grams. 2-grams (bigrams) and 3-
grams (trigrams) which have been POS-tagged can be written 
as follows: 

 {( ′ 	 ; ), ( ′ 	 ; + 1)}, (5) 

 ∈ 1, , ∈ 1, , ∈ 1, , ≥ 1, + 1 ≤ , 

 {( ′ 	 ; ), ( ′ 	 ; + 1), ( ′ 	 ; + 2)}, (6) 

 ∈ 1, , ∈ 1, , ∈ 1, , ≥ 1, + 2 ≤ ,  

 , , , , ∈ .  

To treat n-grams as collocations and colligations 
probabilities of n-gram appearance in the text should be 
calculated: 

 ( 	 ; + 1)|( 	 ; ) =	  

 = (( 	 ; ),( 	 ; ))(( 	 ; )) , (7) 

∈ 1, , ∈ 1, , ∈ 1, , ≥ 1, + 1 ≤  , , , , ∈ . 

{ }n21 T,,T,T=L … { }nt,,t,t= …21T N∈n

T'

{ }n21 t,,t',t'=T' … N∈n

( )r;t'ijkr

{ }n21 B,,B,B=A … { }imi2i1i C,,C,C=B … n,i 1∈

{ }ijpij2ij1ij S,,S,S=C … m,j 1∈

( ) ( ) ( ){ }r;t',,;t',;t'= ijkrijkijk …21S 21ijk p,k 1∈

{ }ht,,t,t= …21T' q,h 1∈

N∈rp,q,m,n, ABCS ⊂⊂⊂ AT' ⊂

ijkS
~

( )r;'t ijkr
~
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Hence, the most important characteristics for dictionary 
building are the frequencies of each POS-tagged term in the 
chapter, frequencies of each POS-tagged term in the book and 

TF-IDFs. Consider  — number of terms in j-chapter of i-

book, and  — number of terms in i-book,  - number 

of h-term ′ . Frequencies for each POS-tagged term in the 
chapter 

( )
 and in the book 

( )
can be obtained as given 

below: , , … , ( )
, 

( ) = , (8) , , … , ( )
, 

( ) = , (9) ∈ 1, , ∈ 1, , ℎ ∈ 1, , , , ∈ . 

Task of finding the most important terms (set ) in the 
document can be achieved by different methods, such as 
suggested by V. Lytvyn, V. Vysotska, D. Uhryn, M. Hrendus, 
O. Naum, U.Shandruk, P.Pukach, O. Brodyak, especially for 
Slavic languages [18, 19, 20]. Authors of this finding used 
approach based on stop-words filtering, finding lemmas, 
calculating TF-IDFs of each lemmas and ranging lemmas by 
TF-IDF criteria. Stop-words removing based on the dictionary 
(set ), which is predefined by the linguist: 

 , , . (10) 

From the set  according to the language rules POS-
tagged lemmas are obtained: 

, = ′′ , ′′ , … , ′′ .(11) 

It is considered that  is a number of chapters of i-book, 
and  is a number of some h-lemmas ′′  in i-book. 
Analogous to term frequencies lemmas’ frequencies  

should be calculated. TF-IDFs (value 
( )

) calculation can 
be written as follows: 

 
( ) , ( ) , … , ( )

, (12) 

 
( ) = 	 ∙ log	 	 , (13) 

∈ 1, , ∈ 1, , ℎ ∈ 1, , , , ∈ . 

Relations between lemmas, n-grams and documents can 
be represented as a lemma-document and n-gram-document 
matrices. Lemmas and documents are represented as vectors 
of TF-IDFs, thus lemmas are rows and documents (chapters 
of the book) are columns of the matrix : 

 

									 	 	 … 		 	
=

( ) ( ) … ( )
( ) ( ) … ( )⋮ ⋮ ⋱ ⋮( ) ( ) … ( )

	⋮  (14) 

Analogous to lemma-document matrix n-gram-document 
matrices for 2-, 3-, 4- and 5-grams can be written as: , 

,  and . These matrices contain TF-IDFs of 
each n-gram which show importance of this lemma or n-gram. 

Thus, all of the sets and matrices described above 
represent elements of the text corpus and relations between 
these elements. The same data elements were used in the 
developed corpus tool as a source for searching queries.  

B. Processing Data for Making Search Queries 

In making search queries to find similarities between text 
corpus elements (terms, groups of terms or n-grams) by 
cosine similarity between these elements vector 
representations (scalar product) [4,10] can be applied. 
Finding similarities between term  and term  in 
the book  can be represented by the following: 

 cos ( , ) = ∑ ( ) ∙ ( )
∑ ( ) ∙ ∑ ( ) , (15) 

∈ 1, , ∈ 1, , ℎ ∈ 1, , , , ∈ . 

Finding similarities between chapter  and chapter 
 in the book : 

cos ( , ) = ∑ ( )∙ ( )
∑ ( ) ∙ ∑ ( )    (16) 

= 1, , = 1, , ℎ = 1, , , , ∈ . 

In (15) and (16) m is the number of the chapters and q – is 
the number of lemmas (terms). If corpus has large amount of 
terms and chapters (documents) the task of finding closeness 
between them becomes more computational and memory 
resources consuming. To reduce these complexities it is 
suggested to use LSA approach. This method allows 
increasing effectiveness of search by reducing computational 
complexity and filtering less important terms or concepts. 
LSA consists of four main steps: 

1) preparing of the lemma-document matrix; 
2) transforming of lemma-document matrix elements 

from frequencies to TF-IDFs and their normalization; 
3) reducing dimensionality by using SVD which key 

parameter is a rank; 
4) retrieving information in reduced by SVD space by 

finding similarities based on cosine distance between vectors. 

C. Singular Value Decomposition application 

SVD can be applied to all matrices, not only to square 
matrices, and it always exists. The essence of the SVD [9] 
method is decomposition of higher dimensional (hxm) 
rectangular matrix  of rank ∈ [0,min	(ℎ, )] into 3 
matrices of lower dimensional matrices: 

 = ∙ 	 ∙ = ∑ , (17) 

where: 

• an orthogonal matrix U ( ∈ (h x h)) with column 
vectors , = 1,… , ℎ; 

ijC
z

iB
z

ht'z

KWT'

SWT'

SWKW T'\ T'=T' T'T'KW ⊂ T'T'SW ⊂

KWT'

KWKWionlemmatizat 'T'T':F →
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• an orthogonal matrix V ( ∈ (m x m)) with column 
vectors , = 1,… , ; 

• matrix S (m x h) with = ≥ 0 and = 0, ≠ . 
By convention non-zero diagonal elements (singular 

values) of matrix S are ordered: ≥ ≥ . Instead of full 
SVD factorization low-rank matrices were used. This allows 
approximating matrix M and reduce amount of computations. 

By using SVD matrix M as a sum of low-rank matrices ′  can be represented: 

 = ∑ ′ , (18) 

where ′  are weighted by the singular value : vectors ∙
 are scaled by corresponding singular value .  

If the lower value k of the rank than r is chosen, than matrix 
 will be k-ranked approximated and may be represented as 

follows: 

 = ∑ = ∑ . (19) 

Frobenius norm of matrix M was used to measure errors 
between M and  . It is the difference between square root 
of the sum of squares of the elements of M and . Based on 
(18) calculation of the matrix M approximation error can be 
written as follows: = ∑ ( ) 	 − ∑ 	,  ∈ 1, , ∈ 1, , ≥ .  (20) 

According to Eckart-Young theorem [21] SVD can be 
used to reduce a matrix  to k-rank  in a principled and 
optimal in the spectral norm sense manner. 

One of the objectives of this finding is to obtain optimal 
value of k, using computational resources and assessing 
semantic quality of the processing texts. This value was used 
as an input parameter in this computational experiment. To 
assess the quality of data processing results was the task of the 
linguist. Some specific subject area terms were used to verify 
correctness and effectiveness of the procedure. 

III. TEXT CORPUS DATA PLATFORM IMPLEMENTATION 
DETAILS 

Text corpus data platform comprises data processing 
subsystem and module with the user interface for data 
ingestion, querying, numerical and visual reports building. 
Text corpus data platform comprises developed software 
corpus tool and Hadoop software stack based on HDP 3.1.4 
Data platform [22]. Corpus tool was developed on Java 8 with 
Apache Spark 2.3.2.  

A. Data Processing Workflow 

Text corpus storage contains source and calculated data for 
building search queries. Text data processing workflow was 
used [3, 6] to obtain all these data. The effectiveness of these 
workflows was achieved by means of using efficient 
computational methods and distributed implementations of 
these methods on the software level. 

SQL database texts were imported from different sources 
into PostgreSQL. Now these data sources are: books of Bible 
in SQLite format, UTF-8 encoded text files and PDF-files. 
Importing was done by using of pgloader tool, specifically 

developed text parsers and Apache Tika framework. 
PostgreSQL used as a data source for Apache Spark. 
Workflow is implemented in Apache Spark which stores 
results of data processing into RDBMS PostgreSQL 9.6 and 
into distributed storage HDFS or AWS S3. RDBMS was used 
for storing structured data which are used for fast queries from 
user interface of the corpora. Distributed storage (distributed 
matrices) was applied for storing data which will be then 
recalculated. Calculated data comprise: 

1) syntactically parsed sentences: stored in RDBMS; 
2) dictionary of POS-tagged terms with calculated 

frequencies: stored in RDBMS; 
3) dictionary of POS-tagged 2-, 3-, 4-, 5-grams with 

frequencies: stored in RDBMS; 
4) term-document matrix with TF-IDF of each term in 

each document: stored partially in RDBMS and in distributed 
storage; 

5) N-gram-document matrices with TF-IDF of each N-
gram (2-, 3-, 4-, 5-grams) in each document: stored partially 
in RDBMS and in distributed storage; 

6) results of term-document and N-gram-document 
matrices SVD decomposition (U, S and V matrices) for 
making search queries: stored partially in RDBMS and in 
distributed storage.  

B. Components of text corpus Dataplatform 

Big data processing framework Apache Spark 2.3.2 
(Apache Spark SQL, Apache Spark MLLib) which contains 
distributed data structures and distributed computational 
algorithms implementation was used for corpus data platform 
building. Distributed data structures were applied as Datasets 
for data ingestion and as basic NLP processing operations. 
Distributed matrices were put from MLLib for SVD-
decomposition in distributed environment. Apache Spark can 
transparently work with PostgreSQL data source, distributed 
file system HDFS and AWS S3 as storages for storing 
preprocessing data [5]. 

NLP was implemented by using Stanford Core NLP, 
LanguageTool and Apache Spark MLLib. Native 
mathematical libraries [23] were used to achieve higher 
efficiency in linear algebra calculation (e.g. vectors and matrix 
processing, SVD). 

C. Applied Data Structures 

To increase effectiveness of computations Spark 
distributed data structures: Datasets, DataFrames and RDDs 
were applied. Main stages of text data processing of Datasets 
Spark SQL were implemented. Broadcast-function was 
applied to reduce effect of “data skew” [24] by distributing 
small portions of data between executors KryoSerializer for 
Data transmission between executors was applied. 

Mathematical calculations and features extraction were 
accomplished with Spark ML library 
CountVectorizer/CountVectorizerModel and IDF/IDFModel 
for frequencies and TF-IDF calculations, NGram for n-gram 
extraction, SingularValueDecomposition with 
DistributedMatrix for SVD decomposition in distributed 
mode were applied. For sentence extraction and tokenization 
data structures from Stanford Core NLP and LanguageTool – 
CoreSentence and AnalyzedSentence were used. 
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IV. COMPUTATIONAL EXPERIMENT 
Experiment results were obtained after having developed 

software execution on the Spark in local and cluster modes. 
Computational cluster based on HDP 3.1.4 was deployed into 
private cloud [22]. Source data are shown in the table 1. 

TABLE I.  INPUT DATA CHARACTERISTICS 

Book 

Year 
of 

publi
shing 

Target  
translate

d  
language 

Numb
er of 

books 

Num
ber of  
Chap
ters 

Numbe
r of  

stories 

Numb
er of 

verses 

HCSB 2009 English 66 1189 1139 31102 

NIV 2011 English 66 1189 1139 31102 

KJVA 2011 English 77 1336 1252 35488 

GYZ 2019 Ukrainian 66 1189 1175 31160 

OH62 1962 Ukrainian 66 1189 - 31170 

NRT 2014 Russian 66 1189 1011 31163 

Results of the first stage, which comprises data ingestion, 
sentences and terms tokenization, syntactical sentence parsing 
and terms POS-tagging, n-gram extraction are shown in the 
table 2. Due to a huge amount of time needed for data 
processing, the task was carried out on the Spark 
computational cluster: one book processing took about few 
hours in local mode. For example, on the PC with 8 core CPU 
i7-8565U, 16 GB of RAM, M2 SSD processing of GYZ took 
6 hours 8 minutes and HCSB – 2 hours 3 minutes. Differences 
between the processing times of English HCSB and Ukrainian 
GYZ are caused by different implementations of POS-taggers 
and syntactical analyzers. Stanford Core NLP with neural 
network pretrained models was applied for the English texts 
processing, dictionary-based LanguageTool was used for 
Ukrainian with text processing. 

TABLE II.  TOKENIZATION AND N-GRAM EXTRACTION RESULTS 

Book 
Terms 
with 
POS 

Sent.b 
N-gram 

2 3 4 5 

HCSB 18151 40714 163066 363079 458298 469681 
NIV 17589 39916 160766 361805 457308 469159 

KJVA 18695 33787 184470 460385 629910 685215 
GYZ 20516a 32586 202254 393040 440980 430940 
OH62 22122a 34724 205196 401351 445917 434053 
NRT 19053 40101 188176 358443 394041 376893 

a. Large amount of unique terms caused that these terms were not well POS-tagged and 
lemmatized, due to lack of the POS-tagged dictionaries in the investigated linguistic 

domain. 
b. syntactically parsed sentences.  

According to recommendation in [4], i.e., “A useful rule of 
thumb is to retain enough singular values to make up 90% of 
the energy in S”, singular values for k in the range from 1 up 
to maximum value possible rank for document-lemma matrix 
were calculated. For example, for HCSB size of matrix M is 
1189x17036, so the maximum value which was chosen was 
1189. According to (18) all singular values ,  (table 3) 
were calculated and computation time was also measured 
(fig.1). The estimation of k, σ and energy for HCSB, NIV, 
KJVA, GYZ, OH62 and NRT are shown in the table 4. 

Estimated percent of energy for few of the ranks (or 
singular values number) for HCSB are also shown in the table 
3. As it is shown on the example for HCSB text, k=640 allows 

saving 90% of energy in accordance with the rule mentioned 
above. But to verify weather this value of k is enough or there 
should be chosen lower value indicator depends on linguistic 
specific tasks. Expert analysis is based on the comparison of 
the search queries results, i.e., if search queries results are the 
same for different k the smallest value of k are to be chosen. 
Very close results were obtained for different books in the 
same language. Queries for different k-values were completed 
for the most important key words. Expert analysis has shown 
that to provide sufficient accuracy of query results it is enough 
to take 70% of energy – query results will be the same. But to 
obtain the same percentage of energy in the Ukrainian and 
Russian languages it is needed higher k-values than that of 
taken for the English language.  

TABLE III.  HCSBS INGULAR VALUE ESTIMANTION RESULTS 

k   energy % of energy 

1 559.305954 312823.15 312823.15 3.68309697 

5 342.023847 116980.312 946890.838 11.1484421 

15 249.005987 62003.9818 1749214.03 20.594783 

32 202.231197 40897.4569 2585566.83 30.4417795 

58 158.832546 25227.7776 3397625.57 40.0027441 

101 127.027755 16136.0505 4256360.01 50.1132561 

166 103.515251 10715.4072 5105188.75 60.107141 

263 84.7473086 7182.10632 5950186.95 70.0559262 

409 68.7590158 4727.80226 6796251.11 80.0172616 

640 53.3103309 2841.99138 7645710.78 90.0185749 

820 43.9410372 1930.81475 8070542.26 95.0204283 

1189 6.52722843 42.604711 8493481.25 100 
 
Dependencies between sizes of SVD rank and calculation 

times are depicted in figure 1. 

 
Fig. 1. Dependency between calculation of k and time. 

In the same way the results for 2-, 3-, 4- and 5-grams were 
estimated.  

V. CONCLUSIONS 
A number of sets and matrices was suggested to be used 

as a mathematical model of text corpus. Peculiarities of using 
LSA for text data processing based on the example of 
historical and religious text corpora have been analyzed. 
Approaches to calculating time optimization on the level of 
Apache Spark data structures and computational methods 
have been offered. Adaptable corpus tool as a software tool 
for specific text corpus data processing has been developed. 
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Apache Spark computational cluster has been used as a 
core component of corpus data platform. Computational 
experiment has been successfully carried out. Text data 
preprocessing methods of finding optimal rank for SVD-
decomposition on the example of specific texts in different 
languages (English, Ukrainian and Russian languages) were 
assessed and verified. Optimal rank for SVD-decomposition 
search queries of sufficient level of accuracy can be built. 
Optimal SVD-decomposition ranks have been calculated for 
term-document, lemma-document and n-gram-document 
matrices. 

REFERENCES 
[1] T. McEnery and A. Hardieб Corpus linguistics: Method, theory and 

practice, Cambridge: Cambridge University Press, 2012. 
[2] A. Lutskiv, N. Popovych, “Adaptable Text Corpus Development for 

Specific Linguistic Research”, in: Proceedings of IEEE International 
Scientific and Practical Conference Problems of Infocommunications. 
Science and Technology, Kyiv, pp. 217-223, 2019. 

[3] D. Jurafsk and J.H. Martin, Speech and Language Processing, 2nd ed. 
Prentice-Hall, Inc., Upper Saddle River, NJ, USA, 2009. 

[4] A. Rajaraman, J. Leskovec and J.D. Ullman, Mining of Massive 
Datasets [Online]. Available: 
http://infolab.stanford.edu/~ullman/mmds/book.pdf  

[5] A. Lutskiv, N. Popovych, “Big Data Approach to Developing 
Adaptable Corpus Tools”, Proceedings of the 4th International 
Conference on Computational Linguistics and Intelligent Systems 
(COLINS 2020). Volume I: Main Conference, pp.374-395, April 23-
24, 2020. 

[6] S.T. Dumais, “Latent Semantic Analysis”, Annual Review of 
Information Science and Technology, Volume38, Issue1, 2004, pp. 
188-230, https://doi.org/10.1002/aris.1440380105 

[7] T.K. Landauer, D.S. McNamara, S. Dennis and W. Kintsch, Handbook 
of Latent Semantic Analysis, Routledge Taylor & Francis Group, 
Lawrence Erlbaum Associates, Inc., 2011. 

[8] S. Ryza, U. Laserson, S. Owen, and J. Wills, “Advanced Analytics with 
Spark. Patterns for Learning from Data at Scale,” 2nd ed., Sebastopol: 
O’Reilly Media, Inc., pp. 115-136. 

[9] D. Kalman, “A Singularly Valuable Decomposition: The SVD of a 
Matrix”, The College Mathematics Journal, vol. 27, Issue 1, 1996,  
pp. 2-23. doi: https://doi.org/10.1080/07468342.1996.11973744  

[10] M. Deisenroth, A. Faisal and O. Cheng, Mathematics for Machine 
Learning, Cambridge University Press, 2020. URL: https://mml-
book.github.io/ 

[11] Christian Standard Bible, Holman Bible Publishers, Nashville, 1920, 
2011. 

[12] Holy Bible. New International Version, Zondervan Publishing House, 
1140, 2011. 

[13] Holy Bible: King James Version, Study Edition, Containing The Old 
Testament, Apocrypha, and New Testament. American Bible 
Society.1462, (2011). 

[14] Novitnij pereklad Bibliyi Oleksandra Hyzhi, Druk KT Zabelina-
Fil'kovs'ka, Kyiv, 2013. 

[15] I. Ohiyenko, “Bibliya Abo Knȳhȳ Svyatoho Pȳs’ma Staroho ĭ Novoho 
Zapovitu”, Izmovȳ davn’oyevreĭs’koyi ĭ hrets’koyi na ukrayins’ku 
doslivno nanovo perekladena, UBT. Kyiv, 1962. 

[16] Byblyja Novj russkyj sovremennj perevod Slovo Zhyzny. 
Mezhdunarodnoe Byblejskoe Obshhestvo Biblica, 2014. 

[17] Y. Lin, J.-B. Michel, E. Lieberman Aiden, J. Orwant, W. Brockman 
and S. Petrov, “Syntactic Annotations for the Google Books Ngram 
Corpus”, proceedings of the 50th Annual Meeting of the Association 
for Computational Linguistics, Jeju, Republic of Korea, pp. 169–174, , 
8-14 July 2012.  

[18] V. Lytvyn, V. Vysotska, D. Uhryn, M. Hrendus and O. Naum, 
“Analysis of statistical methods for stable combinations determination 
of keywords identification”, Eastern-European Journal of Enterprise 
Technologies, 2/2(92) 2018, pp. 23-37. 

[19] U. Shandruk, “Quantitative Characteristics of Key Words in Texts of 
Scientific Genre”, Ukrainian Scientific Journal, vol. 2362, 2019, pp. 
163-172. 

[20] V. Lytvyn, V. Vysotska, P. Pukach, O. Brodyak and D. Ugryn, 
“Development of a method for determining the keywords in the slavic 
language texts based on the technology of web mining”, 
EasternEuropean Journal of Enterprise Technologies, 2(2-86), 2017, 
pp. 4-12.  

[21] M.M. Lin, “Discrete Eckart-Young Theorem for Integer Matrices”, 
SIAM Journal on Matrix Analysis and Applications, 32(4), 2011, 
pp.1367-1382. DOI: 10.1137/10081099X 

[22] A. Lutskiv, “Provisioning Hortonworks Data Platform onto OpenStack 
with Terraform” https://dataengi.com/2018/09/21/terraform-hdp/. 
Accessed 28 Feb 2020. 

[23] Z. Kang, “Using Native Math Libraries to Accelerate Spark Machine 
Learning Applications”, Cloudera Data Science, 2019. 
[https://docs.cloudera.com/documentation/guru-
howto/data_science/topics/ght_native_math_libs_to_accelerate_spark
_ml.html. Accessed 28 Feb 2020]. 

[24] D. Mykhalyk, “Spark DataSkew Problem”, 2019  
[https://dataengi.com/2019/02/06/spark-data-skew-problem

 

TABLE IV.  SINGULAR VALUES ESTIMATION RESULTS FOR DIFFERENT LANGUAGES 

% of 
power 

HCSB NIV KJVA GYZ OH62 NRT 

k  k  k  k  k  k 	
1-5 1 559.306 1 567.252 1 621.033 1 335.590 1 329.412 1 319.345 

10 5 342.024 4 351.128 4 387.220 14 104.982 15 103.100 14 110.345 

20 15 249.006 15 234.481 14 265.186 53 82.586 54 81.997 49 85.285 

30 32 202.231 34 186.762 31 201.597 108 72.130 109 71.772 101 74.081 

40 58 158.833 63 151.746 60 156.554 176 65.340 177 64.861 166 66.851 

50 101 127.028 107 122.297 105 123.830 258 59.644 260 59.250 247 60.726 

60 166 103.515 178 99.063 178 99.516 357 54.517 360 54.120 343 55.169 

70 263 84.747 272 82.468 288 81.472 476 49.369 479 49.131 461 49.836 

80 409 68.759 418 67.186 453 65.901 624 43.877 627 43.608 608 44.097 

90 640 53.310 647 52.288 714 51.128 819 37.160 822 36.921 805 37.054 

95 820 43.941 825 43.096 918 42.158 950 32.424 955 32.153 940 32.069 

100 1189 6.527 1189 5.787 1336 5.727 1189 5.345 1189 6.914 1189 3.869 
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Abstract—A streaming process discovery method for semi-
structured business processes is proposed. The method is 
further development of the Fuzzy Miner which originally was 
intended for stationary event data sets. The streaming Fuzzy 
Miner supports concept drift of a business process model so that 
recent events are considered more important as the earlier ones. 
The method was used to represent business process models in 
the real-time business process monitoring information 
technology. 

Keywords—process mining, streaming process discovery, 
concept drift, Fuzzy Miner, RTBPM 

I. INTRODUCTION 
Today, an average company exploits IT ecosystem with 

the main purpose to automate the business processes. Usually, 
execution of such business processes leaves so-called “digital 
footprint” in databases, log files etc. This “digital footprint” 
hides the information about how the business processes are 
performed in reality. And, one of the challenges is to mine 
valuable insights from such kind of data taking into account 
its process nature. Occupying the place between classical data 
mining and business process management (BPM), process 
mining [1] is the applied discipline that addresses such a 
challenge. 

In practice, complexity of companies’ business processes 
varies in wide range [2,3,4]: from well-structured and 
predefined to unstructured with a high level of uncertainty. 
Often, business processes from the 1st category are 
implemented by means BPM systems, whilst the ones from 
other category at best allows only partial automation. 
However, especially interesting are co-called “semi-
structured” business processes that lays in-between those two 
categories. Usually, such processes highly depend on people’s 
decisions and are predictable to some extent; however, they 
are not structured enough to be prescribed with such languages 
as BPMN [5]. 

Current paper is devoted to a streaming process discovery 
method with the purpose to deal with semi-structure business 
processes. Fuzzy Miner [6,7,8] was chosen as a basic 
algorithm. The proposed method was implemented as a part 
of the real-time business process monitoring (shortly 
RTBPM) information technology [9,10]. 

The rest of the paper is organized as follows: the context 
of the task is outlined in following section; then, the task is 
stated in a formal manner; the proposed method is represented 
in section IV; implementation of the method and a calculations 

example are in sections V and VI respectively; ideas for future 
steps and conclusions close the paper. 

II. CONTEXT 
The purpose of the RTBPM information technology is to 

provide near real-time information of how semi-structured 
business processes are actually performed. Whilst classical 
BPM systems controls business processes execution by pre-
scriptive models (e.g. BPMN), RTBPM monitors execution of 
business processes representing the real-life behavior in a 
descriptive manner. The approach taken by RTBPM works 
better (comparing to classical BPM) for semi-structured 
business processes since such processes usually have 
continuously evolving nature and usually are too complex to 
be modeled by such strict languages as BPMN. 

One of the key features of RTBPM is representation of 
business process control flow model using event data (i.e. 
“digital footprint” left by the process in IT systems). As the 
monitoring is done in the near real-time mode, the process 
model is generated and updated from a continuous event data 
stream. In the process mining area, such task is named 
streaming process discovery [2,11,12,13,14,15]. 

From the software architecture perspective, RTBPM is 
based on the Lambda architecture pattern [16] which allows 
both streaming and batch processing of event data. The event 
data pipeline (i.e. scalable event data queue) ensures handling 
the data stream in near real-time mode. As the result, 
implementation of the proposed streaming process discovery 
method was integrated in the RTBPM’s data pipeline. 

III. TASK STATEMENT 
The task is to develop a method with the purpose to 

visualize a business process model from an event data stream. 
The core of the method is a streaming process discovery 
algorithm. Similarly to the general process discovery problem 
[2], the formal task statement is the following. 

Let S be a continuous event data stream. A streaming 
process discovery algorithm DS is a function that maps S onto 
a process model G so that the model represents the behavior 
seen in the already received event data. 

The method should fulfill the following criteria: (a) the 
process model is updated in near real-time mode once event 
data are received; (b) visual representation of the process 
model is understandable for the end users who are not experts 
in business process management or process mining; (c) the 
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visual model supports process simplification so that less 
frequent behavior can be filtered; (d) the algorithm DS 
supports concept drift handling of the process model [17] so 
that “older” behavior is “smoothly” replaced by “newer” 
activities.  

IV. STREAMING FUZZY MINER 
Fuzzy Miner is a process discovery algorithm that meets 

from the requirements from the prior section [18] (initially, it 
was designed for semi-structured or even unstructured 
business processes). However, the original Fuzzy Miner 
[6,7,8] aims stationary data sets (not data streams). So, this 
initial version (with some improvements) was integrated as a 
batch data processing component into RTBPM [19]. The 
streaming version is proposed in the rest of the current section. 

A. Overview of the Algorithm 

From the high-level perspective, the Fuzzy Miner 
algorithm consists of the 3 steps: (a) measuring log-based 
metrics; (b) measuring derivative metrics; (c) building fuzzy 
model. In RTBPM, the steps (a) and (b) are performed on the 
server side whilst step (c) is done on the side of the client web 
application. From the volume of processing data standpoint, 
the 1st step is most time and resource consuming since it 
requires scanning event log (which may be quite big). In turn, 
steps (b) and (c) do not require scanning of the entire event log 
and, consequently, are not so resource demanding. Thus, only 
step (a) requires adaptation to data streams. The goal of such 
adaptation is arranging calculations in the way that the 
changes in a business process model can be shown to the end 
user in near real-time mode (using as minimal computational 
resources as possible). 

B. Handling Case Completion 

For the batch Fuzzy Miner, it is assumed that all the cases 
from the processed event log are completed. However, the 
streaming version has to deal mainly with incomplete cases. 
So, it is necessary to define the case completion criterion 

, where ,  is a set of all possible cases 
(completed and incomplete). The characteristic of completion 
is an attribute of a case:  (the symbolic 
notation is taken from [2]). 

Due to diversity of business processes from different 
application areas, the criterion R is defined (and configured in 
RTBPM) for each business process individually. It is worth 
noting that the case completion check procedure is called from 
both streaming and batch data processing components of 
RTBPM. 

C. Start and End Events 

Originally, fuzzy model did not support the process start 
and end events (it was assumed that a business process could 
begin and finish at any of the process steps) [6]. However, 
from the end user standpoint, it is important to understand 
what are the entry and exit points. Due to this necessity, the 
batch [19] and streaming versions of Fuzzy Miner support the 
start and end events. The start event precedes to each of cases’ 
first event, and the end event follows to each of completed 
cases’ last event (incomplete cases do not have end events). 
The start and end events are measured by the Fuzzy Miner 
metrics like any regular event. 

D. Dealing with Concept Drift 

Over time, the process model may change significantly 
(such task is usually called concept drift [17]). The streaming 
Fuzzy Miner has to take this into account process model 
generation so that the most recent behavior has higher priority 
than older. 

In order to handle process concept drift, cases are grouped 
by the following criteria: 

• Each group include not more than  cases. 

• Start time  of any case from group  is not 
greater than start time  of any case from 
group : , 
where , ,  and  are sets of 
cases from groups  and  respectively. 

The defined case grouping approach makes possible log-
based metrics pre-aggregation for each group of cases. 

E. Measuring Log-based Metrics 

First of all, it should be emphasized that log-based metrics 
calculation approach described below is based on the 
assumptions that metric values are non-negative. 

A log-based metric for the entire event log is calculated as 
the following: 

   (1) 

where L is log-based metric value of the entire event log; Li is 
a log-based metric value for case group i; λi is a weight 
coefficient that defines importance of cases from group i; n – 
number of case groups. 

The weight coefficients from (1) has to fulfill the 
conditions: 0 < λi  < λi+1< 1 for i = 1..N – 2 and λn = 1. For 
example, the coefficients can be defined as follows: 

  (2) 

where  (as bigger p as less significant the earlier cases 
are; when p = 0, no concept drift is taken into account). 

In turn, a log-based metric Li from (1) is calculated 
according to the formula: 

  (3) 

where  is the metric value for all the completed cases of 
group i, whereas  is the metric value for an incomplete case 
k from group i. Formula (3) emphasizes that the metric values 
for completed cases are pre-aggregated, whilst the metrics for 
incomplete cases are recalculated once new events related to 
corresponding cases are received. 

The proposed approach to pre-aggregate log-based metrics 
is visualized on Fig. 1. 
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Fig. 1. Log-based metrics pre-aggregation approach 

V. IMPLEMENTATION OF STREAMING FUZZY MINER 
The implementation of the proposed streaming Fuzzy 

Miner is integrated into the RTBPM event data pipeline that 
consists of the following stages (Fig. 2): (1) receiving event 
data and storing them into the database; (2) classifying the 
events; (3) checking if cases are completed; (4) measuring the 
log-based metrics. The streaming Fuzzy Miner is executed on 
stage 4. It takes newly received events, calculates log-based 
metrics, and saves the calculated values into the database. 

 
Fig. 2. Fuzzy Miner integration into the RTBPM data pipeline 

To deal with concept drift, the following new metrics were 
added to the existing set of Fuzzy Miner metrics: drift unary 
significance metric, drift binary significance metric, and drift 
binary correlation metric. These new metrics were put in-
between the log-based and derivate metrics so that the existing 
metrics’ measurement logic remained almost unchanged. 

The concept drift handling approach is also implemented 
for the batch version so that both Fuzzy Miner versions use 
the unified calculation procedure. 

VI. CALCULATIONS EXAMPLE 
To demonstrate results of the proposed streaming process 

discovery method, the “Road Traffic Fine Management 
Process” data set was used [20]. 

Process model generated by the previous version of batch 
Fuzzy Miner [19] without handling of concept drift is depicted 
on Fig. 3.  

 
Fig. 3. Process model without considereation of concept drift (batch Fuzzy 

Miner) 

As can be seen from the model, once event 7 is reached, 
the processes gets into an infinite loop so that there is not 
possibility to go to the end event. Obviously, the model on 
Fig. 3 represents incorrect behavior which is not present in the 
event log. Such situation is caused by the fact that significance 
of “old” cases is the same as significance of the recent ones (it 
is worth mentioning that the data set [20] contains events for 
approximately 13 years). The outcomes of the streaming 
Fuzzy Miner (with concept drift handling) is shown on Fig. 4. 
This process model does not contain infinite loops, so the issue 
from Fig. 3 is resolved. 

Both executions of Fuzzy Miner used the same confi-
guration (Table 1). 

TABLE I.  FUZZY MINER CONFIGURATION 

# Category Parameter Value 

1 Metrics 
(applicable for all 
the metrics) 

Active Yes 

2 Weight 1.0 

3 Reverce No 

4 
Attenuation factor N-root, 

n = 2.7 

5 
Concept drift 
(applicable for 
streaming Fuzzy 
Miner only) 

Maximum number of cases 
in a group 

1000 

6 Concept drift factor p = 3 

7 Node filter Significance cut-off 0.0358 

8 Edge filter Best edges / Fuzzy edges Fuzzy edges 

9 
Significance / Correlation 
ratio 

0.75 

10 Edges cut-off 0.20 

11 Ignore self-loops Yes 

12 Interpret absolute No 

13 Concurrency filter Filter concurrency Yes 

14 Preserve 0.1296 

15 Balance 0.70 



447 

 
Fig. 4. Process model with consideration of concept drift (streaming Fuzzy 

Miner) 

VII. NEXT STEPS 
It is envisioned the following future steps of development 

of the proposed method: 

• Quality measurement of a generated process model 
so that it can be detected automatically that the model 
represent behavior which is not present is the event log (like 
in the example from the previous section). 

• Automated selection of the configuration parameters 
in order to maximize quality of the generated model. 

• Automatic detection of concept drift points. 

• Decision points detection. Such functionality allows 
to provide automatic suggestions to the end users based on 
maximization of valuable process outputs. 

• Conversion of fuzzy model into BPMN. This makes 
possible conformance checking based on comparison with so-
called “ideal” BPMN process model. 

• Generating a model of collaboration between 
participants of a business process (so-called social mining 
task). For example, the approach from [21] can be applied for 
this purpose. 

VIII. CONCLUSIONS 
The proposed streaming process discovery method takes 

advantages from the original Fuzzy Miner (such as ability to 
deal with semi-structured business processes) and ensures 
handling of an event data stream so that the process model is 
updated in near real-time mode with minimal computational 
resources. Since business processes tend to evolve over time 
(which is especially relevant for semi-structured processes), 
the represented method is able to deal with process model 
concept drift so that older cases are considered as less 
significant than recent ones. 

Implementation of proposed method was done within the 
scope of the RBPMN information technology [10]. The 
streaming version was integrated in the event data pipeline. 
Also, the batch version [19] was updated appropriately so that 
it supports concept drift handling, as well. It worth mentioning 

that the represented method (with some minor modifications) 
was used in the information technology from [22]. 

From the envisioned future tasks, the automatic quality 
check of process models is the one of high priority. The 
purpose of such quality measurement is to automatically 
detect discrepancies in process models (like the one on Fig. 3). 
Then, Fuzzy Miner can be automatically configured according 
to the process model maximization criterion. 
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Abstract— This study examines the limitations and 
requirements of exploiting, as well as the practical aspects of 
calibrating low-cost sensors in IOT systems. The primary 
attention is paid to overcoming the features of the streaming 
nature of data in real systems equipped with processing devices 
with not high capacity. The leading technological solution is the 
use of low computational cost mathematical methods of and mini-
batch streaming processing. Two-phase approach for (1) initial 
calibration and (2) monitoring for automatic detection of a 
deviation (failure/bias/drift) of a sensor (s) were developed and 
examined on real-life datasets. During the initial calibration 
phase, the response function is built as a step-wise regression on 
low-cost sensors stream with corresponding ground-truth sensor 
stream. On next phase, probability convergence as a control of 
the correspondence of calibrated values of the particular sensor 
in adjacent time windows let us identify differences between the 
expected values from the sensor and the received ones, which will 
inform the system about the need to calibrate the sensor or about 
the possible incident. In conclusion, limitations and future work 
directions are listed. 

Keywords— failure detection; sensor calibration; smart 
farming; smart city; IoT; stream data 

I. INTRODUCTION  
To improve the quality of life in its various aspects, such 

as the functionality of cities, public safety, increase the 
productivity of various industrial and farming enterprises, the 
deployment of large-scale IoT applications that use sensors 
and actuators (things) is required. IoT and related 
technologies, such as artificial intelligence and all aspects of 
decision making, are essential and depend on the accuracy of 
the data. With respect to the primary of data quality  of data 
quality, it should be realized that the second critical 
component of the IoT systems' effective exploitation is their 
economic viability. Budgetary constraints force a balanced 
approach to equipping systems, which leads to the widespread 
use of low-cost sensors. It must be taken into account that such 
sensors have disappointing characteristics such as frequent 
failures that can be 10-15% cases as well as susceptibility to 
bias and/or drift of generated values. Besides, the sensors 
always have some noise - small random deviations or 
meaningless background information. These features of low-
cost sensors raise concerns regarding the reliability of 
decisions made on uncertain data. The following are a few 
examples where the influence of sensors is significant, to 
name a few: 

• In chemical or food production, where the control of the 
final product composition depends on the readings of sensors, 

such as pressure and gas mixtures, incorrect readings lead to a 
decrease in the quality of the product. 

• In a smart city, faulty light sensors may provoke an 
inappropriate on-off mode of street lighting. 

• Non-calibrated sensors that measure the concrete 
humidity can cause problems in building a skyscraper and 
critical danger of its exploitation. 

• An improperly calibrated airport camera may not notice 
anyone with signs of a contagious disease. 

• Refrigerators in retail stores that transmit incorrect 
temperatures may mean that the drinks are not sufficiently 
cooled, resulting in lower sales. 

Currently, there are many studies in the field of processing 
and improving the sensory data accuracy through calibration, 
that are presented in recent review papers [1] and a lot of 
research papers, some of them described below. 

For instance, paper [2] proposes an interesting two-stage 
calibration approach based on controlled algorithms, including 
multidimensional linear regression(MLR) in the first stage, 
and more computationally complex approaches in the second, 
such as random forests(RF), support vector machines (SVM), 
and artificial neural network (ANN). In the papers [3] and [4], 
various algorithms of artificial neural networks (ANN) are 
studied along with multidimensional linear regression (MLR) 
to improve the quality of the output data. 

In other studies, the need to develop approaches taking into 
account the specifics of large and streaming data данных [5], 
including generated by sensors of IoT systems, is emphasized. 
So, in an investigation [6] using an example of a real sports 
tracking system, IoT poses new challenges and requires real-
time data analysis services that can cope with vast amounts of 
data. 

Despite ongoing studies on automated calibration using 
sophisticated computational methods, the real situation is that 
low-cost sensors exploitation still requires significant 
calibration efforts. 

In other words, in order to ensure effective decision-
making regarding fully utilizing the low-cost sensors 
potential, it is necessary to plan on-field calibration that should 
be performed by staff trained and equipped with high-quality 
(and high-expensive) or recently calibrated reference sensors. 

Manual individual calibration can take up to 30% of the 
maintenance time of the whole system and make up a 
significant part of the budget. Nevertheless, the planned 
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manual calibration of inexpensive sensors as a tool of the data 
accuracy improving cannot be neglected, since training AI on 
incorrect low-quality data can lead to useless or even 
erroneous results, which is a much larger and more expensive 
problem than calibration process. To reduce the cost of regular 
full manual calibration, the authors propose to perform two-
stage calibration: (1) pre-deployed initial calibration by the 
true ground sensor and (2)selective calibration by real-time 
monitoring the stream values generated by sensors. 

It should be highlighted that an essential challenge in the 
process of handling data generated by sensor systems is the 
streaming nature of the data that requires to process the 
received data in real-time, which imposes restrictions on the 
calibration time. Besides, it must be taken into account that the 
devices included in the handling pipeline usually have not 
either powerful processors or storage devices, so they are not 
designed to perform large-scale computing operations. 

Therefore, the authors of this research focused on 
developing a practical approach that will allow: 

• perform preliminary (initial, pre-deploying) calibration 
of low-cost sensors, taking into account the streaming 
nature of the generated data, which means avoiding 
high computational cost methods, 

• carry out real-time monitoring as a means of reducing 
efforts and time costs for full manual scheduled 
calibration by conducting selective point calibration of 
sensors with detected deviations. 

Thus, the goal of our work is to develop mathematical tools 
(approach) for calibration and monitoring as a means of 
improving the quality of data from sensors and significantly 
reducing the amount of manual calibration by automatically 
detecting a non-standard mode (failure/bias/drift) of a 
sensor(s). 

The rest of the article is structured as follows. The 
prerequisites of the practical approach and the algorithms for 
its implementation are given in Section 2. Section 3 describes 
the architecture for implementing the presented approach. 
Section 4 describes an experiment to verify the effectiveness 
of the proposed approach, as well as the data sets used to carry 
it out. Section 5 concludes the work and also includes possible 
directions for future work. 

II. METHOD 
There are n low-cost high-noise sensors and one expensive 

but accurate sensor «zero» to be used as an ethalon with 
ground truth values. Amount of sensors n is assumed to be big 
enough, moreover sensors may be located at significant 
distances and/or in hard-to-get places, which implies their 
regular manual calibration to be difficult or even impossible. 
As it was specified above in description of state-of-the-art 
approaches in sensor calibration, usage of artificial 
intelligence techniques such as neural networks or other 
complexed computational methods may not be applicable to 
streaming data due to the nature of streaming and low 
processing power in sensor system. In order to avoid getting 
over budget during deployment and further exploatation of 
such a system, the proposed method is focused on a low 
processing cost. As it will be shown below, the proposed 
technique allows to reach quality of calibration while taking 
into account constraints of processing streaming data in real-
time. 

A. Two-stage calibration  

Suggested approach of sensor data processing consists of 
two stages: 

Initial calibration can be performed offline, as well as in 
real-time, using streaming data that includes telemetry from 
the high-cost ethalon sensor «zero». This stage is to be 
performed before system deployment and also in case of any 
issue that requires sensor replacement or prior to deploying 
additional set of sensors. All n sensors plus zero-sensor are 
placed together in the same environment and are supposed to 
have similar values at the same moment of measurement. 

Monitoring during operation (in-field calibration) is 
performed in real-time, using streaming data that comes from 
sensors installed in their regular location. This is a usual 
operational mode extended with monitoring to detect either 
external issues or, in some cases, sensors that require 
replacement due to malfunctioning. 

Both stages work with single data stream that comes from 
sensors and can be described as: streams from low-cost 
sensors s1, s2,…,sn for all sensors i=1,..,n to be calibrated, and 
high-cost ethalon sensor s0, simultaneousely send telemetry 
data x1,x2, …, xm

i where xj ϵ R in random moments t1, t2, … tm
i 

for all j=1,..,mi with different length for each sensor: 

Si m
i= {(x1

i,t1
i),(x2

i,t2
i),…, (xm

i,tm
i)}, i=0..n,   (1) 

that forms mixed queue of events out of all n+1 sensors:  

S = {Si m
i} = {{(xj

i,tj
i)}} j=1..mi; i=0..n.  (2) 

Data order and signal periodicity are random, but in a 
controlled environment it does not take much of an effort to 
keep periodicity close to certain value with minor deviations. 
Data can consist of valid values and seldom outliers or missing 
data. 

Main approach here is based on assumption that only 
sensor itself, not an environment, is a source of value 
fluctuations. Thus, all measurements within a small time 
window will show various observations of the same random 
value. Under this condition, all observed values are supposed 
to be grouped within a certain range and outliers beyond this 
interval are a low-probability event. 

Pre-processing of the mutisensor stream (2) includes:  

(1) Splitting common stream into a keyed stream by 
sensor id, resulting in a keyed set of separate streams 
from sensors (1).  

(2) Splitting xji for each sensor into batches is performed 
by non-overlaping windows Tk={Tk

start, Tk
end} where 

all tji ϵ [Tk
start,Tk

end]. Each batch of values is further 
processed one-by-one in streaming or offline mode. 

(3) Missing values in this case can be defined and unequal 
lengths of  Si m

i  and S0 m
0. To deal with missing values 

it is suggested to run one-by-one pairing sensor values 
with ethalon values with either dropping all non-
paired values for the case when a low-cost sensor is a 
shorter serie, or applying last observerd value 
correction if an ethalon, not a low-cost sensor, is a 
shorter serie out of two. 

(4) Since initial calibration mode is a supervised mode, it 
is unlikely that series will differ in length by more than 
a couple of observations. 
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B. Initial calibration 

First calibration stage - initial calibration - as mentioned 
above, is a process when all sensors 1:n and an ethalon sensor 
0 are combined at the same location (same envorinment) and 
are simultateousely running. Gathered and processed stream 
allows to findcalibration coefficient β as a сoefficient for 
response function Y = f ( β, X ) + ε, where Y is set of values 
form ground-truth sensor 0, X is set of values from each senor 
under calibration, ε is noise with normal distribution N(0,1). 
Calibration coefficient for linear response function is a vector 
β=<β0, β1> where vector elements are offset and gain 
respectively. Further in paper we use an offset only, 
calculation of gain is the subject of future study. During initial 
calibration stage it is suggested to keep a calculated γ (gamma) 
value that shows worst seen deviation of corrected low-cost 
sensor value from corresponding value of ethalon.  

 
Fig. 1. Initial calibration algorithm 

Observations from sensor corrected with f(β, X) are 
assumed to converge in probability to corresponding 
observations from ethalon. This means that seldom events 
when Yi - f ( β, Xi ) > γ are so rare that  P(Yi - f ( β, Xi ) > γ) → 
0. Coefficiens β and γ are kept as a reference values in a 
stateful stream and further are used for stream monitoring (in-
field calibration). 

Here is the algorithm for simplified β and γ calculation. 

1. Accumulate queue from sensors S for N time periods, 
where each period has enough values for percentile to be 
applied (see step 5 below). That is near 100 values for 99th 
percentile to make sense or 20 values for 95th percentile to 
make sense. 

2. Using whole length of accumulated keyed streams 
calculate mean for each stream Mi, i = 0,..,n. 

3. For all low-cost sensors calculate offset  βi = Mi — M0, 
i = 1,..,n. 

4. For all low-cost sensors’ stream values calculate 
residuals Δj

i = Si m
i  - βi - Si m

0
  while keeping data regarding 

time period. 

5. Within each time period find chosen Xth percentile  γj i 
= ΔpX

i. 

6. Store  βi and γi = max(γj i ) as initial state. 

The pseudo code for initial calibration algorithm presented 
in Fig.1.  

To measure quality of calibration at this stage one can see 
the ratio γi/Mi. If significance of approximation suits the task 
and corresponds to domain, the low-cost sensor can be further 
used «in field». 

C. Monitoring during operation (in-field calibration) 

Monitoring during operation (in-field calibration) works 
with a stateful streaming sensor data (2). It undergoes same 
pre-processing steps plus application of caibration coefficient. 
Both actions have to be performed in a real-time which leads 
to using mini-batches, that is windowing function with small 
enough window length. Exact window range has to be 
predefined depending on required time to response and can 
vary from several seconds to several minutes of even hours, 
however, it should contain enough values to apply percentile 
function. 

 
Fig. 2.Monitoring for in-field calibration algorithm 

When in regular working mode there is unexpected 
difference between same sensor values in consecutive  
moments of time, it may help detect following situations: 

• drift of this sensor 

• smooth transition to another mode 

• sudden deviation (anomaly) 

 It is suggested to detect difference using probability 
convergence approach in order to control calibrated values for 
the same sensor i in consecutive time windows k, k+1. If 
significant difference is being detected, system will alert about 
possible incident or suggested of sensor re-calibration. 

Below is a phase II (in-field) algorithm, see pseudo code 
on Fig. 2.  

1. For all low-cost sensors“ stream values calculate new 
values Ŝj

i = Si m
i  - βi 

2. Calculate mean of corrected values Mi k 

3. Find difference Δj i = Ŝj k
i - M i(k-1). 

4. Find Xth percentile within the k-th window  γk i = ΔpX
i  

5. If γk i >> γi the sensor needs attention (incident or re-
calibration). 
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III. ARCHTECURE 
To keep it simple, there are several open-source tools that 

help process sensor data in real-world.  

Those tools were used for experiment.  

Apache NiFi helps gathering data from sensors and 
arranges streams for further processing. Apache Flink 

performs calculations in a keyed stream (sensor id is a key) 
while saving status for each batch. In our case status equals to 
the number of events per sliding window that have exceeded 
threshold value in order to be or not to be considered a random 
outlier. High-level deployment diagram suggested for stream 
processing is shown below on Fig.3. 

   
Fig.3. High-level deployment diagram 

 

IV. EXPERIMENTAL STUDY 
To conduct an experiment authors have chosen two 

datasets, the first one is a frequently used dataset from open 
repository [7], the second one (real-life dataset) has been 
generated by one of authors.  

First dataset [8] which includes 100 recordings of a sensor 
array under different conditions in a home setting: 
background, wine and banana presentations. The array 
includes 8 MOX gas sensors, and humidity and temperature 
sensors. 

Based on the dataset an experimntal stream was emulated 
using only a part of data from the dataset (Temperature for 
several subsets of ids).  

Figure 4 below shows raw and corrected series. First 1000 
values belong to the first calibration phase. Calculated 
confidence interval is γ = ±0.396°C. Moments when corrected 
value does not fit into γ interval are so rare that in our concept 
of convergence in probability such events are not considered 
as significant but rather as outliers.  

On the next picture, figure 5, same series but second phase, 
situation is different. At some moment there is a shift in signal 
and at corrected value constantly drifts from previous time 
window near observation number 2000. 

Constant drift cannot be ignored as rare event, thus an alert 
will be risen to check a corresponding sensor. 

The next two types of sensors were used for generating 
real-life dataset: 

Sensors used for calibration: The DHT11 - ultra low-cost 
digital temperature and humidity sensor wich works in next 
ranges:  20-80% humidity readings with 5% accuracy, and 0-
50°C temperature readings ±2°C accuracy[9]. 

 
Fig. 4-5. Experimental series  

 

Sensor used as reference (ground truth) device: BME 280 
5B I2C -  sensor from Bosch is the best low-cost sensing 
solution for measuring humidity with ±3% accuracy, 
barometric pressure with ±1 hPa absolute accuraccy, and 
temperature with ±1.0°C accuracy [10].  
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Fig. 6-7-8. Real-life experiment. Situation with rather big 
value for gamma 

During experiment several sensors were arranged in the 
same location. Figures 6-7-8 and 9-10-11 show result for two 
low-cost sensors and one ethalon observed at different time. 

On the figure 7 and 8 corrected series remained within  γ 
= ±0.4°C interval if compared to ethalon. On the figure 10-11 
γ = ±0.14°C correspondingly which in both cases is 
significantly more accurate than ±2°C accuracy by design.  

Low efforts to achieve more accuracy is the main idea of 
the proposed approach. 

Adoption of a gamma value, that is too small, may lead to 
more intensive alerting. Ticks at the bottom on figures 10 and 
11 display moments when delta between current value and 
mean from the previous sliding window exceeded estimated 
gamma value (phase II algorithm). Moments when amount of 
events got to be not consecutive are supposed to be considered 

as moments that require attention due to drift or significant 
changed in series’ behavior.  

Fig. 9-10-11. Real-life experiment. Situation with rather small 
value for gamma 

V. CONCLUSIONS AND FUTURE WORK DIRECTION 
Traditional calibration methods have disadvantages, such 

as high computational cost and capacity requirements, which 
do not fit exploited devices and requirements for handling 
real-time streaming data. To solve these challenges, this study 
examined ways to improve the quality of streaming data 
received from sensors, as well as reduce the cost of scheduled 
if-field calibration. 

To deal with the described above requirements, we 
propose a multi-sensor calibration approach in both of the 
most applied real-life scenarios of initial calibration as well as 
monitoring for in-field calibration scheduling, taking into 
account the features of stream processing. To conduct both 
experimental and real-life studies, a conceptual architecture 
with heterogeneous multi-sensor data streams was developed. 
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It should be noted that this study has some significant 
limitations of applicability associated with the following. 

Firstly, when developing the method, an assumption was 
made about the presence of a high-precision sensor, which we 
use as a ground-truth reference. 

Furthermore, it is crucial to consider that high likely 
sensors will behave diversely under substantially dissimilar 
conditions that can occur in different places. For instance, the 
sensor is calibrated against the pedestrian historical center of 
the city and then deployed in heavy traffic or an industrial 
zone. Here we emphasize that the sensors should be used 
under conditions similar to the conditions in which they are 
calibrated in order to maintain appropriate error estimates. 

Finally, we considered only one-dimensional calibration, 
that is, sensors that generate complex data, as is often the case 
for air analyzers and require multidimensional calibration, are 
not taken into account. 

Thus, the method applicability's essential limitations are 
ground-truth reference sensor presence, one-dimensionality of 
the sensors, and the similarity of the calibration and 
deployment conditions of the sensors. 

Overcoming the mentioned limitations applies to work 
further directions, as well as a further improving effectiveness 
and flexibility of stream sensor monitoring. This last-
mentioned direction of our research interest lies in analyzing 
the deviation for sensors belonging to the same cluster in a 
certain sense, such as adjacent sensors or sensors installed near 
objects of a similar impact. 
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Abstract— The ability to find short representations, i.e. to 
compress data, is crucial for many intelligent systems. This 
paper is devoted to data compression and a transform-based 
quantitative data compression technique involving quick 
enumeration in a unary-binary time-based numeral system 
(NS). The symbols comprising the alphabets of human-
computer interaction languages (HCIL), which are used in an 
informational message (IM), are collected in primary code 
tables, such as the ASCII table. The statistical-oriented data 
compression method using unconventional timer encryption 
and encoding information are proposed by us. It was 
constructed probability - discrete model of the set of character 
sequences and characterized some probabilistic algorithms 
associated with the recovery of text by its public key and its 
cipher. We find the possibility of parallel implementation of this 
method by building a block of timer tags. The necessary  
estimations of complexity are obtained. The method can be used 
to compress SMS messages. Probabilistic-statistical analysis and 
evaluation of their effectiveness are obtained.    

Keywords— Block coding, archiving, data compression 
algorithm, timer coding 

I. INTRODUCTION  
The main tasks of character-coding are the creation of 

methods and tools for storage, compression, protection, etc. 
To date, many theoretical binary coding limits have already 
been practically achieved, but there are unused opportunities. 
First of all, they contain the so-called "timer" encoding. It has 
already been used in a binary Central Committee due to a 
partial implementation - the introduction of a timer. The aim 
of the work is to prove that the process of restoring text using 
a statistical text generator Gs, which operates according to a 
deterministic algorithm, can be unambiguously mapped onto 
the process of recording timer marks with minimal 
complexity. Thus, we one-to-one associate a text, or some 
numerical sequence, for example, a generalized Fibonacci 
sequence [1], over the alphabet X and its code in the timer 
coding system, with the alphabet Y, which, in particular, is the 
alphabet for unit calculus system, which is actually set by 
timer marks [1,2].  The set of all tuples of lengths  n will be 
denoted by nX [7]. The effectiveness of statistical analysis 
with subsequent data compression is proved.  

II. REVIEW OF THE RESULTS OF PREDECESSORS  
As shown by studies of data compression programs based 

on classical compression methods [thirteen], their efficiency 
is already close to the compression limits defined by the 
classics of coding theory. Using concrete examples, [1, 2, 3, 

4, 15] showed that compression after Shannon–Fano methods 
and their successors [3, 4] repeated lossless encoding 
compresses by several times the magnitude of a number 
properly corresponding to the CC of the incoming IM, while 
lossy encoding yields compression by tens of times. The 
researchers did not address the efficiency of ΒD compression 
by these methods, especially when the IM's primary coding 
has entropy. But based on our preliminary analysis of 
classical compression methods' capabilities, the achieved 
compression/decompression ratio of such IMs will not 
improve. 

A probabilistic-statistical analysis and estimation of the 
efficiency of a statistically oriented generator is compared 
with the over-combinatorial generator Gt described in [1–3].  
Coding with labels on the tape of a machine record was started 
by A. Turing [3]. To compress and protect information, F. 
Bardachenko in [4] in the form of timer masquerading. We 
focused on the results and evidence of the effectiveness of the 
statistically trained text generator we proposed [2, 4, 8, 10, 
13]. In this work we continue the investigation of author [10, 
14, 15]. 

III. TIMER CODING IN LANGUAGE COMMUNICATION 

In accordance with the provisions of [7, 8, 13], the 
quantitative value of a binary number in one bit, displayed 
through the direct access memory in ASCII, determines the 
sequence of quantitative values from 1 ... to 256(10)  records 
that can be used using 8 bits (cells). A similar number of cells 
will be needed when using a binary-single midrange NS(2-1). 
This is shown in the results table. It will be a combination of 
characters, but from 8 records for 32, the number of one bit 
memory cells is: 
0000000000000000000000000000000000000000000000000
0000000000000000000000010100000000000000000000000
000000. The algorithm for generating such a sequence is not 
binary complexity, but shift “1”. The sequence of actions 
should be increased up to 8 times. 

IV. MAIN  RESULT 
To control a generation of texts it is used regular binary 

counter. This is a regular binary counter, the frequency of 
which is synchronized with the reference time, and the 
readings are displayed in the alphanumeric notation of the 
language of time intervals. It is used for: timer interruptions, 
computational paralleling, processing distributions, and so on. 
Today, for the creation of blockchain, crypto currency, 
electronic money, internet of things and many other things we 
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are trying to solve the problems of distributed and remote 
processing of information. 

Definition. The text generator statistically oriented ( Gs ) 
is a generator that implements the necessary series of 
frequency distribution ℘ , where  i jf f> , characters with 
ordering of numbers i jn n< , where in  — number of the 
symbol in the received order ℘ . 

Probabilistic-statistical analysis and estimation of the 
efficiency of a statistically oriented generator  Gs  are 
compared with the over-combinatorial generator described in 
[1,2]. The calculated speed of archiving data is the largest 
among the world's analogs. The time complexity 2( )O n  from 
which, taking into account the frequency of the generator, it is 
V  easy to obtain a snooze time.  

Definition. The text generator with alphabetical ordering 
( Gp ) is a generator that sequentially implements texts, 
generating characters in alphabetical order, that is, not taking 
into account the frequency of appearance of these symbols in 
a certain kind of texts. 

Theorem 1. There is a bijective mapping, and for the 
construction of the mapping, no sequential generation of all 
preceding texts is necessary for the given text, between the set 
of binary numbers and the set of timestamps of these numbers.  

Indeed, the timestamp of a given binary number  а, and 
hence of the corresponding text, can be obtained from formula 

( )2N a
t

V
= .    (2) 

Where ( )2N a is a binary number that corresponds to the 
code of the given text (the weight of the text for a given 
symbol generation order); V  — frequency of the generator, 

2 ( ) ( )pN a Wh T= , 

where ( )pWh T  is the complexity of the generation 
(weight) of the text T for a certain linear ordering. For a 
statistically oriented generator with a symbolic order  ℘  the 
value of the timestamp is given by   

0
( )

( ) sWh T
t

V
μ =  .     (3) 

Knowing the weight of the text, you can divide it into k
parts. For each part, calculate the weight and calculate the 
value of the timestamp  ( )it μ  1 i k≤ ≤ . Thus, a timestamp 
system  ( )y t μ=   by calculating the sum of the series, rather 
than generating a list of multiple hyperwords in accordance 
with the lexicographic ordering obtained ℘ . 

Elementary random events will be considered symbols of 
the text that reach values from the alphabet A, and since the 
product, sum, the composition of random variables remains a 
random variable, then we consider a random variable  

  
1 1

j

j

n n

i j
i j

T aξ
= =

= =∏ ∏  

A random variable is a measurement function χ , which 
maps from in  . That is, it is necessarily a really significant 

amount. Therefore, we introduce a one-to-one correspondence 
of the entire alphabet with a subset of natural numbers   
capacity X . 

Also we can consider the generated text as a random 
element - a measurable function that acts with Ω  in "Any 
abstract space."  Then "random event ξ  " is:  { ξ  | ( )χ ξ   < 
Const } .  

Definition. The number of the symbol s A∈  for a given 
ordering ℘  there is his decent number sn ∈  in this 
ordering, which is carried out for a statistical generator  Gs   
according to the probabilities characteristic of the symbols of 
the selected text. Note that the weight of the symbol will be its 
number  in  in the frequency ordering, such, that if i jf f> , 
then j in n> . 

The text symbols have relative frequencies  ,sf s A∈ , 
where A is alphabet of symbols with T by which we order 
them by the drop in frequency. Recall that the generator 
generates symbols in a given descending order sequentially by 
bit. The time and result of the work is uniquely determined by 
the timestamp. 

Definition.The text generator statistically oriented ( Gs ) 
is a generator that implements the necessary series of 
frequency allocations ℘ , where  i jf f> , characters with 
ordering of the numbers i jn n< , where in  is the symbol 
number in the received order ℘ . 

Note that in the case of a parallel block generation of a 
whole text of length n simultaneously, we have the complexity 

1
( )

n
n i

i
i

Wh T n X
−

=

=  and the corresponding value of the 

timestamp calculated using the formula: 
5 4 3 2

5 4 3 2 1 0
2 1 2

2 1 0 2 1 0

( )

( ) ( ),

a N a N a N a N a N a

c N c N c d N d N d

ϕ
ϕ ϕ

+ + + + + =

= + + + +
 

1 0 0 0

1 1 1 0

... ( ... )( ... ),
, , ... , ,..., .

n m n m
n m n m

n m n n m n m m

a N a N a c N c d N d

a c a c a d d a

+
+

+ + + −

+ + + = + + + +
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The text symbols ,sf s A∈  have relative frequencies, 
where A  is the alphabet of symbols with T by which we order 
them by the frequency drop. Recall that the generator 
generates symbols in a given descending order sequentially by 
bit. The time and result of the work is uniquely determined by 
the timestamp. 

Generating text is as follows: first, it sorts through all the 
texts of length 1, then length 2, then 3, etc. And when the timer 
counter works, it stops the work without using the previous 
texts. Using block coding [3], we generate texts of length n at 
a time, without wasting time on generating and sorting out the 
texts of smaller length.  

Definition. The timer generator TG , in the general sense, 
is an instrument that implements the count (increment) in the 
selected system of counting (s.ch.) with a constant frequency 
and sampling. In the quality of system of notation can be a 
non-positional system of notation, and for a timestamp a unary 
code can be used, similar to the Rice code, which is based on 
the non-position unitary calculus system [4].  
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TG  will be used to stop the generator code text at the right 
time, when its output will be restored to the initial text. 

Let ( )1... nT a a=  is a random text with fixed the 
distribution of probability 

( )( )
1

, 1,..., , 1, 0
j

N

i i j j j
j

p a s f j N f f
=

= = ∈ = ≥ .  Then the 

conditional  mathematical expectation of the complexity of 
restoring the text is denoted by ( )( )SE Wh T .  

Let ( ) ( )1 1 1
1

n

i

ET Wh s P a s
=

= =  is the expected weight of 

the text from this branch of knowledge. 

Theorem 2. The expected complexity of the work of a 
statistically oriented text generator is less than the expected 
complexity of the simple test generator found in [2]. 

We establish the formula of the type of conditional 
mathematical expectation and try to derive the general 
formula  

( ) ( )( ) ( ) ( )1 1 2 2 12

1
2 11

1 |Nn

i i i i ii
Wh s n N P a s Wh s a s

−

=
= − + = =

.  

 Where 

 
( ) ( )( )

( ) ( )
2 1 2

3 3 1 23

2
1

3 1 21

1

| ,

n

i i i

N

i i i ii

Wh s a s n N

P a s Wh s a s a s

−

=

= = − +

+ = = =
 

and 
2i

n (
2i

n ) is the number of symbol, standing on the first 
(second) position in the desired text, which is determined in 
the order that the text generator has. This is the mathematical 
expectation of the weight for the variant, when the first 
character is already set correctly and the generator is looking 
for the correct variant for the 2nd character. 
Note that on the right side we have the conditional weight 
(conditional mathematical expectation) of the i-th symbol, 
which depends on the previous symbols. Here recursively 
defined functions are used.  

( ) ( )( )

( ) ( )
3 1 2 3

4 4 1 2 34

3
1 2

4 1 2 31

, 1

| , ,

n

i i i i

N

i i i i ii

Wh s a s a s n N

P a s Wh s a s a s a s

−

=

= = = − +

+ = = = =
       (4)  

And so on we do recursively transformations for symbols 
4i

s  at known 3a  and the same for the subsequent. The last 

expression is ( )1 11 1| ,...,
n ni i n iWh s a s a s

−−= =  is a  

mathematical expectation of the weight of the remainder of 
the text. It is easy to understand that 

( )1 11 1| ,...,
n n ni i n i iWh s a s a s n

−−= = = , furthermore  

( )1 11 1| ,...,
n n ni i n i iWh s a s a s n

−−= = ≤  since in addition to the 

serial number, the generator still knows the previous symbols 
from T, therefore having the frequencies of diagrams and 
trigrams T the generator will decide on the choice of the 
correct symbol on the nth position on average before 

( ) ( )
( ) ( )
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Moving on in the reverse order, we obtain and collapse the 
formulas using previous formula: 
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And, consistently, we substitute: 
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Let's analyze the compression ratio. 
Since the value of expression 

1

N

i ii
f n

=  is minimal when the 
frequencies  1 2 ... Nf f f≥ ≥ ≥   answer ordered in descending 
weight 1 2 ... Nn n n≤ ≤ ≤ , then according to Chebishov's 
inequality [17], this weight is the smallest. It is clear that this 
value is less than the complexity of the work 

1
( )

n
n j

j
i

Wh T n N −

=

=  a conventional serial text generator, 

which proves the effectiveness of a statistically-oriented 
generator.  

 The end of the proof.   

We denote by outL  this is the sum of the lengths of the 
codes of words (or blocks of words) in the new alphabet, that 
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is ( )( )
1

N

out i
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L l C w
=

= .  The sum of the lengths of the text 

characters in the original alphabet, in the case of block coding 

not symbolic but will be denoted by ( )
1

N

in i
i

L l w
=

= , where 

( )il w −  is the length of the i-th block of a text.  The formula 
for the compression index gives the following result  
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Thus, the compression index of timer coding is equal to n. 
 V. DATA COMPRESSION THROUGH METHODS 
OF IMPROVED QUANTITATIVE COMPRESSION IN A 

UNARY-BINARY NUMERAL SYSTEM (NS) 
In order to more fully demonstrate the benefits of 

advanced quantitative compression methods for ΒD, we will 
begin a comparison with classical methods, using the 
quantities of the simplest integers as examples. There is a 
bijective mapping which is established in Theorem 1, and for 
the construction of the mapping, no sequential generation of 
all preceding texts is necessary for the given text, between the 
set of binary numbers and the set of timestamps of these 
numbers. Before comparing their quantities, we check the 
state of memory cells (MC). It is known that memory is 
formatted before read/write operations are performed on a 
range of memory. Any kind of memory (M) can be reduced 
to the simplest form: linear memory. The state of M and its 
constituent MCs can be defined as existent or non-existent. 
Programmatically, this looks like a corrupted MC, which is 
avoided via formatting/not included in M. In a binary DC, it 
is assumed that a single-bit MC may be in one of two states: 
"0 / 1". Their combinations give rise to all the quantitative 
variety of the IM, which can fit into the ranges of its M. 
However, it is known that an MC's "0" state does not actually 
have a magnitude, but instead is only the magnitude's 
indication a number's lower-order digits. Therefore, a MC of 
binary M potentially contains a superfluous quantity. A 
question arises. Why store something superfluous in M? 
Indeed, a single-bit MC potentially open to padding with a 
number of "0/1"s can always be unambiguously updated with 
them. Using the reasoning above, we attempt to confirm the 
need for the existence of NS1-2, and not solely NS2-1 of 
arithmetic and any other numeral system designed to identify 
the magnitude of the positional number. We will show its 
advantage in compressing the magnitude of the simplest 
numbers in Table 1. 

TABLE I. ABSOLUTE VALUATION OF A NUMBER IN BITS (POSITIONS) OF 
LINEAR M 

Size memory 
in bits M 

Absolute valuation of a number 
NS2-1 NS1-2 NS10

One MC 0 
1 

- 
1 

0
1 

Two MCs 
 

00 01 
00 01 10 

00 01 10 11 

10 
110 
1110 

00 00 00 00 01 
00 00 00 01 02 
00 00 01 02 03 

 
 

As can be seen from Table 1, as a number's bit-length 
increases, the compression ratio of the representation of the 
same quantity of symbols in numbers in NS1-2 changes more 
quickly than it does for numbers in NS2-1 and NS10. In 
subsequent iterations of compression, this behavior continues 
thanks to a more complex implementation of the counting 
algorithms. Accordingly, we restrict ourselves to the result of 
representation of the second iteration of compression for NS1-

2. This result is presented in Table 2. 

TABLE II. THE SECOND ITERATION OF COMPRESSION FOR NS1-2 
 

Bit width in M 
Representation of 
the magnitude of 

a number 

No.
in 

NS10 
NS1-2 

One MC - 
1 

0
1 

Two MCs 
 

10 
*10 

**10 

01 
02 
03 

 
 

 Here, the * symbol denotes a MC that can be filled with any 
digit/symbol in NS2-i, where 1 ≤ i ≤ 2n. For clarity, in Figure 
1 we present a graphic representation of the relationships 
identified in Tables 1 and 2. 

 
 

 
Fig. 1. Efficiency of advanced quantitative compression methods (thick line 
corresponding to NS1-2) and classical methods for NS2-i, where 1 ≤ i ≤ 2n. A 
thin line corresponds to compression using a decimal number system 
 
Compression using a single binary system (NS1-2) is more 
effective because any number is recorded with a single timer 
label. Compression performance using a timer label based on 
NS1-2 is greater since the number of iterations in a single 
number system and, therefore, speed is 20% higher than that 
of a binary number system due to the fact that there is no 
transfer of to the higher order digit. In a binary counter, the 
time for counting unit shifts, where is the digit in the number. 
In the 2-number system, there is a transfer of the discharge to 
the senior digit when a maximal number of bits, i.e. number 
of the form 11111 is reached.  
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VI.  RESULTS 
 

The ability to compress information to the size of a timer 
mark has been obtained. 

VII. CONCLUSION 
    For quantification, a data compression index was 

applied. The presented results of the study are sufficient to 
understand the proposed compression methods. It should 
only be noted that the possibility of iterative data 
compression through a continuous algorithm may lead to 
compressing data to the size of the TS, which can be a single 
CC. The time required to restore a compressed IM is a 
secondary objective. It can be accelerated, for example, using 
parallel high-speed NS(1-2) counters implemented as 
processors. The main objective of this publication is to study 
the possibility of compressing information using an alternate 
(improved) quantitative method based on a transform-based 
timer-based coding technique. 
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Abstract—The formation of professional competence of a 
higher education institution graduate is ensured by mastering 
various educational components (disciplines, pieces of training, 
qualification work, etc.), which are combined into cycles of 
preparation of an educational program. This paper proposes a 
procedure for determining the level of professional competence 
of a graduate based on assessments obtained during training in 
a higher education institution, consisting of the following stages: 
determining the level of proficiency by training cycles and 
determining the level of competence of the graduate as a whole. 
Methods in this area allow to obtain a quantitative assessment 
of decisions made through their qualitative descriptions. The 
structure of the fuzzy system is described based on the 
dependence of the fuzzy output value (the level of competence of 
the graduate) on the fuzzy input values (estimates). 

Keywords—competencies, competency, competency-based 
approach, fuzzy set, linguistic variable, fuzzification, aggregation, 
defuzzification. 

I. INTRODUCTION 
The dynamic changes taking place in the modern world 

determine specific tasks of the system of assessment of 
educational achievements of future specialists at each stage of 
training. They are determining the level of competence of 
future specialists who study at higher education institutions, 
the level of ability of professionals to apply their knowledge 
throughout life. One of the most urgent tasks in the field of 
education is the problem of assessing and monitoring the 
competence of participants in the educational process in 
higher education institutions, which is associated with the 
development of adequate measurement methods and 
algorithms for competence analysis. 

Traditionally, the goals of higher education were 
determined by the set of knowledge, skills, and abilities that a 
graduate must possess. Today, such an approach has proved 
insufficient. Society needs graduates who are ready to 
participate in further professional activities, able to solve the 
life and professional problems set before them practically. 
This fact largely depends not only on the acquired knowledge, 
skills, and abilities but on some additional qualities to define 
which the concepts of "competencies" and "competence" are 
used, which today are more in line with the understanding of 
modern educational goals. [1] Competences are personal 
characteristics, the ability to perform certain functions, types 
of behavior, and social roles. Under competence, we mean 
integral attributes of the individual, which characterize the 

willingness to solve problems arising in the process of life and 
professional activity, using knowledge, experience, individual 
abilities. Competence is not reduced to a set of competencies 
and a sum of knowledge, skills, and abilities. It also includes 
motivational, social, and behavioral components. It 
characterizes the integrated qualities of graduates of higher 
education institutions, namely the result of learning. The 
approach that considers the graduate with competencies, 
namely what he can do, what ways of activity he has mastered, 
what he is ready for - is called the competency approach. [2] 

II. ANALYSIS OF PREVIOUS RESEARCH 
Competence is regarded as a professional literacy, the 

degree of qualification of a specialist, as the level of 
development of personality and human culture. The lack of a 
unified approach leads to ambiguous interpretation and 
creates difficulties in classification. In the educational process, 
students form and develop professional competencies that 
determine readiness for professional activity. The most 
general classification includes three major classes of 
competencies: 

subject (special) competencies, essential for the - 
implementation of professional tasks; 

super professional (sometimes called basic) competencies 
needed to work effectively in the organization; 

key competencies that determine the successful 
socialization of each graduate. 

There are no contradictions between these classes. 
Furthermore, they should be considered complementary, 
allowing to detail educational tasks. [3] 

In practice, there are two types of learning outcomes of 
students of higher education: general competences 
(interchangeable skills) and competences that correspond to 
the subject (theoretical, practical, knowledge, and skills 
relevant to the subject). Therefore, there is a need to evaluate 
these results according to the applicable criteria (parameters). 
[4] The level of competence of the graduate depends on 
several interrelated factors. These factors include knowledge 
of the theoretical foundations of the disciplines being studied, 
the ability to apply the acquired knowledge in practice, the 
ability to self-education, personal characteristics, etc. 

An insufficient level of development of any factor 
influencing the formation of competencies ultimately reduces 
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the level of competence of the specialist. Therefore, 
competencies should be assessed comprehensively according 
to several criteria, i.e., the task is multi-criteria. When solving 
such problems, different methods of convolution of criteria 
into one generalized (integral) criterion are often used. 

III. THE PURPOSE OF THE ARTICLE 
The purpose of this article is to describe approaches to 

determine the level of competence of a graduate of a higher 
education institution based on assessments obtained by 
students for different types of work in the learning process, 
using fuzzy set theory and information processing methods in 
the vaguely given information. 

IV. THE MAIN PART 

A. Determining the Level of Competence of the Graduate 

The integrated nature of the graduate's competence 
requires the development of a holistic system of measuring 
instruments. Among the methods of measuring and assessing 
the components of competence can be divided into two major 
groups: test technologies and methods of expert assessment. 
At this stage, the field of applied mathematics is actively 
developing fuzzy modeling, which allows you to more 
adequately model various objects and processes of 
educational activities, taking into account the human factor. 
This fact explains the fact that fuzzy modeling can give 
results more productive and useful in education than the 
results of explicit modeling.  

The implementation of fuzzy modeling methods is based 
on the theory of fuzzy sets and fuzzy logic based on it, which 
allows taking into account the nature of human thinking to a 
greater extent. This explains the fact that an effective 
competency analysis requires an approach in which accuracy, 
rigor, and mathematical formalism are not necessary, and a 
vague methodological scheme is used. The peculiarity of this 
approach is that it uses linguistic variables, instead of 
numerical variables, or in addition to them. Simple 
relationships between variables are described using fuzzy 
expressions, and fuzzy algorithms define complex 
relationships. Methods in this area allow obtaining a 
quantitative assessment of decisions made through their 
qualitative descriptions. [5] 

Traditionally, the quality of vocational education is 
judged by the assessments of students' performance, which 
they received as a result of their control procedures: tests and 
exams. Each teacher is responsible only for the content of his 
subject, the organization of its assimilation and academic 
control. The main forms of organization of the process of its 
assimilation are also artificial, which are specially invented 
as forms of the educational process and outside it is rare or 
almost non-existent. The introduction of the competency 
approach not only changes the results and goals of education, 
criteria, and procedures for diagnosing the level of real 
achievements. Besides, it also changes the type of learning 
along with other, adequate goals, criteria and procedures 
content, forms, methods, tools, organization of the 
educational environment, and activities for those who teach 
and learn. 

The formation of professional competence of university 
students is influenced by various disciplines, which are 
combined into training cycles. Besides, its formation is 
influenced by such factors as participation in their own 

projects, scientific conferences and seminars, subject 
competitions, etc. [6] 

To determine the level of competence of the graduate, 
consider the procedure of assessment of competence, which 
consists of several stages: determining the level of 
competence by training cycles and the level of competence of 
the graduate of higher education. 

Thus, to solve the problem of determining the level of 
competence of a graduate of a higher education institution, 
we consider the structure of a fuzzy system based on the 
dependence of the initial value (level of competence) on 
several input values (grades). The functionality of such a 
system is determined by the following steps: 

– fuzzification: conversion of clear input variables 
(estimates) into fuzzy values, i.e. determining the 
degree of correspondence of inputs to each of the 
fuzzy sets; 

– aggregation of fuzzy inputs in initial values according 
to training cycles; 

– aggregation of fuzzy inputs in the general initial value; 

– defuzzification: conversion of a fuzzy initial value 
into a clear one. 

At the first stage, we determine the level of competence 
and the degree of belonging to the corresponding fuzzy set, 
formed as a result of studying the disciplines of each cycle of 
training according to the curriculum: a cycle of social 
sciences, a cycle of fundamental disciplines, cycles of general 
and practical training, obligatory and optional courses. The 
level of competence directly depends on the grades that the 
student got as a result of studying the disciplines of the cycle, 
as well as on the number of credits allocated for the study of 
these disciplines. In the future, all estimates are considered as 
fuzzy linguistic variables, with corresponding term sets. 
Term sets are the levels of formation of the graduate's 
competence. [7] 

In the second stage, using the levels of competence 
obtained for each cycle in the first stage, with the help of 
aggregate convolution, we obtain an integrated assessment of 
the competence of a graduate of a higher education 
institution. The weighting of the convolution, in this case, is 
chosen depending on the total number of credits provided for 
the study of each of the training cycles: the higher the number 
of credits, the greater the value of the weighting factor. 

To form the competence of the graduate, we use the term 
set of the linguistic variable through the following levels: 

– low (receptive-productive) level; 

– average (reproductive) level; 

– sufficient (constructive-variable) level; 

– high (creative) level. 

First, we determine the level of competence of the 
graduate of the institution of higher education in each of the 
cycles of training, using the assessment of disciplines and the 
table of correspondence of the results of control on the ECTS 
scale.  
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B. Fuzzification of Inputs  

Fuzzification is the conversion of clear input values (in 
this case - the value of estimates on the ECTS scale) to fuzzy 
sets. [8] 

We consider a fuzzy linguistic variable X~ – "level of 
competence", which is defined by a set of four linguistic 
terms 1K  – "law level", 2K  – "average level", 3K – 
"sufficient level", 4K  – "high level", that is 

{ }4,3,2,1i|KX~ i == . Each of the terms is a fuzzy set 

{ }4,3,2,1i,1)x(0,Xx|))x(,x(K ii KKi =≤μ≤∈μ= . 

Belonging functions 4,3,2,1i),x(iK =μ of a linguistic 

variable X~  define in space [ ]100..1X ∈  using a scheme: 

rangegradation 
)1 range  theoflimit lower (intpo)x(iK

−−=μ .         (1) 

Therefore, when fuzzifying a clear input (evaluation) 
tj s,...,2,1j,x = , where ts  – the number of assessments of 

the relevant training cycle, determines the degree of its 
belonging to one of the four linguistic terms ,Ki  with the 
corresponding membership functions 

tjK s,...,2,1j,4,3,2,1i),x(i ==μ . These degrees are the 
values of the membership function  )x(iKμ  at the 
point  tj s,...,2,1j,xx == . 

 
Fig. 1. The scheme of assessment of the level of competence of the graduate. 

Thus,  

– linguistic term 1K  – "low level", the meaning of which 
belongs to the range [ ]59..1  corresponds to the following 
membership function 

59
intpo)x(1K =μ ;                             (2) 

– linguistic term 2K  – "average level", the meaning of 
which belongs to the range [ ]7360..  corresponds to the 
following membership function 

14
59intpo)x(2K

−=μ ;          (3) 

– linguistic term 3K  – "sufficient level", the meaning of 
which belongs to the range [ ]89..74  corresponds to the 
following membership function 

16
73intpo)x(3K

−=μ ;               (4) 

– linguistic term 4K  – "high level", the meaning of which 
belongs to the range  [ ]100..90  corresponds to the 
following membership function 

11
89intpo)x(4K

−=μ .                    (5) 

The scheme of fuzzy assessment of the level of 
competence of the applicant for higher education can be 
implemented as shown in Fig.1. 

C. Aggregation 

Let’s consider m - cycle of training and disciplines 
included in it. Let for each j - discipline a student gets jx  
points on a 100-point scale. Thus, the student's results for this 
cycle can be represented as a vector )x,...,x,x( ms21 , where 

−ms the number of estimates of the cycle.  Replace the 
grades from each discipline with fuzzy values with 
membership functions according to (2) - (5) and determine 
the degree of belonging to one of the four linguistic terms that 
corresponds a certain level of competence of the graduate on 
the considered m - cycle of training using the formula 


∈

=μ=
)m(

iK

ii
Jj

jK
)m(

ij
)m(

K 4,3,2,1i),x(pr ,         (6) 

where )m(
Ki

J – the total of points that refers to i - linguistic 

term m - cycle, and )m(
ijp – is a weighting factor j

- discipline i - linguistic term in m - cycle, which is selected 
depending on the number of credits allocated for study j
- discipline in the considered cycle. In addition, the weights 

will be chosen so that 
=

=
ms

1j

)m(
ji 1p , 4,3,2,1i = . 

A similar approach is applied to all training cycles 
provided by the curriculum. As a result of using the 
convolution (6), for each m - cycle we obtain fuzzy 
numerical values that characterize degree of belonging to one 
of the four linguistic terms, i.e. vector 
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),r,r,r,r( )m(
K

)m(
K

)m(
K

)m(
K 4321

 where ,r )m(
Ki

,t,...,2,1m =  

4,3,2,1i =  – weighted fuzzy corresponding value i - level of 
competence of the graduate on m - cycle of preparation. 

After calculating the fuzzy values that indicate the degree 
of belonging to one of the four linguistic terms for each of the 
cycles, we move on to the second stage: determining fuzzy 
numerical values that characterize the degree of belonging to 
the relevant term sets and correspond to a certain level of 
competence of a graduate as a whole, ie find the vector 

),R,R,R,R( 4321 KKKK  where −= 4,3,2,1i,R iK weighted 
fuzzy value. The values of these values are calculated by the 
formula 


=

==
t

1m

)m(
mK 4,3,2,1i,rdR

iKi ,                (7) 

where −md weighting factor m - cycle of training, which is 
determined depending on the number of credits allocated for 

the study of this cycle, and 
=

=
t

1m
m 1d .  

Other approaches can be used to generate fuzzy inputs. 
[9]. 

D. Defuzzification 

Defuzzification of a fuzzy initial value to a clear one can 
be performed by one of the known methods (centroid method, 
first maximum, altitude defuzzification, etc.). Depending on 
the chosen method, we will have one or another clear value 
of the desired value. [10]. 

V. CONCLUSION 
Thus, the use of the described approach makes it possible, 

based on the assessments obtained for each discipline in the 
learning process, to monitor the process of preparation of a 

graduate of a higher education institution. As well as to 
monitor the implementation of the competence model of the 
specialist; move to determine the level of competence of a 
graduate of a higher education institution. Which in turn, will 
ensure the creation of qualitatively new standards of higher 
education, expand the field of the future professional activity 
of a graduate and ensure its competitiveness in the labor 
market, and enable employers to choose the appropriate level 
of professional competence. 
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