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Welcome Letter

Dear Colleagues,

We would like to personally encourage each of you to join us at IEEE Second International
Scientific Conference Data Stream Mining and Processing (DSMP’2018), which is held in Lviv
- Kryve Ozero, UKRAINE, 21-25 August, 2018. Our main goal is not only to provide an
opportunity for networking and learning recent scientific achievements but also a chance to
be involved in real time panel discussions with IT representatives to review and discuss their
practical outcomes on real projects.

The DSMP is organized by IEEE Ukraine Section, IEEE Ukraine Section (Kharkiv)
SP/AP/C/EMC/COM  Societies Joint Chapter, IEEE Ukraine Section (West)
AP/ED/MTT/CPMT/SSC Societies Joint Chapter, IT Step University, Ukrainian Catholic
University, Lviv Polytechnic National University, and Kharkiv National University of Radio
Electronics.

Agenda of the DSMP’2018 is very rich. This year we have nominated a 120 number of
accepted papers coming from about 27 countries which makes DSMP a truly international
high impact conference. Major highlights of DSMP’2018 are its keynotes speakers. This
conference proved to be extremely important given the fruitful dialog and a chance to
exchange ideas and sharing valuable hands-on experience.

This year program is based on the following topics: Hybrid Systems of Computational
Intelligence, Machine Vision and Pattern Recognition, Dynamic Data Mining & Data Stream
Mining, Big Data & Data Science Using Intelligent Approaches and also panel with
participation of IT Companies.

We are proud of the fact that DSMP proceedings have been included into the IEEE Xplore
Digital Library as well as other Abstracting and Indexing (A&I) databases (Scopus, Web of
Science and etc.). High quality of the DSMP program would not be possible without the
contribution of authors, keynote speakers, organizers, students, 53 reviewers who devoted
a lot of enthusiasm and hard work to prepare papers, presentations, organization
infrastructure and carefully review all submissions. We are very grateful for their efforts.

We would like to thank each of your for attending our conference and bringing your expertise
to our gathering.

We would like to express our gratitude to our partners and sponsors for being so generous
and sponsoring our conference.

We wish all participants an excellent conference, fruitful discussions and pleasant
stay in Lviv and Conference venue.

Sincerely

Yuriy Rashkevych Yevgeniy Bodyanskiy éélg
. L
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Abstract—At this paper medical data stream mining in the
area of influence by different fields (electromagnetic radiation
and positive low temperature) on laboratory white rats is
investigated. = The most  informative  features in
multidimensional time series using neural network based on
Oja’s neurons and the most informative physical field
influence on biological objects (white rats) are detected.

Keywords—Principal Component Analysis, Medical Data
Stream Mining, Electromagnetic Radiation Influence

I. INTRODUCTION

The current state of the environment is represented by
environmental factors of a different nature (physical,
chemical, biological, social factors) that influence various
biological objects, including human beings, both in everyday
life and at work. Such a variety of factors predetermines their
complex, mixed or combined, simultaneous or successive
influence [1]. In such combinations of factors, biological
systems form a whole complex of responses in organs and
systems that depend on the strength, concentration, and time
of action of these factors [2,3]. Ecological and biological
researches should be aimed at determining the nature of these
influences, the features of the development of mechanisms of
biological effects at different levels of the body functioning,
as well as determining the portion of the contribution made
by each of the factors belonging to the complex of acting
factors [1,4].

A fact that dimensionality of medical data sets is excess
for solving of diagnostics tasks is one of the biggest
problems in the area of Medical Data Mining [5-8]. This
problem means containing of excess information in medical
dataset that lead to complexity of analysis and interpretation
of results. Data Reduction stage became a needed one for
solving a common Data Mining tasks.

This stage permits to represent dataset in the compact and
easy visualized form. Principal Component Analysis (PC-
analysis) is one of most usable methods for solving data
reduction tasks when dataset presents in the form of table
“object-property”.
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When dataset is fed to processing in the form of data
stream PC-analysis cannot be used and solving of data
reduction task can be performed using neural network
technologies. A neural network based on Oja’s neuron [9]
with its learning algorithm is the system that permits to
perform data reduction sequentially in online mode.

II.  ELECTROMAGNETIC RADIATION AND POSITIVE LOW
TEMPERATURE INFLUENCE ON BIOLOGICAL OBJECTS

Scientists describe the present ecological situation in the
world as «electromagnetic pollution of the environment»
[10] in connection with the current spread of electromagnetic
radiation (EMR) generated by different equipment. At
present, the levels of exogenous electric and magnetic fields
exceed significantly the natural background of the Earth and
are an unfavorable factor, which influence on biological
objects grows from year to year, acquiring a global character
[11,12]. Sources of radiation can be found in all spheres of
human activity, which are used in industry, medical practice,
in the educational process, life and entertainment [13].

Recently, more and more researches are devoted to the
problems of electromagnetic ecology. The world community
recognizes that EMR is a significant environmental factor
and has a high biological activity. Many international
organizations are engaged in the development of this
problem. Their research is aimed at studying the biological
effect of EMR with subsequent development of the
principles of regulation (methodology) in order to protect the
population from the negative influence of EMR, as well as
the substantiation of unified world standards for
electromagnetic safety [3,11].

Numerous literature data indicate that EMR affects all
organs and systems of the body: the blood system,
cardiovascular, endocrine, immune, nervous and sexual
systems with different biological activity (depressing, trigger
or phase) in all frequency ranges [14,15].

However, despite a large number of studies, there is still
no generally accepted theory of the effect of EMR on the
body, its nature and the mechanisms of action on



physiological systems. The reason for this may be attributed
to the fact that EMR never acts as a monofactor. Other
factors of a different nature that influence the body in
combination with EMR are not excluded, which
predetermined the urgency of the problem of medical and
biological study of EMR influence on the human body in
environmental conditions [1,14].

Another important environmental factor is the air
temperature, which can provide comfortable or
uncomfortable living conditions. The adverse effect of
temperature on the body is possible under various
circumstances, especially in winter, when the air temperature
decreases [16].

Cold is a stressor for the body; in response, the activity of
the most important regulatory systems is activated in order to
maintain the temperature constant of the body. Hypothermia
has a general effect on the body, causing biological reactions
that manifest themselves as a complex of biochemical,
pathophysiological, morphofunctional changes [17,18]. In
response to irritation with cold, the body reveals a number of
complex physiological reactions. It is proved that the
corresponding reactions of the body to the effect of low
temperature depend on the volume and duration of the effect
of this factor [19].

Thus, the global spread of EMR, its combined
simultaneous effect with a temperature factor can affect a
person under different conditions. Proceeding from the
above, it is necessary to study the influence of EMR in
combination with a positive low temperature (PLT) on the
body to determine the biological effects of the combined
action: additivity, synergism, and antagonism. It is also
necessary to determine the portion of the contribution made
by each factor to the total effect, with subsequent
development of criteria for evaluating the biological effect of
EMR under conditions of cold stress followed by hygienic
assessment and development of measures to prevent their
impact.

With that end in view, we developed an original research
model. An experimental study of the effect of physical
factors on the animal organism is carried out: EMR and PLT,
both in isolated action and in combined effect. The study was
carried out under conditions of a subacute experiment during
30 days.

The Exposure Chamber equipment was created, which
allowed to simulate both the influence of the required range
of air temperature on laboratory animals and EMR
parameters (Fig. 1). This model is protected by copyright
[20].

Exposure Chamber

positive low temperature
(PLT) influence

Y

electromagnetic radiation
(EMR) influence

Y

Fig. 1. Exposure chamber equipment

III. EXPERIMENT RESULTS PROCESSING

Laboratory white rats (males of the WAG line) were
chosen as a biological object. The animals were distributed
into 2 groups (N = 60). The research group consisted of 30
animals, which were divided into three groups: the first
group of 10 animals was subjected to isolated EMR
(operating frequency 70 kHz, electric voltage 600 V / m);
the second group of 10 animals was influenced by the
isolated effect of PLT in the range of + 4 °C + 2 °C; the third
group (10 animals) experienced combined effects of EMR
and PLT at the same parameters as the groups of isolated
action. The intact group of 30 animals was in comfortable
conditions (+ 25 °C £ 2 °C) and served as a control in
relation to groups 1, 2, and 3. Expositions were conducted
during 4 hours, 5 times a week.

To reveal biological effects, the blood serum of animals
was studied at the stage of 5, 15, 30 days in the dynamics of
the experiment. The following biochemical parameters were
determined in the blood serum: the content of diene
conjugates (DC), malonic dialdehyde (MDA), SH-groups,
ceruloplasmin, cholesterol, triglycerides, high density
lipoprotein (HDL), low density lipoprotein (LDL), very low
density lipoproteins (VLDL), urea, acid and alkaline
phosphatase, chlorides, calcium, magnesium, phosphorus,
total protein, glucose, catalase and superoxide dismutase
activity; atherogenicity index (AI) was calculated. The
indices were determined using commercial test systems with
help of the biochemical analyzer "Labline-80" (Austria) in
accordance with the instructions attached to them.

From mathematical point of view each object-white rat is
described by multidimentional time series that contain
information about the blood serum in 5, 15, 30 days:

X (k)={x, (k)} .

where k =1,...,N,... — number of object-white rat in matrix
(in our case N =60), i =1,...,n — number of time series for
each of white rat (in our case n=20), / =1,...,g — number
of time instants, that correspond to number of days (¢ =3).

To present information in easy reception mode we have
used neural network described in [9], [22]-[23] for each of
time series. On Fig.2-Fig.4 position of each white rat in
space of three principal components was presented. Intact
group of white rats was marked by o-dots and research group
— by *-dots. In each of groups different influence type was
marked by different colors: black for the influence by the
isolated effect of PLT, magenta for influence by isolated
EMR, red for combined effects of EMR and PLT.

It is easy to see that proposed visualization presents that
combined effects of EMR and PLT influence has significant
correlation with the influence by the isolated effect of PLT
on 5-th and 15-th days.

To determine this relation, it is easy to introduce a fuzzy
clustering procedure between centers of groups with different
influence type (one with PLT and one with EMR influence)
and centers of group of combined effects [24].
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Fig. 2. PCA-visualization of each white rat on 5-th day of experiment

Fig. 3. PCA-visualization of each white rat on 15-th day of experiment

Previously, input multidimensional time series have to be
centered, normalized and coded to interval [—l;l]{"} .

For calculation of centers of each cluster is suitable to use
arithmetical mean or median between all white rats of
corresponding group in sequential mode:

Cu (k) =G (k_1)+
+77(k)5ign(x[+1,l (k)_cn (k_l))

where 77, (k) -
with expression [25]

learn rate parameter, that tuned accordingly
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Fig. 4. PCA-visualization of each white rat on 30-th day of experiment

Distance in sense of Manhattan metrics between these
centers is calculated in the form:

n q
dist(c;,c;) Z|q, |

i=1 I=1

After that we can use a measure of distance to calculate
what type of isolated influence contributes to combined one:

dist™
Z (afist’1 ) ’

After calculation we obtain a result that the isolated effect
of PLT has membership level md =0,67 whereas the

influence by isolated EMR md =0,33.

md =

At next step of our research it’s needs to obtain
information about most informative features. In the area of
Medical Data Mining this problem is known as feature
selection [18].

First eigenvector of covariance matrix should be
calculated and first principal component vector should be
formed.  First  principal component of  coded

multidimensional matrix X (k) ={x, (k)}e R™ can be

defined as:

where /| — first row of matrix L, eigenvector of covariance
matrix, that corresponds to the biggest eigenvalue of this
matrix.

At next step distances in the sense of Manhattan metrics
between all features vectors and first principal component is
calculated. A feature that has minimal distance

5.)= 33w

I=1

x yzl ‘



is chosen like the most informative one.

Then this feature-winner is excluded from original data
matrix and system continues to process reduced matrix until
all features will be turned over.

As a result the most informative features are:
malonicdialdehyde (MDA), low density lipoprotein (LDL),
urea, a superoxide dismutase, catalase.

IV. CONCLUSION

At this paper an isolated PLT and EMR influence and
their combined effect on biological object — laboratory white
rats was investigated. A contribution of isolated influence by
PLT and EMR to combined influence was calculated. The
most informative features in multidimensional time-series
was determined.
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Abstract—The neural network’s approach for data stream
clustering task, that in online mode are fed to processing in
assumption of uncertainty about amount and shapes of
clusters, is proposed in the paper. The main idea of this
approach is based on the kernel clustering and idea of neural
networks ensembles, that consist of the T. Kohonen’s self-
organizing maps. Each of the clustering neural networks
consists of different number of neurons, where number of
clusters is connected with the quality of these neurons. All
ensemble members process information that sequentially is fed
to the system in the parallel mode. Experimental results have
proven the fact that the system under consideration could be
used to solve a wide range of Data Mining tasks when data sets
are processed in an online mode.

Keywords—clustering, X-means method, ensemble of neural
networks, self-learning, T. Kohonen’s neural network.

I. INTRODUCTION

Data stream clustering is an important part of Data
Mining. Many approaches to its solution have been
developed [1, 2]. Processing of large information volumes
requires, first of all, a high speed and simple numerical
implementation of clustering algorithms. One of the most
popular procedures is the K- means method due to its
simplicity, clarity of results and possibilities for their
explicit interpretation [3]. This method refers to the
algorithms based on calculation of centroids-prototypes. In
the frame of this approach, an initial data set (possibly

X={x(l),...,x(k),...,x(N)} R
x(k):(xl(k),...xi (k),.eenx, (k))TeR" , k=12,.N is

partitioned into m clusters where their number m is defined
a priori or chosen empirically.

growing)

The X-means method is alternative approach for
empirical methods of clustering, but it is more bulky from
computational point of view and connected with strict apriori
statistical assumptions about character of initial data
distribution [4, 5].

Besides, both these methods require multi epoch
procedure for initial data set X, that has limited opportunities
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for processing big data sets (Big Data) and data streams,
when information is fed to the inputs of the clustering system
sequentially observation by observation in the online mode
(Data Stream Mining). In this situation number of
observation & has the sense of current discrete time, but data
volume N practically doesn’t limited.

In similar situations clustering self-learning artificial
neural networks [6-9] show themselves rather effective. First
of all, it concerns self-organizing T. Kohonen’s maps (SOM)
[10] that can process data in sequential mode. SOM
processing results coincide with the K-means results,
wherein the number of m clusters is known apriori.

Saving capabilities of online processing using SOM and
establishing the number of m clusters with K-means is
possible, using the idea of clustering ensembles [11-14]. As
elements of the ensemble it is needed to use Kohonen’s
clustering neural networks SOM™ [15], where every network
is tuned for a different number of possible classes
m=2,3,...,.M. Under this approach, first member of the
ensemble SOM’? in Kohonen’s layer contains only two
neurons with vectors of synaptic weights w;,w; . The last

member SOM™ contains M neurons with centroids-weights
M
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In ensemble self-learning process, all SOM™ are operate
in parallel. As the final result is chosen clustering network-
winner, which shows the most appropriate results in terms of
the applied quality criterion for clustering [2,16]. Note that in
every SOM™ at each cycle k of information processing
neuron-winner is chosen exactly the same as neural network-
winner is chosen in ensemble at each tact. It is the best result
of clustering.

An essential restriction that reduces approach capabilities
is the requirement of formed clusters linear separability and
convexity. Whereas the real data have the ability to form
classes of completely arbitrary form. In such a situation it
can be useful to use T. Cover’s theorems of linear separation
in spaces of higher dimension and J. Mercer’s kernels, which
provide this increasing [17, 18]. Based on this approach so-
called, kernel self-organizing maps (KSOM) were developed



[19-21]. They show quite good results under conditions of
clusters arbitrary forms with a known number m of them,
using fixed volume N of the processed selection. Therefore,
this seems expedient to develop an ensemble of kernel
clustering neural networks. It is intended for data streams
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online processing under conditions of an unknown or
changing number of classes.

The architecture of kernel clustering neural networks
ensemble is shown on Fig. 1. It contains five layers of
information processing.
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Fig. 1. The architecture of kernel clustering neural networks ensemble

The initial information to be clustered is fed to the zero
(input) layer of the system as a
sequence x(1), x(2),..., x(k),...,x(N),... Then, it enters to the
first hidden layer (RL) of radial-basis functions, formed by
R-neurons. Right in this layer increasing in the
dimensionality of the input space with the help of kernel
functions system @, (x),®,(X),...,0,(x),...,0,(x) , h>n,
occurs. As a functions, either Gaussians or other bell-shaped
functions are used, for example,

-1
¢l(x): 1_'_”)(:_01”2 — 7/(/7
% v +lx-el

where ¢, —(nx1) - vector that sets the "center" of the radial-
basis function ¢, (x) , ¥, - a scalar parameter that determines

the receptive field area, which is the same as "width" of this
function.

Thus, when a vector signal enters to the system
input x (k) =, (k),..x, (k),...,xn(k))Te R", at the output
of the first RL hidden layer, a vector signal is

formed: @(x(k)) = (@ (X(k));.... 9, (x(K)). ... 9, (x(k)))" € R" ,
h>n.

The second NL hidden layer realizes an elementary
signal @(x(k)) normalization operation in the form

v

Px(h) = 2O
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which is needed for effective work of the third SL hidden
layer. It was formed at the expense of (M-7) Kohonen’s self-
organizing maps SOM™, each of which works under the
assumption that in the data sample being processed, there are
m classes. Clustering quality is provided by each SOM™ and
is estimated using one or another validation index [2] in the
fourth VL hidden layer. It calculates corresponding indices
vt ved,....vi,....vi" for every possible m=2.3,...,M.

Finally, in the output layer containing a single node, an
optimum detector, the particular SOM™ is determined. It
provides best clustering quality, wherein assumed that in the
analyzing data array there are m clusters.

II. THE KERNEL CLUSTERING SYSTEM AND ITS SELF-
LEARNING BASED ON NEURAL NETWORKS ENSEMBLE

Self-learning process of considered system is realized in
the first hidden layer RL, where the centers ¢,/ =1,2,...,A

of kernel functions ¢,(x) are tuned. Also, it realized in a
third hidden layer SL, where the synaptic weights w7,
m=2,3,..,M , j=12..,m are estimated for each neural
network of SOM™ ensemble.

Let’s consider the tuning process for the centers of kernel
functions, consisting the following steps [22]:

Step 0: set threshold value A that determines the
indiscernibility level of two neighboring kernel functions.



After that, the maximum possible number % of these
functions and receptive fields parameter y,, .

Step 1: when the first vector-observation x(1) is fed to the
system input, the first center ¢, and radial-basis function are
being formed.
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where ¢, = x(1) .

Step 2: when the second vector-observation x(2) is fed to
the system input, inequality has been checked

[x(2)—c | <A

and if it is satisfied, then x(2) does not form a new center.
And if the following condition is satisfied

A<[x(2)—c | <24,

then ¢ is being corrected in accordance with the T.
Kohonen’s self-learning rule “Winner takes all” [10]:

¢ (2)=c,(D)+7(2)(x(2)~¢, (D)

where ¢ (1) =x(1),0 <7(2) <1 is learning rate parameter. If
the condition

24 <[x(2)—c|
is satisfied then a new kernel function is formed
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After every new observation x(k) this process is realized.

If on the step N /4 radial-basic functions are generated
then in the future amount of them doesn’t grow. Refinement

centers ¢,/ =1,2,....,h that were already generated can be
provide only according to the condition (1) and the self-
learning rule (2).

The adaptation process also consists of three steps [10]:
competition, cooperation and synaptic adaptation for every
SOM™ in ensemble, wherein synaptic weights vectors w’

describe #-dimensional centroids of formed clusters.
On the competition step input signal of second hidden
layer NL @(x(k))e R" is fed to every input of all SOM"

where they are compared with each of synaptic weights
vectors w7 (k —1) in the sense of distance

D(@x(k)), w (e =1)) = | §x(h) = w) (e =1)| 3)

j=12,..m, m=23,..M

Because ||¢(x(k))|| =1, instead of the Euclidean metric

(3) more easier is to use cosine similarity measure
sim(@(x(k)), w} (k=1)) = " (x(k)w} (k=1)

by the help of which for every SOM™ its neuron-winners are
determined, for that

¢ (x(k)w)" (k—1)= max ¢ (x(k)w] (k1)

On the cooperation step all neurons-winners of the
ensemble generate topological neighborhoods areas, in
which not only winners tuned, but and their nearest
neighbors.

This area is described by the membership function
©(j,l), that are similar to the radial-basis functions of the
first hidden layer:
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The synaptic centroids-weights specification of every
SOM™ is occurs on the synaptic adaptation step by the
T. Kohonen’s self-learning rule “Winners takes more”:

w)' (k) =w)" (k=) +(R)p( 1, D(@Oe(k) —wf" (k=1)) (4

It's easy to see, that for winner w;.”* (4) coincides with the
learning rule (2). It has to be noted, that in the self-learning
rule (4) learning rate parameters 77(k) and y usually are

selected according to the empirical considerations and must
be decrease monotonically in the tuning process.

This process is easy to organize by the system of the
recurrent relations

n(k) =r'(k); r(k) = ar(k-1) +||(/3(x(k))||2 =ar(k-1)+1,
(k) =nk)y(k-1), 0<a<l,

that at the o =1 automatically is transformed to the
stochastic approximation procedure. It’s easy to see too, that
first and third layers of the system in fact are tuned according
to the same type procedures like WTA and WTM [10].

III. TUNING OF THE FOURTH HIDDEN LAYER

The estimation of the clustering quality is produced in the
fourth hidden layer by the validation index V7" [1], wherein
this index is calculated for every of the T. Kohonen’s maps
SOM™ , m=2,3,.M .

As the such index it’s useful to implement Davies-
Bouldin criterion [23], with the help of which clustering
quality can be estimated even in the case of non-convex
classes.



In the case of the m clusters this index can be written in
the form

DB(m) =
e s(w!' (k),u; (k), p(x(k)) = s(w,' (k),u, (k), P(x(k)))
=R D (k), w; (k)

where D(w/'(k),w, (k)) - distance between centroids

D(w! (), w (k) = |

W (k) —w" (k)” ’

s(w!' (k),u,(k),@(x(k)))—  the intracluster

characteristics for j-th cluster:

scattering
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u, (k) -crisp membership function of the vector @(x(k)) to
the j-th cluster type:

1, if @(x(k)) belongs to j-th cluster,
0 otherwise.

u,(k>={

As the optimal number of clusters m” value, providing
minimum of the DB(m), is selected:

DB(m") = min{DB(2), DB(3),..., DB(M)}

>

that is calculated in the output layer.

In the situation then non-stationary data are processed in
online mode, is necessary to modify DB(m) index for
processing data on the “sliding-window” mode of dimension
1< s < N . Wherein only intercluster distance characteristics,
that are calculated on the “sliding-window”, are modified by
expression

> u, (@) |pe(@) ~w () >
s(w! (k) u, (k), @(x(k)),s) =| == k

2 ()

T=k—s+1

when the data volume N isn’t limited and grows with time
k=1,2,..,N,N+1,...
IV. EXPERIMENTAL RESULTS

We have tested proposed method with two different
training data sets. The first data set is artificial generated so

that it contains 3 clusters, 300 observations were every
observation has 3 features. The second data set “Iris” is taken
from UCI-Repository [24]. This data set consists of 150
observations that are divided into 3 classes where every
observation has 3 random features. The clusters are clearly
visible in the artificial generated data set and shown in
Figure 2.
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Fig. 2. The artificial generated data set

The computational accuracy of proposed method was
compared with known K-means algorithm. These clustering
results were estimated by the Davies-Bouldin criterion. The
clustering accuracies for a series of 50 experiments are
shown in Table I and Table II.

TABLE L. THE MEAN CLUSTERING ACCURACIES FOR THE DIFFERENT
NUMBERS OF CLUSTERS (THE ARTIFICIAL GENERATED DATA SET)
Method SomM™ k-means
clustering accuracies for 2 0.71 0.70
clusters
clusterin accuracies for 3
& st 0,89 0,76
clusters
clustering accuracies for 4 0.68 0.67
clusters
TABLE IL THE MEAN CLUSTERING ACCURACIES FOR THE DIFFERENT
NUMBERS OF CLUSTERS (IRIS)
Method SOM™ k-means
clustering accuracies for 2 0.84 0.83
clusters
clusterin accuracies for 3
ustering uracies - to 0,91 0,87
clusters
clustering accuracies for 4 0.72 0.73
clusters

For visualization, taken data sets were projected by the
PCA (principal component analysis) method to three
principal components. Visualization results of the proposed
ensemble are shown in (Fig. 3).
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Fig. 3. Visualization results of the proposed ensemble

V. CONCLUSION

The neural network approach for data stream clustering
task, that in online mode are fed to processing in assumption
that, neither the number of clusters nor their shape are
known, is proposed in the paper. The main idea of this
approach is based on the kernel clustering and neural
networks ensembles, that consist of the T. Kohonen’s self-
organizing maps.

The proposed system is characterized by the simplicity of
numerical implementation, high speed, and can be used for
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solving different tasks of processing data streams in
conditions of apriori uncertainty of their properties.
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Abstract—Robot state classification using machine-learning
methods and MEMS sensors data is proposed in the paper. An
experiment was performed with a three-axis MEMS gyroscope
rigidly fixed to the robot body. In it we investigated the
possibilities of various machine-learning methods for solving
classification task.

Keywords—robot, MEMS, classification, control

L INTRODUCTION

MEMS sensors play a major role in the robotics and
mechatronics due to their miniature size, low cost and
sensitivity. The use of these sensors opens possibilities of
classification features of the robot movement, balance
control system [1-2].

Development of our project "PromoRobot" is caused by
the need for high-quality information support, promotion
(promotion) of services in places of mass presence of people,
including airports, railway stations, business centers, hotels,
libraries, exhibitions, educational institutions, government
institutions, etc. and takes into account the public interest in
robotics, new information technologies, artificial intelligence
tools.

Generally, the "PromoRobot" control system corresponds
to the concept of an intelligent robotic agent with a feedback
control. But in some cases, the data about the robotics system
is not enough to correctly work out the task. First of all, it is
the task of moving on complex surfaces: up or down a slope,
uneven surfaces, etc.

The solution of the task should be to create an algorithm
for classifying such states of the robot that corresponded to
these complexities. This will allow to take into account these
features in the autonomous robot control system.

II. EASEOFUSE

A. Robot Specifications

The robotic platform has a two-wheeled chassis whose
elements are shown in Fig. 1. For our experiments, we use
module MPU-9265. The MPU-9265 devices combine a 3-
axis gyroscope, 3-axis accelerometer and 3-axis compass in

978-1-5386-2874-4/18/$31.00 ©2018 IEEE
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the same chip together with an onboard Digital Motion
Processor capable of processing the complex MotionFusion
algorithms [2]. The output signals of the accelerometers (Ax,
Ay, Az) and the gyros (wx, wy, wz) are converted directly by
an Analog to Digital Converters inside the microcontroller
ATMEL ATmega32. This microcontroller has 8 channels of
10-bit Analog to Digital Converters, a USART (Universal
Asynchronous serial Receiver and Transmitter) port and a
sampling rate - 200 Hz.

Fig. 1. "PromoRobot" project

B. Classification task

Formally, the problem of robot states classification can
be represented as follows: let X be the set of data on the
work state obtained from the MEMS gyroscope (along the
Ox, Oy, Oz axes). Y is a finite set of classes (8 states in the
work): calmness - state "0"; forward motion on the slope -
state "1"; backwards motion from the slope - state "2";
backwards motion on the slope - state "3"; forward motion
from the slope - state "4"; forward motion - state "5";
rotation counter-clockwise - state "6"; clockwise rotation -
state "7".



There is an unknown target addiction — reflection y*:X
—Y. The value is known only on known states of the robot
on the training set Xm={(X1,y1),--.,(Xm,Ym)}-

It is necessary to develop an algorithm a:X—Y for
classifying the robot’s state Y according to sensor's reading
x€X in real time-domain. In our case, the set of classes is
Y={0,1,2,3,4,5,6,7}.

A number of experiments were carried out with a three-
axis MEMS gyroscope rigidly fixed to the robot body.
Gyroscope allows you to track the robot's precise execution
of the prescribed actions, possible features of its movement.
Every action is a certain state.

III.

The results of measurements are shown in Fig.2-4 and
visualize the sensors measure in the process of robot moving.
To find the clustering algorithm which is support real-time
work we consider three axis of the gyroscope.
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Fig. 2. " Procedure "moving forward - stop - rotation counterclockwise -
stop - clockwise rotation - stop"

Figure 2 illustrates the gyroscope readings captured by
the three axes. A detail visual analysis of figure 2 reveals that
the relative magnitudes of the sub readings of the gyroscope
could be used for event classification. For example from
point 1 to point 400, robot was moving forward. And from
401 to 520 robot standing — this is indicated by the very low
gyroscope values.

However it is also clear that coming up with manually
defined thresholds for three sensor readings that will allow
the classification of the seven events will be still a complex
task. Further the raw signals captured by the sensors are
noisy and will therefore have to be cleaned prior to further
analysis.

The robot motion activity recognition system has to
decide which of the seven events have effectively caused the
measured values of the features based on real signals, which
are fed from sensors. This is a general classification problem
that can be dealt with by a large range of algorithms, such as
logics, k-nearest Neighbor approaches, Support Vector
Machines (SVMs), Artificial Neural networks [3,4],
Decision Trees or Bayesian Techniques [5]. Our work
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focused on finding an algorithm which are realize a
classification of robot motion in real-time domain.
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The thee time-domain features (three axis of the
gyroscope) were used to train machine learning algorithm.
The mean, standard deviation, minimum, and maximum of
signal in the running window also were used as features. But
using more features did not improve the quality of the
classification

We examined the performance of some supervised
learning algorithms and singled out most appropriate among
them: Support Vector Machines (Linear SVM) [3], k-nearest
neighbors algorithm (Medium KNN, Weighted KNN) [4],
Boosting algorithm [6], Classification Trees (Simple Tree,
Medium Tree) and Ensemble (Bagged trees) [7, 8].

Gyroscope signals from robot are sufficient to
classification. Weighted KNN and Bagged trees performed
slightly better than other three algorithms (the classification
accuracy about 89%).

The evaluation of the quality of the trained models was
carried out by such criteria as accuracy, confusion matrix,



Parallel Coordinates plot ROC Curve. Results of model test
can be classified according to sensitivity and specificity.
Sensitivity is the ability to detect an abnormality, while
specificity is the ability to distinguish an abnormality by
type. Diagnostic test should also identify the frequency of
false positive (FP) and false negative (FN) or true positive
(TP) and true negative (TN).
TP+TN

TP+FP+TN +FN

Accuracy =

Table I presents the results of the accuracy calculation for
various methods.

TABLE L RESULTS OF THE STUDY BY VARIOUS METHODS
Metod Accuracy,%
Linear SVM 66.6
Simple Tree 69.7
Medium Tree 76.7
Medium KNN 88,1
Weighted KNN 88.7
Boosted Tree 84,1
Bagged Trees 89,6

The data in an ROC analysis is used to decide which
traits produce the greatest separation of two probability
curves which show the likelihood of choosing wrong or
right states. The standard way to interpret the data from an
ROC test is to draw a ROC-curve and then measured the
area under the curve. The test with the greatest area is the
most accurate. The best results were shown by the Weighted
KNN method.

In Fig. 5 and Fig. 6 graphs of confusion matrix are
provided, which help to identify areas in which the classifier
works poorly. In the first case, the lines show the current
state of work, and the column shows the cjjnd classes. As
can be seen from Fig. 5 the classifier works worse for
determining the class "2" (backwards motion from the
slope) and class "3" (backwards motion on the slope).

0 <1% <1% <1% 1%
1] 13% 7% 2% 1% 24%
2| 4% 21% | 46% 2% 2% 15% 4% 6% 46%

s 2% 2% 39% 15% 2% 24% 15% 39%

3

3

4| 10% 1% 5% 3% 3% 2%
5 6% 7% 2% 2% 1% 19%
6 3% 1% 1% 1% 1% 2% 8%
7 1% 4% ‘ 1% 3% 9%

o 7 < & v & L3 >

Predicted class
Fig. 5. Confusion matrix Weighted KNN

In fig. 3.9 in the Confusion matrix are shown false
classifier actions, under the matrix green, the correct
prediction is shown in each class, and the false values are
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shown in red. The marker on the Fig.7 shows the
performance of the currently selected classifier. For our
classifier false positive rate (FPR) of 0.05 indicates that the
current classifier assigns 5% of the observations incorrectly
to the positive class. A true positive rate of 0.99 indicates
that the current classifier assigns 99% of the observations
correctly to the positive class.

o 3% 1% 2%
1| 2% 7% 8% 1%
2| <% | 13% 4% 1% | 10% 1% 2%
3| <1% 1% 62% 8% 1% 6% 5%
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Fig. 6. Confusion matrix Weighted KNN
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Fig. 7. ROC Curve

IV. CONCLUSIONS

The paper is devoted to solving tasks of classifying robot
motion by machine learning methods. The experiments was
performed based on real signals are fed from MEMS sensors
on the robot board in real-time domain.

The analyzze of classificator learning results showed the
possibility of using k-nearest neighbors algorithm to classify
the state of a robot with 88% accuracy. An algorithm is
developed based on measurements of a three-axis gyro
without any pre calculations.



We are currently working on integrating a number of
other in-built sensors and algorithms in the above process,
allowing more detailed and complex scenarios to be
identified accurately. Further development of the proposed
approach can be carried out in the direction of implement the
classificator in decision-making system of robot on Asus
Tinker Board.

TABLE II. RESULTS OF CLASSIFIER WORK
State of robot Weighted KNN Bagged trees
Positive True Positive True
Predictive Positive Predictive | Positive
Value Rate Value Rate
calmness 95% 99% 96% 98%
forward motion on the | 76% 76% 84% 84%
slope
backwards motion 67% 46% 64% 56%
from the slope
backwards motion on 62% 39% 50% 34%
the slope
forward motion from 81% 78% 81% 81%
the slope
forward motion 84% 81% 80% 82%
rotation counter- 89% 92% 91% 93%
clockwise
clockwise rotation 88% 91% 91% 92%
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Abstract— The data science methods are widely used in
different areas of nowadays life. This paper is dedicated to
forming of new approaches, in particular — development of
unique model, to provide scientometric research of abstracts
from open source pre-print service to process data on subject
domains and directions. The objective of research is to analyze
degree of presence and importance of data science in different
research fields. A new way of working with the information
system of the library of the University of Cornelius - the
resource of the pre-prints arXiv is proposed in the work. The
authors reviewed the abstract information of the resource,
which is the result of the search for relevant publications for
the given concept. The main attention of the authors was
focused on the distribution of publications in the identified
scientific areas and the relevant sub-groups provided by the
resource. The result of the work is a visual representation and
interpretations of the network of subject areas for the concepts
- big data, neural networks, deep learning.

Keywords—scientometric, big data, data science, concept,
subject domain, network, scientific papers.

I. INTRODUCTION

Today the problem of recording, processing and storage
of information is actual for every field [1]. Big Data has
become important for organization everyday wellbeing and
using satellite data for forecasting weather, traffic jams,
nature disasters [2]. Data science and Big data influence
business and sales. Big data could be used for politic
companies and for prediction of the stock fluctuating of a
certain company [3, 4]. And even farming processes
transformed into Smart Farming with machines that are
equipped with smart sensors and devices and produce big
amounts of data that provide unprecedented decision-making
capabilities [5]. It attracts more consumers focused on
innovations in goods production and services. Now we have
possibilities to use smart transport without drivers, smart
houses, Internet of things and Cloud Computing and fill more
comfortable with data science development [6]. Data scince
is growing but still contain challenges: Data challenges (e.g.
data volume, variety, velocity, veracity, volatility, quality,
discovery and dogmatism); process challenges; management
challenges (privacy, security, governance and ethical aspects)
[7. The Big Data Analytics requires new advanced
algorithms such as text analytics, machine learning,
predictive analytics, data mining, statistics, and natural
language processing [1]. There are no statistical research of
data science usage and real state of big data evolving in
science [7]. This paper is dedicated to scientometric research
of abstracts from open source pre-print service in main fields
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detection of data science usage. The objective of research is
to analyze degree of presence and importance of data science
in different research fields. The source of data is open-access
on-line recourse arxiv (www.arxiv.org). It includes 1,372,745
e-prints in Physics, Mathematics, Computer Science,
Quantitative Biology, Quantitative Finance, Statistics,
Electrical Engineering and Systems Science, and Economics.
The source allows to design visualization of subfields links
for selected concepts with maps using. The concept map of
subject domains is an useful instrument for identification of
related topics in scientific research, detection of trends in
research, definition of its terminology, correct usage and
correct application of keywords in scientific works.

II. METHODOLOGY

We propose to visualize data science integration to
different research with networks theory, which was created
with Euler (1736) the Konigsberg Bridge problem and
presented as mathematical notation of nodes and edges [8]. In
scientometrics network theory is widely used for mapping of
science, among them: co-citation, co-author and co-word
networks. Co-word and co-author networks could be used for
identification and description of scientific groups and
research topics, the most communicative researchers and
main principles of science communication [9]. We propose to
use maps for fields and subfields connection according to
certain concepts which is necessary in datascience.

A. Data input

To provide the correct analysis of obtained information
from the point of view of completeness and variety of
research fields and direction the open access archive of
preprint arXiv was chosen. ArXiv is the largest archive of
electronic publications and their open preprints.

The archive was created in 1991. Initially all the
publication on archive were allocated in frames of one
subject domain - "Physics", but today the resource presumes
arrangement of publications within other directions.

ArXiv is an information tool for hundreds and thousands
of scholars. Among the users are more than 50 Nobel
laureates, winners of prestigious scientific awards. Resource
is an actual tool for users from countries with limited access
to scientific information. Today, the archive contains 8
sections, where you can post your own materials: Computer
Science (42 areas), Economics (1 direction), Electrical
Engineering and System Science (3 courses), Mathematics
(32 directions), Physics (13 units), Quantitative Biology (10



directions), Quantitative Finance (9 destinations), Statistics
(6 destinations).

We will use abstract information which contains the
following data:

e Number of article, identifier in the system, in the
form:
arXiv: XXXX XXXXX [***], where the HTML
code is the publication number in the system,
**% . the list of available file formats for
download;

e Topic of the publication;
e  Author (s);

e Comments - contains information about the
number, pages of publication, number of
drawings and other items (not urgent);

e Journal-ref — contains information about the
paper (available for publications that have
already been published);

e Subject - the subject area or specific information
on the scientific direction within the scope of the
subject area (according to how the author of the
publication noted during the presentation of the
publication to place it on the resource).

B.  Algorithm

Under the concept we will understand the meaningful
verbal unit, or a combination of units, which defines the
framework of scientific perception of the meaning of a
particular notion that is appropriate to one or more subject
areas [10]. The network of subject areas is a way of
presenting a model of subject areas by defining generalized
descriptions of the domain, represented by their proper name
and the names of subordinate units of it, the scientific
directions that more specifically describe the subject area
defined by the information system on the basis of which the
given network is constructed or on the basis of the proposed
systematization of subject areas [11]. The search is provided
for the concept which can be represented as a word or word
combination through the array of resource publications. The
algorithm for constructing a subject areas network for a given
concept involves the definition of subject areas and scientific
directions for which the given concept is appropriate. The
implementation of the algorithm is realized by processing
search results. We use abstract of paper, key-words and sub-
fields. So, we will define nodes as fields and sub-fields and
edges as co-occurrence of sub-fields in one paper (Fig.1).

Field 1

Field 2

Fig. 1. Example of concept network building and fields connections
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The algorithm of subject domain network building consist
of next stages:

e The concept definition for the search.
e  Extraction of abstract information.

e The scientific direction detection (sub-field) and
subject domain (field), which is indicated in the
abstract information.

e The scientific direction is the next node graph
and connection with appropriate subject domain.

e If a scientific direction node has already been
constructed - the name of the subject area, then
only the node is constructed - the name of the
scientific direction, which is connected with the
node - the corresponding subject area.

e If a corresponding node has already been built
for the name of the scientific direction, then the
transition to upper steps. If the name of the
scientific direction nodes has not yet been made,
then upper steps (Fig.2)

e If there is no suched results, the network is
considered to be built.

We use networks characteristics for networks analysis.
Number of nodes, edges and density of network could be
applied for detection of widely used terms in different fields.
The density of network is the ratio of existing links to the
total number of possible links. For a network of N nodes, the
network link density is

2e

P D

6]

where e— number of edges, » — number of nodes.

The (maximal) link density of a completely connected
network is 1. We will admit that the lower the density of the
network - the higher the polythematism.

Concept Input

Sequential search

Case of
abstract has
been found

Output of network
matrix

Network analysis
and visualization

Detection of
subject domains
and connections

End

Adding of nodes
and connections

I

Fig 2. The algorithm of subject domain network building




II1.

Developed software and the algorithm which was
proposed above we built the networks for the concepts: big
data, neural networks, deep learning, and complex network.
Main parameters of the networks are shown in table 1. The
largest number of nodes and smallest density among
proposed networks are for concept “neural network”. It
confirms the prevalence of the method in different fields. The
visualizations were provided with the Gephi software
(gephi.org). The concept “big data” refers mostly to
computer science (CS) and statistics (Stat) fields, few articles
in mathematics (math) and physics (fig.3.). Main connected
sub-fields: Mashine learning (CS.LG); Distributed, Parallel,
and Cluster Computing (CS.DC); Data Structures and
Algorithms (CS.DS); Computational Engineering, Finance,
and Science (CS.CE); Social and Information networks
(CS.SI);Artificial Intelligence (CS.Al); Information retrieval
(CS.IR);Networking and Internet architecture (CS.NI);
Computation in statistics (Stat.CO); Methodology in statistics
(Stat.ME) and others. The amount of sub-field is not low —
35. But it was expected to observe “big data” concept applied
to such a wide spread fields as biology, finance, astronomy
research. We can assume the reasons of absence of such
research directions could be caused by author key-words
missing, actively development of data science theoretical and
fundamental laws, insufficiency of data base or practical
industry usage etc.

MAIN RESULTS

The concept “neural networks” is represented in different
sub-fields among them are: computer science (CS); statistics
(Stat); Physics; Mathematics (Math); Quantitative Biology
(q-bio); Electrical Engineering and Systems Science (eess);
Quantitative Finance (q-fin); Econometrics (Econ.EM). So
we can draw a clear conclusion that concept “neural
networks” is widely used instrument in different fields.
“Neural networks” and “deep learning” currently provide the
best solutions in image recognition, speech recognition, and
natural language processing. We determined the range of
scientific directions related to the given concept by scanning
the largest resource in the global network of preprints,
containing a large amount of publications both prepared for
printing and placed in the leading scientific publications.
Developed applications by the proposed algorithm will allow
using the network of subject areas as an additional tool for
finding collaborators, expanding the use of the concept
within different scientific arecas and thus obtaining the
opportunity for expanding collaborations and attracting
specialists from various scientific fields.
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TABLE L MAIN PARAMETERS OF THE SUBJECT DOMAIN NETWORKS
Concept Density of Number of Number of
nodes nodes edges

Neural network | 0.136 90 1090

Deep learning 0.159 54 454

Big data 0.213 35 254

Complex 0.234 31 218

network

For the development of the proposed approaches for the
search, processing and interpretation of scientific information
through the implementation of these algorithms, it is possible
to construct a more developed network by grouping the
names of scientific areas within dictionaries, as well as
calculating network parameters.



IV. CONCLUSIONS

The algorithms, which based on subject domain mapping
for certain concept are proposed. In maps we used nodes as
fields and sub-fields and edges as co-occurrence of sub-fields
in one paper. We offer to use the concept map of subject
domains for identification of related topics in scientific
research, detection of trends in research, searching for the
ambiguity of terminology, correct usage of terms and
describing science structure. Provided algorithm isn’t
strongly connected to the field of research or source of data
and could be continued with other examples.

This paper is dedicated to forming of new approaches,
such as new unique models for providing the scientometric
research based on the open access archive of preprint to
isolate and process the data connected to the subject domains
of the publications and appropriate research directions. The
objective of research is to analyze the level of
representativeness and importance of data science in different
research fields. We showed that the data science integration
to different research with example of concepts “big data”,
“deep learning”, “neural networks”, “complex networks”
using one of the biggest open access archive. We used
density of complex network for estimation of the widest in
the sense of concepts usage. Main subject area for selected
concepts is computer science. The most common concept is
“neural networks” which is used in 90 different sub-fields,
other concepts mostly used in computer science. The theory
of complex networks decreased inherency in comparing with
neural networks and contains in 31 research fields.
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Abstract— This paper proposes the model for searching
similar collocations in English texts in order to determine
semantically connected text fragments for social network data
streams analysis. The logical-linguistic model uses semantic
and grammatical features of words to obtain a sequence of
semantically related to each other text fragments from
different actors of a social network. In order to implement the
model, we leverage Universal Dependencies parser and Natural
Language Toolkit with the lexical database WordNet. Based on
the Blog Authorship Corpus, the experiment achieves over 0.92
precision.

Keywords— social network; data stream; collocations;
semantic similarity; blogs; corpus; Universal Dependencies;
WordNet

I. INTRODUCTION

In the last years, social media became a source of
communication, data distribution, and an aspect of formation
of an informal information space. Many business companies
and intelligence agencies have turned to computer processing
to monitor these social streams [1].

Main objects of the modern information society are social
networks, forums, blogs, etc. Processing such data streams as
these, the following factors should be considered: instability
of content quality, e.g. spam and fake accounts, and
problems with the privacy of users' personal data. All of this
requires constant improvement of algorithms for analysis and
processing of social data streams.

One of the approaches for studying online social
structures is Social Network Analysis. Its main objectives are
investigation of interactions between social actors and
identification of the conditions for the emergence of these
interactions [2, 3]. This way, the network of social
interactions consists of a finite set of social actors and a set
of links between them [4].

Nowadays, the main methods for analyzing social
networks are: (1) methods of graph theory for studying the
structural relationships of an actor; (2) methods for
determining the equivalence of actors; (3) probabilistic
models; (4) topological methods that represent the network
in the form of some formalized complex of elements and
links, etc.

However, we suppose that the use of NLP approaches is
important for processing social data streams represented by
actors’ text information. To date analysing texts of social
networks is one of the biggest challenging tasks in NLP.
Despite existent NLP applications for IE [5], it is difficult to
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extract relevant information from the streams of informal
natural language sources.

In the scope of semantic processing of such texts stream
as posted by people in public forums (Facebook, Twitter,
LinkedIn, Google+), blogs, etc., we aim to obtain a sequence
of semantically related to each other text units from different
actors of a social network. In order to solve the issue, we
suggest extracting semantically similar units of various levels
of the language, i.e. analyzing not only syntactical relations
between words or sentences but also semantic correlations
between words, phrases and collocations. However, there are
currently enough studies concerning the problems of
computing words similarity, but relatively few researches are
carried out into extracting semantic similar phrases or
collocations from natural language texts.

A collocation means a combination of two or more words
often used together and both syntactically and semantically
integrated. In contrast to certain words that are polysemantic
and have synonyms, collocations include more particular
semantic information. Therefore, semantic similarity of
collocations may better identify semantically similar text
fragments of the different social actors.

This paper addresses the problem of searching similar
collocations in English texts in order to determine
semantically connected text fragments for Social network
data streams analysis.

II. RELATED WORK

Nowadays, there are a few approaches to extracting
semantically similar collocations from texts. At the stage of
determining semantic similarity of collocations they mainly
use statistical laws, (recurrent) neural networks (e.g. LSTM
networks encode patterns of collocations as vector
representations) [6], or syntactic characteristics of
collocations.

For instance, in the paper [7] English synonymous
collocation pairs are extracted using translation information.
This method gets candidates of synonymous collocation
pairs based on a monolingual corpus and a thesaurus, and
then selects the appropriate pairs from the candidates using
their translations in a second language. The other method [8]
collects sets of words and paraphrases via pairwise alignment
of sentence fragments. Reference [9] presents a corpus-based
method for automatic extraction of paraphrases using
multiple English translations of the same source text.

Generally, all of these studies work on texts of certain
domains and take semantic information from thesauri that



result in a quite low precision of extraction of semantically
similar collocations.

In our research we suggest the technology for extraction
of semantically similar collocations considering the
combination of statistical, syntactic, and semantic
information for three main types of collocations.

III. THE MODEL FOR SEMANTIC SIMILARITY OF TEXT
FRAGMENTS

We introduce a technology for automatic extraction of
semantically similar collocations in the English language
using both a method for extraction of paradigmatic
correlations (tolerance and equivalence) and a logical-
linguistic model of identification of synonymous
collocations.

According to previous studies [10-11], the proposed
logical and linguistic model formalizes semantically similar
collocations by means of semantic and grammatical
characteristics of collocation words. Basic mathematical
means of our model are logical-algebraic equations of the
finite predicates algebra.

With reference to the algebra of finite predicates, the set
of word forms that make up a collocation is denoted with
M= {my, ..., my}, where n is the number of word forms. The
word forms from the set M match semantic-syntactic
relations using subject variables [12].

We define a set of grammatical and semantic
characteristics of collocation words using two subject
variables. The subject variable a denotes grammatical
characteristics of words in collocations:

@St <y g NOW o NSUbOS \, [ NOKOF \, (VTF [ Vinir "
VaAAll VaAPr :1
where a5 is a noun, subject, @"$*? is a noun, subject, with

the preposition “of”, a¥°? is a noun, object, a¥°¥ is a noun,
object, with the preposition “of’; a* is an adjective,
attribute, @ is an adjective, predicative; a'™" is a verb,

transitive, a"” is a verb, intransitive.

The subject variable ¢ denotes semantic roles of the
words in collocations:
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where ¢¢ — an agent, ¢* — an attribute, ¢"* — a patient, ¢4 —
an addressee, ¢/ — an instrument, ¢ — location or content.

We determine predicate P(x) which defines a set of
possible semantic and grammatical characteristics for a main
collocation word, and predicate P(y) which defines a set of
possible semantic and grammatical characteristics for a
dependent collocation word. The two-place predicate P(x, y)
describes a binary relation of collocation words x and y,
which is a subset of the Cartesian product of P(x)AP(y). The
predicate determines a correlation of semantic and
grammatical information about word forms of two-word
collocations:
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Using equation (3), we define the predicate of semantic
equivalence between two two-word collocations as:

P(x, y))XP(x3, ) = ¥, (X, 015X, 1,) A
AP(x, ) AP(x,,,)

where: x indicates semantic similarity, A is the Cartesian
product, the predicate y; eliminates collocations between
which semantic equivalence cannot be identified. The values
of the predicate for three main types of collocations are
shown in Table I.

TABLE L THE PREDICATE OF SEMANTIC SIMILARITY

Type of

collocations The predicate y;

V(59,0 %,, vy ) = y, A4l NSubAg. |
nx, NSubAg , APt Adu, NSubdg . (4)
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Noun AA it
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guaranteed outcome assured result
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access control
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admission momtormg

73(x1,y1,x2,y2) x NObjPaL

A xz yz NOb]Pac

receive commands ~ obtain instructions

(6)

Verb-Noun

Combining the predicates y, y2 and y; that determine the
semantic equivalence of Adjective-Noun, Noun-Noun, and
Verb-Noun collocations, the predicate of semantic
equivalence between collocations can be defined as follows:

NOb]PaL VTr NObjPac
V2 v

VX, 15X, ,) = x
v (xlNS”bOng v xlNSubAg )leObjAll (x, NSubOf4g |,

v x,NSubAg |, NObjdit .,  NSubAg (,, Adit ,

W
VyzAPr)

)V,
v Y1A Pr )%, NSubAg (yzAAtt

Thus, using the algebra of predicates, the logical and
linguistic model allows formalizing semantic equivalence
between natural language constructions, i.e. collocations.

However, lexemes in these constructions must be
semantically similar or synonymous in pairs. In order to
obtain synonymous collocation words, we use a measure of
semantic similarity that is defined as the ratio between the
set-theoretic intersection and union of sets of terms of their
definitions from glossaries. The measure is based on the



Lesk algorithm [13], according to which two words can be
considered as synonyms if they have common words in their
dictionary definitions.

For our experiment, as a basis for obtaining definitions of
words, we use WordNet, which is the largest lexical database
for English. In turn, in order to gain grammatical and
semantic features of the words, we wuse Universal
Dependencies (UD) parser.

IV. EXPERIMENTS AND EVALUATION RESULTS

Our dataset is based on the Blog Authorship Corpus [14].
The corpus collected posts of 19,320 bloggers gathered from
blogger.com one day. The bloggers' age is from 13 to 47
years. For our purposes, we extract texts of all bloggers
(authors) of three age groups: "10s" bloggers (ages 13-17),
"20s" bloggers (ages 23-27), and "30s" bloggers (ages 33-
47). In order to obtain plain texts of the corpus in the first
phase of text pre-processing, we have cleared texts from tags,
some other specific characters and made lemmatization'. As
a result, in the phase of pre-linguistic processing, we have
gained the text corpus which contains 145 891 559 words (1
280 634 of them are unique). In the next phase, we exploited
UD parser, produced by Stanford University, for POS-
tagging and syntactic parsing of the corpus texts. In this UD
formalism, the syntactic structure of a sentence is described
in terms of the words in a sentence and an associated set of
directed binary grammatical relations held among words.

Figure 1 shows the example of a sentence dependency
parser which is obtained using a special visualization tool for
dependency parse - DependenSee?.

For our logical-linguistic model, we distinguish six types
of the dependency structure which are drawn from a fixed
inventory of grammatical relations. These are compound,
nmod, nmod:possobj, obj (dobj), amod and nsubj UD labels.

The first three types of the dependency structure denote
directed relations between two nouns. Grammatical and
semantic characteristics represented through labels of these
types of UD correspond to equation (5).

advrnod nr
nsubj diobj 1ep pobj
We always have pizza on  Friday nights
Fig. 1. The example of graphical representation of Universal

Dependencies for the sentence from the Blog Authorship Corpus. Source:
DependenSee.

Typically, obj and dobj relations link a verb to a noun.
Grammatical and semantic characteristics represented
through labels of these relations correspond to equation (4).
Finally, amod and cop (with nsubj) relations show directed
relations between a noun and an adjective. Grammatical and
semantic characteristics represented through these relations
correspond to equation (6).

! http://www.nltk.org/_modules/nltk/stem/wordnet.html

2 http://chaoticity.com/dependensee-a-dependency-parse-

visualisation-tool/
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The results achieved through the POS-tagging and UD
parser discussed above enabled obtaining grammatical
characteristics and semantic roles of the subject variables in
equations (1), (2). In this way, we have gained more than 6
mln collocations from the corpus, grammatical and semantic
characteristics of which words correspond to equation (3).

In the next step, we used WordNet in order to get
synonyms of each word of distinguished collocations.
Natural Language Toolkit (NTLK)? is a free platform that
provides interfaces to different corpora and a lexical resource
to work with language data. Inclusion of such popular lexical
database as WordNet* makes it possible to use the
information about similarities between word meanings. In
WordNet nouns, verbs, adjectives and adverbs are grouped
into sets of cognitive synonyms. These properties render the
toolkit suitable for measuring the semantic similarity or
relatedness between a pair of concepts (or word senses) [15].

The results of such an approach produced 43 299 words
of a total, which have binary relations of synonymy
according to WordNet. Based on gained synonymy words
and our equations (4) — (6), we generated more than 345
million of potential semantic similarity collocations, about
197 million of which belong to Noun-Noun collocations
group, about 111 million belong to Adjective-Noun
collocations group and last 35 million belong to Verb-Noun
collocations group.

At the last stage, we searched for matches between
potential semantically similar collocations, which were
generated in the previous stage, and real text items of the
corpus. Table II shows a quantitative distribution of
semantically similar collocations, which were found in
corpora, by the types of collocations.

TABLE IL SEMANTIC SIMILARITY COLLOCATIONS, FOUND IN
CORPORA
Unique -
. . Generated Similar
Type of collocations in R .
. collocations elements in the
collocations the corpus (mln) corpora (min)
(mln) P
Adjective- 1215016 111 934 244 7072639
Noun
Noun-Noun 4271435 197 900 280 8384 758
Verb-Noun 539087 35452948 563 468
Total 6025 538 345287472 16 020 865

Generally, the metrics used in the evaluation of texts
classification systems or information retrieval systems are
precision and recall. In order to evaluate the results of our
experiments, we use precision, which is denoted as the ratio
of the number of correctly found semantically similar
collocations to the total amount of similar collocations that
are found in the result of the experiment. We could not
evaluate the recall of the experiment results due to the size of
our corpus as well as a number of unstructured texts
generated by Social network data streams.

We compared the precision of our method of
semantically similar collocations extraction with the results
of three other existent methods for semantically similar

3 http://www.nltk.org/

4 https://wordnet.princeton.edu/



collocation extraction. They are Wu and Zhou's method [7],
Pasca and Dienes's method [8], and Barzilay and McKeown's
method [9]. Table IIT shows the comparative values of the
average precision of our approach and three methods that
have been described above.

TABLE III. COMPARATIVE VALUES OF THE AVERAGE PRECISION
Our approach Method
by Mel:;“’d Method by
Adjectiv Noun- Verb- Hua. Wu, M. Pasca, R. Barzilay,
e-Noun Noun Noun Ming P. Dienes K. McKeown
Zhou
0.934 0.961 0.972 0.739 0.457 0.716

It can be seen that the average values of precision of
Methods 1-3 are much lower than that of our approach.

V. CONCLUSION AND FURTHER WORK

The semantic similarity model, built in this paper, and
obtained lists of semantic similarity collocations can be used
in computer processing to monitor social networks data
streams. The model is based on logical-algebraic equations,
which leverage a set of grammatical and semantic
characteristics of words to determine semantic similarity of
text fragments from public forums. To implement the model,
we leverage (1) UD parser to gain the grammatical and
semantic features of words, (2) NTLK with lexical database
WordNet to obtain synonyms of words.

Experimental results indicate that our model extracts
semantically similar collocations with average precision over
than 92 %. As far as we can see the precision of our
experimental result significantly outperforms precision of the
existent methods. Consequently, the use of the model allows
increasing the effectiveness of natural language processing
tasks, including social network data streams analysis. In
future studies we are planning to use our model to analyze
data streams from other popular social sources, such as
Wikipedia. Despite its popularity, this free encyclopedia is
often criticized for pool quality of information. Proposed
models can help to analyze semantic similarity of Wikipedia
articles of various topics. Together with other metrics, a
proposed approach can help to build models for a more
comprehensive analysis of the text quality, which can be
used to enrich less developed language versions of
Wikipedia [16].
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Abstract— Data arrives in all shapes and sizes. Many time data
are acquired sequentially — as an infinite ever growing stream.
This real time stream data needs to be processed sequentially
by taking the data source and splitting it up along temporal
boundaries into finite chunks or windows. Take examples from
stock market, sensors or Twitter feed data. Rather waiting for
data to be collected as a whole at a long periodic interval,
streaming analysis let us identify patterns — and make decisions
based on them — as data start arriving. When data are non-
stationary, and patterns change over time, streaming analyses
adapt. At scales, where storing raw data becomes impractical,
streaming analysis let us persist only smaller, more targeted
representations. This work describes machine learning
approaches to analyze streams of data with an intuitive
parameterization. Linear regression and K-means clustering
concepts are redefined to the context of streaming.

Keywords— Real Time Data Analytics. Big Data, Real Time
Data Ingestion, Real Time Machine Leaning, K-means clustering

L INTRODUCTION

Streaming is a data processing paradigm that is designed
with infinite dataset in mind. Introduced as a new category
of open source project-scalable stream processing, by
Twitter’s Nathan Marz, creator for Apache storm, a
distributed real time computation framework [1].

Analyzing and predicting at a real time through a
machine learning approach on a huge volume of
heterogeneous data pool requires a novel distributed parallel
computing approach-call it Big Data Online Learning.

Thus, the two-main focus area of this research are (a) the
presentation of a live streaming data ingestion and
processing mechanism through Flume. Kafka and Spark
Streaming framework. We take a case study of capturing
click-stream data to illustrate the real time data retrieval. (b)
Provide an insight into real time Big Data machine learning
models like streaming regression and streaming K-means
clustering.

II. PRELIMINARIES

A. Processing Time Series Data

Considering how fast we want response should return,
data processing paradigm is broadly categorized into
following three types:

1) Batch Processing: This is a high-latency/high-
throughput option. Processing time ranges from few minutes
to hours. Data is loaded in huge batches at a certain

978-1-5386-2874-4/18/$31.00 ©2018 IEEE
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intervals, reports are generated, users look at the same
reports until the next data load occurs. Tools and solutions
like Hadoop Map Reduce, Spark core, Spark (SQL, MLLib
and GraphX) are the popular choice for Big Data analytical
processing using batch mode. Schedulers for batch include
Apache Oozie, Spring Batch and Unix Corn.

2) Request response: This is known as Online
Transaction Processing (OLTP). This is the lowest latency
paradigm, with response times ranging from submilliseconds
to a few milliseconds. Point-of-sale systems, credit card
processing, and time-tracking systems typically work in this
paradigm.

3) Stream Processing: This is a continuous nonblocking
option which is for low latency messaging and event process
responding to user request real time or near real time. Most
operations on streams are windowed operations—operating
on slices of time: moving averages for stock process every
hour, top products sold this week, etc. Popular choice for
stream processing tools include Apache Kafka, Apache
Flume, Apache Strom, Spark Streaming, Apache Flink,
Amazon Kinesis etc [2].

B. Data Processing Patterns

Following are the two data processing patterns are
observed in a time series data:

1) Bounded Data: 1t’s a finite set of data, possibly full of
entropy, runs through data processing engine such as Map
Reduce to transform gradually into more structured dataset.
Typically batch jobs are run as bounded data patterns at a
periodic intervals.

2) Unbounded Data: 1t represents an infinite ever
growing data stream which has no beginning and end. Real
time stream processing is the framework for processing this
unbounded type.

C. Windowing

Windowing is a notion of taking a data source and
splitting it up along temporal boundaries into finite chunks
for processing. Three types of window operations possible

[4].

1) Fixed Window: Fixed windows splits up time into
chunks with a fixed-size temporal length and aggregates

This work is supported by Xi'an Jiaotong-Liverpool University
(Ref: RDF 15 - 02 - 35)



them. Fixed window doesn’t overlap with each other’s time
boundaries. Example: Count the blue elements in the steam
every 1 min intervals. See Fig. 1.
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Fig. 1. Fixed window

2) Sliding Window: Sliding window is made of a fixed
length and fixed period. If period is less than length then
windows overlap. Example: Every 30 sec find the number of
blue elements over the last 1 min. See Fig. 2.

1 min 2 min 2 min 30 secs 3 min

Time —,, 30 secs 1 min 30 secs

o 0 ¢ © *—r
< — — —Windowd -~ -» l'

——— ~Window 2~ — — — »
( eco @
« — —— Window 3~ — — —
l e oo |
T e

Fig. 2. Sliding window

3) Sessions: Windowing over sessions groups together
number of related events over distinct sessions. Example:
Count the blue elements in each unique sessions. See Fig. 3.

Time 1 min 2 min 3 min
. 9 “'
<**ﬂ’&’indawl*“*"T
o000 ©
4 ——— Window 2~ ———

Fig. 3. Window based on sessions

D. Watermarking

In the event time windowing we take the finite set of data
based on the time they occurred. Most of the older version of
stream processing systems did not consider the event
generation time. If the event arrives late, application just
considers the processing time. Accepting processing time as
event generation time can lead to major errors in the
insights. To allow the processing time to be considered for
the late arriving events, the engine should maintain state and
allow late data to update the window state until a threshold
time. This threshold is defined by watermarks to manage
how long we wait for the late events. See [3] for deep dive
into the concepts of watermarking.

E. Spark D-Streams

DStreams or Discretized stream are Apache Spark stream
processing abstraction in which computations are structured
as a series of stateless, deterministic batch computations at a
small amount of time intervals [4].
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DStreams is the abstraction on top of Spark Resilient
Distributed Dataset (RDD). Series of RDDs (of same type)
are put together as one single DStream which is processed
and computed at a user-defined time interval. DStreams are
created from data sources like file systems, sockets etc. or
from other DStreams as well.

DStreams

RDD RDD

Sliding Interval

Window Size

Fig. 4. DStreams as a collection of Spark RDDs

III. STREAMING DATA PIELINE AND PROCESSING

Data ingestion pipeline is as important as the data itself.
Therefore, the need arises for frameworks capable of
delivering streams of events in a reliable distributed manner.
Systems should be scalable, load distributing across cluster
nodes. Ingestion framework persists incoming data into
memory and disk to get consumed at a later point of time —
much like a producer consumer system. For this work, we
have experimented on two popular Big Data ingestion
frameworks — Kafka and Flume. These tools acts as a
message bus in the integration pipeline without transforming
anything on the data. Spark is taken as a stream processing
framework and Cassandra, a columnar NoSQL database,
acts as a data storage system. Each of the tools are briefly
described below:

1) Apache Kafka: Kafka is a popular choice for real-time
data retrieval. It is capable of Ingesting high velocity large
volume of data which requires fast, fault tolerant, distributed
pipelines. Kafka being massively distributed client-server-
oriented publisher-subscriber messaging system replaces the
traditional message queue systems like Rabbit MQ, IBM
MQ because of its higher throughput, reliability and
replication capability [5]. It acts as a central hub for real-
time processing when using along with Spark stream
processing APIs [4].

2) Apache Spark and Apache Storm: Spark and Storm
are the two popular distributed stream processing
computation framework. See [6][1] to learn more about
Spark and Storm real time frameworks.

3) Apache Cassandra: Cassandra is a columnar NoSQL
database for storge amounts of data across many commodity
servers, providing high availability with no single point of
failure. Refer Datastax documenation [7] for more about
Cassandra.

4) Flume: Is an agent based framework which enables
information gathering from multiple sources and integrate
them to collate in an enterprise data lake. Flume is a high



available system for collecting, aggregating large amount of
data from different sources to a centralized datastore [8].
Flume agents are JVM processes that host the components
through which events flow from external sources to next
destination(hop). Each agent comprises of three components:
(i) source (origin of data) (ii) sink (final storage for the

events) and (iii) channel (passive store that keeps the events
until it is consumed) [5].

Refer Fig. 5 for set of Big Data tools used for
architecting four layered Big Data architecture.
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Fig. 5. Four layered Big Data architecture.

IV. EXPERIMENTS

This section describes the experiment with a use case for
live click-stream data using Kafka and Flume and provides a
comparative study between them.

A. Real Time Clickstream Data Ingestion

A clickstream is the recording of parts of the screen a
user clicks on while web browsing [9]. The user action is
captured in client-side browser. Therefore, clickstream data
is the URL generated from each user click data. For
example, in online shopping portal a clickstream data may
look like this:

http://xxx.com:8080/electronics/products?userID=id3&p
roductName=iPhone8&price=500&location=london

Each time user opens a new session, a new user context
is captured. The context is basically a uniquely derived
object created from session object created at JavaScript
layer. ContextID would then be appended to each user’s
click data.

B. Capturing Clickstream Data

There are two distinct approaches for capturing live
click-stream data.

Approach 1: Simplest solution to the problem is to
collect the web browser log files and then push them into
HDEFS.
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Disadvantage: No real-time processing. The approach is
inherently batch oriented. As the Hadoop/Spark batch
processing would require data to be picked up from
HDFS/NoSQL for further processing this would add delays
to the response.

As the raw clickstream events are unstructured, direct
insertion will also require further parsing, cleansing and re-
inserting into datastore.

Approach 2: This approach doesn’t rely on server-side
logs to be processed in batches. Rather, an event is generated
on the client side and delivered to the separate back-end
service to handle the event processing and logging while still
in transit without the need for storing.

Advantages: Real time processing. Allows custom events
fired from JavaScript to be processed in-flight before
ingesting into HDFS. This makes processing response real
time or near real time. We adapt approach 2 for our
ingestion frameworks.

C. Retrieval of Clickstream Data using Apache Kafka

We used a simulation which generates high rate of
simulated click data and subsequent writes into Kafka topic.
Spark acts as a consumer to the Kafka and processes the
stream and persists the results into Cassandra. The end-to-
end flow is depicted in the Fig. 6:
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Fig. 6. Multi-node, multi-broker Kafka cluster

1) Test Bed

System configuration for each node in Amazon Cloud
Platform is uses basic setup as follows:

2 vCPU, 6.5 GB RAM, Centos 7 OS

We started with 1 node cluster and went up to 3 nodes
cluster size with Kafka, Spark and Cassandra installed in
each of the node. Multi-node, multi-broker cluster setup is
shown in the Fig. 5.

2) Execution: First, Create a Kafka messaging queue
capable of handling streaming text(clickstream) using String
serializer/deserializer. Spark acts as a consumer to Kafka
queue and processes data (counting the number of events) at
a window interval of 1 minute. Once the streaming job is
started Spark will process and continually ingest data into
Cassandra DB every 1 minute at a pre-created keyspace and
column family. See Alogorithm 1.

D. Retrieval of Clickstream Data using Apache Flume

Moving data on a real-time basis over the network can
cause the network being loaded all time. If millisecond range
response is not required, we can choose to go for batch
processing mode using tools like Apache Flume. Also,
moving small amount of real-time data can be particularly a
problem for HDFS storage since Hadoop is designed for
large files. Therefore, for  sources with lots of small files,
Flume agents could collect them and flush data in a batch
mode as a large single file.

Algorithm 1: Live Data Ingestion and processing using Kafka and Spark

Input: Stream data, Kafka broker address, Cassandra server address
Output: Processed data saved into Cassandra datastore
1. Begin
Create a Kafka stream with broker configuration
Subscribe Katka from Spark Stream
Create a stream pipeline from Spark to Cassandra
Spark consumes from Kafka, processes and commits to
Cassandra
6. End

e

Configuration: Config File for live data ingestion
using Flume

agentl.sources = sourcel
agentl.sinks = sinkl
agentl.channels = channell
# Describe/conFig. sourcel
agentl.sources.sourcel.type = netcat
agentl.sources.sourcel.bind = hostname.com
agentl.sources.sourcel.port = 7000
agentl.sources.sourcel.eventSize = 1
# Describe sinkl
. agentl.sinks.sinkl.type = hdfs
. agentl.sinks.sinkl.hdfs.path =
/var/clickdata
12. agentl.sinks.sinkl.channel = memory-channel
13. agentl.sinks.sinkl.hdfs.writeFormat=Text
14. agentl.sinks.sinkl.hdfs.fileType =
DataStream
15. # Use a channel which buffers events in
memory
16. agentl.channels.channell.type = memory
17. agentl.channels.channell.capacity = 1000
18. agentl.channels.channell.transactionCapactiy
= 100
19. # Bind the source and sink to the channel
20. agentl.sources.sourcel.channels = channell
agentl.sinks.sinkl.channel = channell
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1)  Flume Spool Directory

We create a data source as spool directory which lets to
insert small files as they appear. Flume source keeps
tracking this directory and fetch all files in spool directory
after a configurable batch size reached. It combines all the
incoming files into one large size file and move to the
destination (Flume sink).

2) Test Bed

System configuration for each node in Amazon Cloud
Platform is as follows:

2 vCPU, 6.5 GB RAM, Centos 7 OS

3) Execution

Single node Flume installation was used with two nodes
Hadoop and Hive installation. Flume used 5 sources with
each event size of 400 kb.

Following Flume configuration file was used:
2) Result
3) Remarks

Cassandra consistency level is kept to ONE which is
lowest level of consistency setting to achieve maximum
write performance possible. The overall throughput scales
up linearly extremely well with added number of nodes in
the cluster (Fig. 7).

G0000
40000

20000

1 node

2 node 3 node

H Kafka producer m Spark streamp process

Cassandra ingestion

Fig. 7. Write Throughput vs Cluster Size



Line 6-7: Flume agent creates a server socket and
continually listening at the specified host and port.

Line 11: Final storage location into HDFS

Line 17: Specifies capacity for maximum number of event
storage.

4) Results

As depicted in the Fig. 8, sink throughput largely
depends on sink type (hdfs, hive etc.) and level of
parallelism (number of sources, sinks).

Bl1Sink B5Sink

150000

100000

50000

HDFS Hive

Fig. 8. Flume throughput on different sinks

5) Remarks

Since flume doesn’t support distributed client server
architecture a single Flume agent can’t be distributed across
multiple nodes. However multiple agents can be created to
load distribute the overall input stream data. Fig. 8 shows the
experimental results for a single agent flume client. Write
throughput largely varies over the destination sink we
choose from.

E. Comparing Kafka and Flume

While Kafka and Flume can achieve the same objective,
there are few key differences observed:

Firstly, Kafka can take only pull based approach i.e. it
can accumulate data until client initiate read request and
client provides the Kafka address and pulls data from it.
Flume on the other hand, can perform both pull and push
based approach as shown in the following scala code
snippet:

7788)

val stream
"hostname.com",

FlumeUtils.createStream(ssc,
//Push based

val stream
"hostname.com",

FlumeUtils.createPollingStream(ssc,
7788) //Pull based.

From developer’s point of view Flume would be easier to
implement being a configuration based contrary to Kafka’s
programming-based integration.

Another key advantage observed with Flume is, some
level of data transformation or processing is possible
through Flume interceptors. While Kafka needs to integrate
with other data processing framework like Apache Storm or
Apache Spark.

F. Using both Kafka and Flume

Latest trend in data ingestion paradigm is to use both
Kafka and Flume together. Cloudera distribution of Hadoop

(CDH) Flume latest distributions (version 5 onwards)
accepts data from Kafka via Kafka Sink [10].

V. STREAMING BIG DATA MACHINE LEARNING

Batch machine learning is applied on a fixed set of data.
Typically, these techniques are also iterative, and we
perform multiple passes over training data to converge to an
optimal solution [11].

In contrary, online learning predicts on each passing
window of time frame. In an incremental way the model
continually updates as new information is received.

However, online learning model can be used along with
batch setting. Like we can use stochastic gradient descent
(SGD) optimization to train classification and regression
model after each training example. However, we still make
use of multiple passes over the training data in order to converge
into a better result[11].

A. Streaming Regression

Defined in the following two phases:

1) Training: Takes the labled data points. Model gets
trainined on every batch of the input stream. It can be called
repeated time to train on diffrerent stream.

2) Predict: Tt also take labled data points and tells the
model to make prediction on the input stream.

On each passing window, model variable gets updated
and exposes the latest trained model. This enables user to
use the model in other applications or save at an external
location. Similar to batch execution, streaming model can be
conFig.d with step size and number of iterations. At the start
of the training, initial weight vectors are set to zero vector or
as a random vector [10].

In the following section we discuss a key stream data
learning technique like streaming regression model and
streaming k-means clustering model. We start with
pseudocode for generating data for the learning models.

Algorithm 2: Stream Data Producer

Input: events/second, number of features
Output: Stream of training data

7.  Begin
8.  maxEvents=nl
9. numberOfFeatures=n2

10. Generate weight vectors(w) attached to each n2 features

11. Run infinitely

12. or max events

13. Stream data=feature vector x weight vector
14. Write to socket

15. nd for

16. End

A streaming regression model get trained and predicts on
top of data produced by the above stream producer.

Algorithm 3: Streaming Regression Model

Input: Events. number of features

Output: Predict values

Begin

numberOfFeatures=same as producer (n2)
Generate stream of labeled points

Train model on the stream

Make predictions

End

Sk wnE
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Algorithm 2 and 3 is presented together in the Fig. 9:

Generate
Labeled
Stream

Twitter Data Stream >

Authentication

Fig. 9. Stream processing and lambda architecture

Batch Processing
(Lambda)

Fig. 10. Event generation and learning

B. Streaming K-Means Clustering new data comes, compute new cluster centers, then update
This concept is taken from latest release of Apache Spark  each cluster using:

release [12]. In streaming K means clustering, model is

updated with each passing window used on a combination c _anatxm

between cluster centers computed from the previous batches o no+m,

and the current batch. Algorithm starts with assigning data

points to their nearest cluster. For each new iteration, when n., =n,+m,

30



Where n, is the old data points and ¢, is the old cluster
center. m, is the new data points and x, is the new cluster

center. « is the decay factor. If a=1 all data will be used
from the beginning; with o =0 only the most recent data
will be used. Spark MLLib includes a streaming version K-
Means clustering called streaming K-Means.

VI. CONCLUSION AND FUTURE WORK

This work sought to put lights on scalable stream
processing framework and its three focus areas — data
ingestion, processing and learning. With respect to ingestion,
Apache Kafka and Flume are the two popular choices for
high velocity Big Data ingestion due to their horizontal
scalability and robust failover. In the data processing layer,
Spark Streaming and Storm are the two efficient Stream
processing frameworks. Spark streaming has number of
programming language support (Scala, Java, Python, R,
SQL) and does in-memory processing. Finally, we explored
machine learning in the streaming context with respect to
streaming regression and streaming K-means clustering
approaches. In future, this work can extend to study Lambda
architecture [13] to combine the both batch and stream
processing approaches. As depicted in the Fig. 10,
all data ingested to the system is dispatched to both the batch
layer and the stream layer for processing. Stream layer
serves only low-latency queries. Data gets merged for other
type of query which requires historical data.
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Abstract— Big Data analysis and processing is a popular
tool for Artificial Intelligence and Data Science based solutions
in various directions of human activity. It is of a great
importance to ensure a reliability and a value of data source.
One of the key problems is the inevitable existence of
uncertainty in stored or missing values. Any uncertainty in a
source causes its disadvantageous, complexity or inapplicability
to use. That is why it is crucial to eliminate uncertainty or to
lower uncertainty influence. Here in this research, we offer
ontology-based method to solve an uncertainty problem for big
data sources.

Keywords— big data; data sources;
ontology; uncertainty elimination

data uncertainty;

1. INTRODUCTION

Nowadays there are many areas requiring to solve
problems with artificial intelligence solutions and tools
supplemented with the necessity to use big data sources. It
concerns many tasks in business, finance, medicine, politics,
ecology and ecological surveillance, and many other all
requiring artificial intelligence.

These tasks need to take into consideration such features
of big data like volume, velocity, and variety. Meanwhile,
significance and reliability of the data should be kept. Special
preparations should be made with big data sources before
use. Those can be ETL (extract, transform, load) processes,
normalization, aggregation etc. This is the step of data source
processing when the problem of uncertainty appears.

An anomaly appears in some missing values, incomplete
data, inaccuracy, inconsistency, unreliability etc. Generally,
this lowers the value of the big data source, reliability of final
results, makes it difficult or impossible to work with the
resource. These are the reasons to consider the importance of
the problem of elimination or lowering the influence of
uncertainty level in big data sources.

The problem of data uncertainty has been discussed for a
long time. Solutions for the problem and its different aspects
were offered in [1-5]. Also, there were researches on some
particular cases of custom IoT based monitoring system like
a problem of data losses [6] and a problem of aggregation of
obsolete data [7].

Difficulties of solving the uncertainty problem for big
data sources are explained with its features: huge volume,
high level of velocity and variety. Due to these features, all
standard tools are not applicable. And this is the motivation
to develop some new approaches oriented to interact with
sources of big data.
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II.  PREREQUISITES OF BIG DATA UNCERTAINTY
PROBLEM

A.  Why Big Data?

The primary question is to understand the peculiarity of
uncertainty problem in big data. First, the answer comes from
its key features. Basic characteristics differing big data from
other sources types are so named “triple V”’— Volume,
Variety, and Velocity. These are the specific features
responsible for the appearance of effect and problem of
uncertainty in big data sources. Now, let’s discuss the
influence of these features.

1*. Big and huge volumes of incoming source require its
distribution. In the meantime, different parts can be managed
with different tools. This kind of architecture does not allow
to maintain the global integrity of the data. Inability to ensure
source integrity causes inevitably to the appearance of
inconsistency in data, data losses and data distortion. As a
result, one gains the uncertainty of some part of a big data
source.

2" The variety of big data requires using different
schemas, descriptors, and another mechanism to describe
data within the global resource. Thereafter, this causes to
appear an inconsistency, duplication, incompleteness,
ambiguity, and different interpretation of data units. In an
example, in one source the data may exist, and in another
source, similar by meaning, it may be absent. Another
inconsistency is to have the same presentation for different
data or different presentation for the same data in different
parts of the global source. Again there is a reason for an
effect of uncertainty within a global big data source.

3. The velocity of big data combined with no control of
integrity makes any changes asynchronous and inconsistent.
There may also happen, that some values of data endure
some changes but a corresponding or similar values remain
unchanged. Besides, fast and unsynchronized changes make
it appear incorrect and inconsistent values, or unpredictable
loss of relevance of some data, etc. This is one more reason
for uncertainty to appear in big data sources.

Thus, the conclusion can be made, that the effect of
uncertainty is natural for big data. Uncertainty seems to exist
almost always in big data sources, due to the basic features —
Volume, Variety, and Velocity.

There are some more factors causing the uncertainty in
big data sources. These are the requirements for the resource
known as “another double V’, what means Value and
Veracity [5]. Value means the cost and applicability of data



to solve some definite set of problems. Veracity is the
relevance, accuracy, and reliability of the data. It is obvious,
that the high-level uncertainty makes it is impossible to fulfill
the requirements. Some traditional data sources (Databases,
Data Warehouses, formatted documents, XML etc.) to fulfill
the requirements due to a low level of uncertainty, and some
other data sources (private sources, texts, pictures, social
networks) has no such requirements to be followed strictly.
At the same time, those big data sources the problem of
uncertainty needs a special way for solution.

Usage peculiarities of big data can be defined as a third
aspect, establishing the specifics of uncertainty problem.
While the traditional data sources can be considered
available and ready to use, the big data sources have a need
to implement some preparation procedures. This preparation
procedure is typically made as ETL (extract—transform—
loading), normalization, aggregation etc. Nevertheless, in all
cases, a data cleaning should be made to prepare big data to
use. And one of the most important steps of data cleaning is
to eliminate the uncertainty or to lower the uncertainty level
to reach some appropriate level.

B.  Types of data uncertainties

C.J. Date [1] asserts not all the uncertainties to be the
same. It can be divided by the origin factors, origin nature,
and abilities of interpretation. Really, there is a difference
between those cases, when the value does not exist due to
impossibility, when the value exists but remains unknown,
and when the value exists and known, but it is inconsistent or
ambiguous. According to C. J. Date concept [1], there are the
following types of uncertainties:

e inexistent value for the data element,

e value not formed yet at the moment,

value exists, but unknown,

value exists, but not received (obtained),
value is invalid (unacceptable),

value not determined,

value is inconsistent (corrupted),

value is ambiguous,

e  value is not accurate enough,

e value is an empty, etc.

The list is incomplete and there more items could be
added. Depending on contents and peculiarities of the source
of big data, there can appear some different causes for data
uncertainty. Why should we categorize data uncertainty in
some resource? First, the way of uncertainty elimination
depends on the nature and factors of origin of the uncertainty.
For example, if the value exists, but remains unknown, then
it can be queried again; if the value is inaccurate, then it can
be refined; if the value is not formed, then it can be received
later; etc. Second, when uncertainty elimination is
impossible, then the process of the source processing could
be planned accordingly; if the value is inappropriate, or
invalid, or empty, then it can be excluded from processing; if
the value is inaccurate or inconsistent, then the level of
accuracy or confidence can be changed, etc. That is why the
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categorization of uncertainties is recognized as a key element
to solve the uncertainty problem for big data source.

C. Approaches to data uncertainty problem solution

There are a number of approaches to solve the problem of
uncertainty in big data sources. The primary target is to
eliminate uncertainty or to lower uncertainty level to support
effective resource usage. The most popular approaches to
uncertainties elimination are:

e repeat a request to receive a value,

refine inconsistent inaccurate values

(rectification),

L4 or

eliminate the origin of inconsistency, repeat or
ambiguity of values,

replace uncertainty with some aggregate value
(average value, probable value, standard or default
value, initial value, some calculated value, estimated
value, expert value, etc.),

use of fictitious value as artificial surrogate marks
instead of uncertainty,

remove of uncertain value or data element from the
resource,

ignore the data uncertainties while processing the
resource,

e  create special tools to process uncertainties.

Besides those mentioned, there are some other
approaches to eliminate uncertainties that can be used
according to peculiarities of a big data source. The choice of
appropriate approach is rather a difficult task. The
appropriate approach should match the following conditions:

1. Match the type of uncertainty.

2 Match the contents and peculiarities of big data
source.

37 Ensure a correct result.

4™ Determine the best approach to reach the aim.

The solution of a problem of choosing the appropriate
approach to eliminate uncertainties is one of the important
steps to prepare a big data source for the use.

III. ONTOLOGY-BASED SOLUTION OF DATA

UNCERTAINTY PROBLEM

A. Data uncertainty and ontology

As it was shown above, there is a direct tie between the
approach to eliminate data uncertainty and the nature of the
uncertainty. Meanwhile, the question comes to define the
best approach to match the uncertainty type. The answer is
ambiguous. Using an expert approach there were defined
some cases of conformity. The cases are presented in Table I.

Obviously, to use an appropriate approach to eliminate
data uncertainty it can be not enough only to define the
nature of uncertainty.



Generally, the process of elimination of data uncertainty
can be described as a formation of a new value for data
element to replace uncertain value. Thus, the new value
becomes explicit, definite, exact, unambiguous (consistent)
and acceptable.

TABLE L THE RELATION BETWEEN UNCERTAINTY TYPES AND
METHODS OF ITS ELIMINATION
Uncertf}mty - < < ?E - .
wel| g | 3= | 215 £ 8¢
TI5| 2| E| 85|85
e | €| 2|9 8| 38| E£|=5
S s = - < = ) £
Method o z z = 2 5 s Q <
Elimination z
Repeated + + + + - + +
request
Rectification - - - - - - + +
Replacement - - + - - + +
Factitious - - + - + - -
value
Remove - - - - + - - +
Ignore + - - - - + - -
Special tools + + + - + - - -
No Action + - + - - + + -

The value Vjj of some data unit V;, which was formed to
eliminate uncertainty, depends on uncertainty category Uk

and elimination approach S;. The model of new value
formation to be described as consequent transitions: “data
unit — uncertainty — elimination — new value”, or as

(M

Vi_)Uk_>Sl_>vij

or as a function

Vi = q)(V’.,Uk,Sl) (2

Basic assignment of the model is to answer the question:
which method of uncertainty elimination, for which data unit,
of what uncertainty type, when and how should be
implemented. One solution of the problem is to implement a
special knowledge base within cleaning tools for big data.
The knowledge base should include some expert and
synthetic knowledges like:

e structure and contents of a big data source;

e types of uncertainties in a big data source;

approaches to eliminate uncertainties in big data
source;

correspondence between data units, uncertainties
types, and elimination approaches.

The key tasks for that knowledge base are 1%— to
accumulate expert knowledges about approaches for
elimination of different types of uncertainties for particular
data units of the big data source; 2"~ to develop and to
supplement knowledge base with new knowledges; 3™ — to
use knowledges for the purpose of data uncertainty
elimination. The use of knowledge base allows to exclude or
to reduce the influence of human factor and to increase the
quality of preparation results for big data source.
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The basis of knowledge base is the special kind of
ontology. Generally, the ontology can be defined as

0°=< (Y RO, F>, 3)

where CO={C", CY, C5} is the set of concepts (classes),
which are

C” — data units of the resource,
CY— types of uncertainties of the resource,
(S — approaches to eliminate data uncertainties.

RO ={R", RYS, R”S} is the set of relations between ontology
classes, respectively,

R"Y — relation between data units and uncertainties types,

RYS — relation between uncertainties types and approaches
for uncertainties elimination,

R”S— relation between data units and approaches for
uncertainties elimination.

FO— the set of rules (axioms) of data uncertainties
elimination. Each rule defines the approach to eliminate
particular uncertainty type within a particular data unit.
Unlike to those conformities from Table I, the result of such
rule implementation should be definitely unambiguous.

The common structure of the ontology for elimination of
uncertainty in big data sources is described at Figure 1.

Uncertainty
Elimination Rules

Data } —{ Data Uncertainty } {
~ ~ -

Elimination
Method

)

—( Method 1 )

—( Uncertainty Type l)

—Uncertainty Type 2) {—{ Method 2 )
[ |G
— YHC . )

—( Method m )

—( Uncertainty Type n)

Fig. 1. Common ontology structure for Data uncertainty elimination in
Big data Sources

The given ontology has the following concepts (classes)
defined:

The class “Data” describes the common content of
big data source. Class is hierarchical and includes
subclasses. 1) “Data Source” — local resource, like
database, document repository, web-resource,
content storage etc. 2) “Data Object” — sub source of
a local resource, like a table, file, document,



container. 3)“Data Item”— class object, the
elementary data unit having its own interpretation,
like a column, field, XML-element, JSON-element
and so on.

Class “Data Uncertainty” describes data uncertainties
of big data source. These uncertainties to be defined
as it was shown above. The content of these
uncertainties to be specific for each resource.

Class “Elimination Method” consists of set of
methods to be implemented for elimination of data
uncertainty at a particular resource.

Relations defined in the ontology describe: 1) between
data items and data uncertainty types; 2) between data
uncertainty and related methods of its elimination;
3) between data items and possible data uncertainty
elimination methods.

The defined ontology classes are connected to a set of
rules to use methods of uncertainty elimination for particular
units of big data source. Each rule can be a production rule of
the form “if-then—else”. It defines the approach of
elimination of uncertainty in big data source following the
principle

FOR <Data Item i> IF <Data Uncertainty>
IS <Uncertainty Type j> THEN
< Elimination Method k> WOULD BE USED.

This is the way the ontology allows to answer definitely
to an earlier posed question: which method of uncertainty
elimination to use with what kind of data while preparing
some resource of big data.

B.  The algorithm of ontology-based data uncertainty
problem solution for big data sources

With the ontology for big data source to climinate
uncertainties a specialized algorithm is offered. The
algorithm consists of three stages. The stages are to describe
the solutions for the types of tasks respectively:
1) elimination (lower the level) of uncertainty of big data
source; 2) analysis and identification of problem situations
that appeared during the data uncertainties elimination
process; 3) learning and improvement of ontology. For the
purpose of best effectiveness stages 1 and 2 to be done first.
Stage 3 can be executed after the elimination of uncertainties
in big data source and after fixing problem situations. Now
there is a description of the algorithm.

/* Part 1 — Data Uncertainty Elimination */

Step 1. Research on resource (sub-resource, unit) of
data. The step is to reveal data uncertainties. In case of
success (uncertainty found) Step2 should be made,
otherwise, (no uncertainties found) current step to be
repeated for the next data unit of the resource (sub-resource).
When research is finished for all the data units, then move to
Step 8.

Step 2. Uncertainty categorization. The uncertainty to be
apprised to find out its type according to ontology defined
types. If the type is found, then Step 3 should be made,
otherwise — Step 6.

35

Step 3. Search for an approach to solve uncertainty. This
step is to find out whether the ontology has the definition of
the required approach to eliminate the particular uncertainty
type. If there is an appropriate approach defined, then Step 4
should be made, otherwise move to Step 6.

Step 4. Making a decision to eliminate uncertainty.
Among the set of rules, there should be found a rule to
conform data unit and uncertainty type and its elimination
approach. If the rule was found, then Step 5 should be made,
otherwise (no rule found in the ontology) move to Step 6.

Step 5. Execution of uncertainty elimination according to
the rule. This step is processed with the call to some specific
procedure, which was previously defined. If the uncertainty
is eliminated, then the changes to the data are made. After
that move to Step 1 for the next data unit. If the uncertainty
was not eliminated, then move to Step 6.

/* Part 2 — Problem Analysis */

Step 6. Processing the problem situation. This step is to
recognize and fix the problem situation, appeared during the
attempt of data uncertainty processing. These problem
situations can be categorized according to its origin:

e no description of data unit (sub-resource) in the

ontology;

no description of uncertainty type for the data unit in
the ontology;

no description of approach to eliminate some type of
uncertainty or in some type of data unit;

no description of rule to eliminate uncertainty for
particular data unit;

implementation of rule to eliminate uncertainty did
not effect.

Step 7. Fix the problem situation. If the situation is
recognized and categorized it can be fixed in a special log (or
register) using some particular format. After fixing the
problem situation move back to Step 1.

/* Part 3 — Ontology Learning and Evolution */

Step 8. If the result of Steps 1-7 there is no fixed
problems, or there are no unprocessed records in the log
(register), then the ontology-based algorithm is finished. If
there are records in the log, then move to Step 9.

Step 9. Unsupported Learning. A specially prepared
procedure for autonomous improvement of the ontology
should be made. It is supposed to make supplements with
new descriptions of the data unit, uncertainty types,
uncertainty elimination approaches, relations and rules to
eliminate uncertainties. Some service resources (catalogs,
vocabularies, thesauruses, etc.) should be used for that
purpose. If the supplement is successful, then the Step 8 is to
be repeated. Otherwise, if unsupported learning failed, then
Step 10 should be made.

Step 10. Supported Learning. The problem situation to be
analyzed by an expert to make a decision on how to
eliminate uncertainty. According to that decision, there
should be made some changes to the ontology of big data
source. If the expert is unable to solve the problem situation,
then the situation is marked like unsolvable. The description



of the problem situation should be made in the ontology. And
then move back to Step 8.

This is the end of the algorithm. If the result of execution
of all algorithm steps is that the data is cleared to the required
level, then the algorithm considered to succeed. If the level
of uncertainty for the data is higher than an accepted level,
then an algorithm can be executed again.

Finally, the algorithm allows to achieve two aims: 1) the
big data source can be cleared from incomplete, ambiguous,
or other non-quality data; 2)the ontology, as a core of
knowledge base, can be learned and improved. The
development of the ontology is recognized to be the key to
improve the results of solving the uncertainty problem of big
data sources.

IV. AN EXAMPLE OF ONTOLOGY-BASED PROCESSING OF
DATA UNCERTAINTY

As an example of ontology-based method elimination of
data uncertainty using, input data stream of news portal is
considered. Such data stream is the time-serialized sequence
of news data block. News data block is formed by a robot,
news aggregator etc. Usually, news data block may contain
uncertain data such as absent, incorrect, invalid, or unreliable
values because data were obtained from various sources. So,
procedures of data uncertainty processing are needed to be
performed before download news data block into repository
of news portal.

In considered case, each news data block contains its ID
and set of records. Each record is structured according to the
document-oriented model and is called "document".
Document contain description of one of news message about
any new event, presented in JSON format. Proposed structure
of document is the next:

News ID — unique identifier of document using for its
identifying and search in the news repository,

News Category — classify message by predefined category
(so as Politics, Society, Culture, Sport etc.),

News Priority — describe event value in the grneral news
context,

News Date&Time — when presented event occurred,

News Place — where (country, region city) presented event
occurred,

News Object — persons, organizations, institutionsor etc., to
which the event relates,

News Subject — describe what the event means,
News Source — define where did the news come from,

News Text — contains text of message about presented event
and its details.

Each block of news may contain some uncertainties in
the data, because it formed by special program tools using
information sources of various format. Such data uncertainty
types as value absence, invalid values, out of range values,
and unreliable values has been defined as possible
uncertainties for news data stream, Each type of data
uncertainty is associated with a certain condition, which lets
detect this uncertainty in data set (Table II).
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Some method of data uncertainty elimination in news
data stream has been defined as well in considered example.
These are such as (1) repeated request for a message; (2) set
default value; (3) reject message; (4) no any action.

TABLE IL THE ASSOCIATION BETWEEN UNCERTAINTY TYPES AND
CONDITIONS OF ITS DETECTION IN NEWS DATA STREAM

Uncertainty condition
Is Null
not in ValueDomain
not between MaxValue and MinValue
not in ReliableValuesSet

Uncertainty type
absent value
invalid value

value out of range

unreliable value

Problem of defining what method should be applied for
elimination of uncertainty of any type for certain data item
processing. For solution this problem using developed
method special ontology has been developed. Such tools as
Protégé ontology editor and OWL ontology model were
applied for ontology development.

Ontology for data uncertainty elimination in news data
stream include main class NewsDataStream divided into
three classes:

(1) class NewsBlock which include entries NewsBlocdID
and NewsMessageDoc;

2)

class UncertaintyType includes entries InvalidValue,
NoValue, OutOfRange, UnReliable which
corresponds to types of uncertainties in the input news
stream,

A3)

class UncertaintyProcessing contains entries Request,
SetDefault, Reject, NoAction which corresponds to
uncertainty processing methods developed for input
news stream data.

Entry NewsMessageDoc also is class includes entries
corresponding to each data item of news message according
to the structure of the document (see Fig.3).

%] | ]

v--@Thing
v NewsDataStream
¥ NewsBlock
NewsBlockID
NewsMessageDocC
- MewsCategory
NewsDateTime
MNewsID
NewsObject
NewsPlace
NewsPriority
NewsSource
MewsSubject
-~ NewsText
UncertaintyType
Invalidvalue
MoValue
OutOfRange
UnReliable
UncertaintyProcessing
Request
SetDefault
Reject
NoAction

Fig. 2.
Protégé

Ontology of news portal input data stream structure created by



Relations between ontology classes of classes has been
defined by using object properties tools. Two class of
properties defined in developed ontology:

(1) object property class IsUncertaintyOfType is defined
for establishing correspondence between the data items
(class NewsMessageDoc) and data uncertainty types
(class UncertaintyType);

(2) object property class ProvessingMethod is defined for
establishing  correspondence between the data
uncertainty types (class UncertaintyType) and data
uncertainty elimination method (class

UncertaintyProcessung).

Each property defined to describe directed functional
dependency between items of certain classes. Using of such
dependencies allows define a rule for choose of uncertainty
eliminated method for each given data item.

TABLE IIL THE RESULTS OF EXPERT EVALUATION OF ONTOLOGY-
BASED METHOD OF DATA UNCERTAINTY ELIMINATION
Evaluation criteria Manual Ontology-Based

Uncertainty Uncertainty
Elimination Elimination

Uncertainty Detection low high

Level

Correctness of the middle high

method selection

Performance low high

Absent value high high

Invalid value middle middle

Value out of range middle high

Unreliable value high middle

Experimental application of ontology has been evaluated
by expert way in quality score: "low", "middle', "high". The
results obtained after expert evaluation of processing about
500 news documents are presented in table I11.

V. UNSOLVED PROBLEMS AND DISCUSSIONS

There are some problems appeared as a result of this
research which require further discussion and investigation.

1% problem is to build an initial ontology of big data
source. The problem requires some expert knowledge of data
processing and detailed description of the resource.
Typically, there is no such description for big data. That is
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why the building of the initial ontology is not enough defined
problem.

2" problem is to qualify the type of uncertainty. The
problem has no formal solution often. That is the motivation
for further researches in areas of machine learning and
artificial intelligence to be able to solve the problem
effectively.

3" problem is the learning and development of the
ontology. Unsupported learning requires using some
additional methods and algorithms based on experience and
analysis of numerous precedents of data uncertainty problem
solving.

The solution of these problems can be a separate task for
scientific researches. Making these researches can strongly
improve the method presented in the paper.

VL

An approach to solve an uncertainty problem for big data
sources was offered in the paper. The peculiarity of the
solution is to use an ontology as a core of knowledge base.
The ontology can be considered as a special type of
metadata. The developed approach allows, first, to make
better data clearing in a big data source, and, second, to
accumulate for further use a knowledge and an experience to
solve data uncertainty problem.

CONCLUSIONS
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Abstract—This paper reveals the computational library of
the analytic models for the results of fuzzy arithmetic
operations with fuzzy sets. In particular, the focus is on the
synthesis of the universal inverse and direct models for
maximum of triangular fuzzy numbers with different masks of
their parameters. The results of the study verify the efficiency
of the suggested computational library with soft computing
models for fuzzy information processing in real-time control
and decision making.
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I. INTRODUCTION

The development of the efficient methods for big data
analysis and dynamic information processing in the real-time
is one of the most salient responsibilities in the signal
processing, as well as control and decision making in
uncertainty [1-4].

The big volume of data and high speed of its appearance
requires using special mathematical approaches developed in
the theory of artificial intelligence and computational
optimization [5]. In some cases when the complexity of
developing analytical models to ensure efficient functioning
of processes and systems in the conditions of uncertainty, it
is necessary to advance and develop new mathematical
methods and algorithms [6]. One of these approaches,
flexible to solving real-world problem, is a theory of fuzzy
sets and fuzzy logic, initially developed in 1965 by Lotfi A.
Zadeh [7].

Ever since, the theory of fuzzy sets has set grounds for
compelling scientific and technological developments, in
particular, in terms of its mathematical methods and their
diverse applicability. These theoretical advancements in the
theory of fuzzy sets and fuzzy logic receive a substantial
attention from the global academic community [8-13].

We further proceed with analyzing a fuzzy set 4 as
pairs (x, Ly (x)), specified on the universal set [7,14-16]

and any element x,xe€ E of the fuzzy set 4 , that
corresponds to the specific value of the membership
function (MF) (x) e[0,1].

Fuzzy sets and fuzzy logic allow solving different tasks
in uncertain conditions in the field of complex systems
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control and decision-making in economics, management,
engineering and logistics [5,6,8,17-19], in particular, in
marine transportation [19-21], investment [6], finances [22]
and other fields. Special attention is paid to data analysis
using fuzzy mathematics and soft computing [5,23,24].

In many cases, developing the solution to the problems
require fulfilling diverse fuzzy arithmetic operations, such as
addition, subtraction, multiplication division, minimum and
maximum calculations [4,17,25-28].

Research cautions using the inverse (horizontal) models
of resulting membership functions (MFs) based on using ¢ -
cuts. It appears that using these models in solving control
tasks in real time often results in compromised quality of
computing operations performance [2,8,29-31].

Hence, our study aims to offer advancements in the field
of universal direct analytic models that grant improvement in
operating speed and accuracy of fuzzy arithmetic operations.
This paper contributes to the literatures on the fuzzy
information processing and data analysis [4,27]. We further
proceed with developments in one of the most complex
fuzzy arithmetic operations, an operation of maximum of the
fuzzy numbers (FNs-maximum).

II.  PROBLEM STATEMENT

Arithmetic algorithms for the FNs- maximum operations
based on the « -cuts [14-16] possess high computational
complexity, considering it is executed in turn for all o -
levels with Ao discreteness level, which value strongly
influences the computational processes’ accuracy and
operating speed [4,15,27,28].

Therefore, o -cuts of the fuzzy set 4e R is ordinary
subset A4, ={x|\u(x)=20a}, ae]0,1] , that contains (Fig.
1) elements x € R whose degree of membership to a set 4 is
not less than o . The subsets 4, Ta B, that determine the
appropriate « -cuts of fuzzy sets 4, B € R can be written as

Aa = [01(0(), a2(a)] s Ba = [bl (a)a b2 (0()] » XE [051] 5
where R is real numbers set.

The apiration of this work is to grant the synthesis of the
computational library of universal analytical models of
resulting MFs for the FNs-maximum of triangular fuzzy



numbers (TrFNs) with different combinations of their
parameters (Fig. 1) in order (a) to increase operating speed
and (b) to lower the volume, complexity and accuracy of

fuzzy information processing. The TrFNs 4 =(ay,a9,a,)
and B=(by,by,b,) have MFs g,(x) and pg(x) with

ﬂ,g(al):ﬂgl(az):,U@(bl):ﬂg(bz):o-
and direct

parameters

a

4 (x), ug(x) models of the TrFNs 4,B€ R can be

ty(ag)=ug(by)=1. The inverse A, , B

A=(a,ay,a,)

X
a a(0) a, 0 a,(®) a,
Fig. 1. Triangular Fuzzy Number 4, 4€ R
determined  [4,14-16,27,28] by the corresponding

dependencies (1)-(4):

Aa=[al(0(),a2(a)]=[al+0((a0—a1),a2—a(a2_ao)], (D
Ba:[bl(a)’b2 (a)]:[bl+a(b0_b1)ﬂb2_a(bz_bo)]a (2)

0,V(x<a)U(x2a,)
,ud(x): F,(xa,a,),¥(a <x<a,), 3)
)Y (

<bh,), 4)

where F, (x,a,,a,) = (x—a,)/(a,—a,);
F, (x,b,b))=(x=b)/(b,—b,);
F, (x,a5,a,)=(a,—x)/(a, —a,);
F,, (x,by,b,)=(b,—x)/ (b, —b,).

Using Max-Min or Min-Max convolutions for FNs-
maximum realization [14-16] in some cases results in
increased complexity and lower speed of processing or to the
resulting fuzzy sets with violation of the convexity and
normality properties.

The operation of FNs- maximum (C = 4(v)B) based

on « -cuts [14] can be written as

C,=4,(v)B,=[a(a), ay(@)](V)[b(e), by(a)]=

(%)
= [a1 (@)vbh(a), a,(a) v b, (a)] = [c1 (), c, (a)].

III. SYNTHESIS OF INVERSE AND DIRECT RESULTING MODELS

Firstly, let us analyze the separate intersections of the left
branches of TrFNs

F}éﬁ(x,al,ao)ﬂF}eﬁ(x,bl,bo):zjl,lj’eR (6)
and right branches of TrFNs
Fy.(x,a9,a) N\ Fp,.(x,by.by): A, BER. (7)

If the condition (6) exists for oz e [0,1] then

al(a)=bl(a)=cl(a)’ 3)

and we can write
a,+a(a,—a)=b+a(b,-b), 9)

taking into account that

a, (0() =a +a(a,-a)
and

b(a)=b+oa(b,—b).

From (8), (9) we can find intersection parameter

a=(b-a)l(a,—a,—b,+b). (10)

The value (10) corresponds to the vertical coordinate o'
of intersection point (6)

@ = (X )= (x) =i (x), A

where x"is a horizontal coordinate of the intersection point
(6). In this case, two pairs of coordinates (al (a*),a*) for

inverse model and (x*, ,ué(x*)) for direct model are

the (6),
x =a, (05*), My (x*) = . Using (1) and (3) we can find

corresponding  to intersection point where
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(bl _al)(ao_al)

, 12
a,—a,—b, +b, (12)

al(a*)=a1+a*(a0—al)=al+

where  a,(a’)e [ max(a,,b,),max (a,.b,)].

If the condition (7) exists for ze [0,1], then analyzing

right branches of the TrFNs (3), (4) and intersection
condition (7) we can find, in the same way, two pairs of the
intersection point’s (7) coordinates for inverse model

(az(a**),a**) and for direct model (x**, Yo 4(x**)), where

sk

x**=a1(0!**) and ,ué(x**)=0! :

o =(b,—a,)/(b,-b,—a,+a,) . (13)
- " b —a,)(a,—a
az(a )=a2—a (az—a0)=a2—%, (14)
where a, (@ )e[ max(a,,b,),max(a,.b,)].
Thus, the coordinates (a1 (0{* ) o ) and

(az(a**),a**) for the intersections (6) and (7) can be

calculated using universal models (11)-(14) and parameters
of the TrFNs 4 =(ay,aq,a,) and B =(by,by,b, ). In case, if

a; <bj,ag >by,a, <b, , the inverse and direct models of
resulting MF can be presented as

C,=4

o o

(V)B, =[a (@) vb(@), a,(a) Vv by(@)]=
[a/(@), e,(@)]=
b(a),Yalae [O,o/’} a,(a),Vo|ae [0{**,1]
a(),Valae [a*,l] ’ by(a),Vo|ae [O,a**]

,(15)

0,V(x<b)U(x20,)
FB,(x,bl,bo),v(b1 <x< al(a*))

,ug(x)z FAl(x,al,aO),V(al(Ot*)<xSa0) , (16)
FA,,(x,aO,az),V(ao<x<a2(0! ))
Fy, (x,b,,b,),¥ (a, (@) < x<b,)
where ¢ (0)=b3¢5(0)=byser (1) =, (1) = ag;

b+a(b,-b),Valae [0,05*} ‘
(a, —al),Va|0(e [0(*,1] ’

40

a,—a(a,—a,),Vo|ae [0{“,1}

()= .
“ b,—a(b,~b,),Valae[0,a" ]

IV. COMPUTATIONAL LIBRARY OF DIRECT RESULTING
MODELS
The inverse C, (15) and the direct 4. (x)(16) models
for the FNs-maximum are validated only for TrFNs
A=(ay,ag,a;) and B=(b,by,by) under the following
conditions:

q <b1,a0 >b0,612 <b2.

Simultaneously much of the real input values for fuzzy
processing can be conferred as TrFNs with diverse relations

R, Re {(<) , (>)} between parameters:

alel,aoRbo,aszz . (17)

Therefore, for each special case it is necessary to develop
a separate analytic model of resulting fuzzy set for the

performance of “FNs-maximum” if the TrFNs (4,B) have
diverse relations R

(al,bl;ao,bo;az,bz) .

Let us form the set of direct analytic models of the
resulting fuzzy sets C' for execution of the “maximum” as
arithmetic operation with TrFNs 4 and B for diverse

combinations of the relations R . For evaluaion of the
relations R and following [4,15,27,28] , we can determine a
mask

between parameters

Mask (4,15)={d,g,p} (18)

for any pair of the TrFNs 4 and B, where indicators d, g
and p are defined as

. 0, if a;>b
1, if g <y
0, if ay>h
g=1" """ (19)
1, if Cl0<b0
0, if a2>b2
p=1 . .
1, if 612<b2

The Mask (18) is a the basis for creating a 8-component’s
library of the resulting mathematical models {M..Mg} for
FNs-maximum with all possible R combinations of TrFNs
(4,B) . The computational library {M;,M,,...,Mg} of the

developed direct models . (x) is represented in the Table I.



TABLE L. LIBRARY OF THE RESULTING DIRECT MODELS

Mask M; Model description
0,V(x<h)U(x2b,)
Fy(x.b,,b,),V (b <x<b,)
F, (x,by,b,),¥ (b, <x<b,)

0,V(x<h)U(x2a,)

Fy (x,b,b,),V(b <x<h)

F},,,.(x,bo,bz),V(bo <x<a2(0("))

{1,1,1}

M,

{1,1,0}

M

F4I,(x,a0,a2),‘7(a2 (0{) Sx<a2)

0,V(x<h)U(x2h,)
Fy(xbyh,), V(b <x<q
{1,0,1}

M;, F,(x.a,a,), V(a] 0(*)<xSa0)

F,(xay.a,), V(ao <x<a, (0{“))

F, (x,bysh,), (a“)3x<b2)

{1,0,0} My

4,(x a,,a 0),V(
F, (x.a,,a,),Y(a, <x<a,)

0,Y(x<a)U(x2b,)

)<x£a0)

X,a,,a Va<x<a
o Fy(xa,a,),Y( o))

M
(x,b,by). V() (@

Br(x,bo,b ),V(b, <x<b,)

<x<b)

0,V(x<aq)U(x2aq,)
Fy(x.a,0,),%(a, <x<a,(a))
Fy(xh.h,).¥(a(a") <x<b,)
Fy (xby,b,),¥ (b, <x<a, ("))
F, (x,ay,a,), ( (o )Sx<a2)
0.¥(x<a)U(x2a,)
A,(xal,ao) Y(aq, x<a0)
(x,00,a,), (
x,bo,bz) V(a, (@
0.V (x<a)U(
F,(x.a,,a,),9Y(a, <x<a,)

F, (x,a0,4,),

{010} | M,

{0,0,1} M,

x<a, )

<x<b)

x2a,)

{0,0,0} Mg

V(a,<x<a,)

V. EXAMPLE OF COMPUTATIONAL LIBRARY

APPLICATION

Let’s consider an example with realisation of the
arithmetic operation “maximum” for the pair (4,B) of
TrFNs: 4=(3,10,17), B=(5,7,24). In this case, we have:
a,=3; b=5;a,=10; by=7; a,=17; b, =24.

Using (18), (19), we can automatically determine (a) the
corresponding  Mask (4,B)={d,g,p}={1,0,1} for the
conditions a, <b;; a, > b,; a, <b, and (b) the corresponding
model M; from the computational library of models
{M|,M,,...,Mg} (Table I). Let’s calculate the coordinates
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(al(ot*),ot*) and (a2 (0{**),

and (7) of the given fuzzy numbers (4, B) according to (12),
(11), (14) and (13):

05**) for intersection points (6)

. (5-3)(10-3)
ale) =35 TS T
. 5-3
o4 =——=

10-3-7+5

(24-17)(17-10)

a,(a")=17- =12.1;
24-7-17+10
- 24-17 _
24-7-17+10
Then (for recognized M3) we can choose the

corresponding direct model /lg(x) from the computational

library (Table I). We further present the resulting inverse
Cy =4y (V)B, and direct u.(x)models (Fig.2) for FNs-

maximum C=4(v)B

5+2a,Vo|ae[0,0.4]
{3+7a,V0¢|ae [0.4,1]}

| [24-170,a]ae[0,07]] |
{17—70{,V0{|ae[0.7,1] }

BeR




0,V(x<5)U(x>24)
(x—5)/2,¥V(5<x<5.8)

Ue(x)=4(x-3)/7,¥V(5.8<x<10)
(17-x)/7,9(10< x <12.1)
(24-x)/17,V(12.1< x < 24)

VI. CONCLUSION

The maximum of fuzzy sets is an essential fuzzy
arithmetic operation, which is often time consuming in terms
of its realization. The execution of the developed direct
analytic models’ library (Table I) advances current research
by allowing the usage of one step automation mode for
“FNs-maximum” C = A(v)B operation. In some instances, it

is necessary to aggregate different data streams (big data),
which are presented as random time series or random
consequences [32]. For fuzzy information processing of such
random streams or consequences, we can use three steps
algorithm:

Step 1. Each random stream or consequence can be
evaluated by interval value and presented as fuzzy set or
fuzzy number [16,32]. For example, in [16] the realization of
such random sequences is presented as triangular fuzzy
number of such types - “approximate A” or “between B and
C’;

Step 2. For each pair of triangular fuzzy numbers it is
necessary to determine the mask [4,27,28], for example (18),
according to the relations between considered TrFNs
parameters;

Step 3. Using corresponding computational library for
desired fuzzy arithmetic operation [33-38] (addition,
subtraction, multiplication, division, minimum or maximum)
it is possible to find the resulting MF based on TrFNs mask
and TrFN parameters. For FNs-maximum we can use
corresponding computational library, presented in Table I.

Modeling results confirm the efficiency of proposed
universal direct analytic models for different applications. In

some cases, such direct analytic models ¢ (x)=u A(V)B (x)

provide an efficient solution to the fuzzy processing in
evaluation, control and decision-making processes, in
particular, for the financial analysis [22], automatic
evaluation of the student’s knowledge [39], group anonymity
[40] and partner selection [41,42], model design process
[43], soft computing based on reconfigurable technology
[44], analysis of the big data during testing of computer
systems and their components [5,45], optimization of tanker
or truck routes in the conditions of fuzzy demands at nodes
[10,21,46], redesigning social inquiry [47], fuzzy-algorithmic
reliability analysis of complex systems in economics,
management and engineering [18, 48,49], fuzzy control in
industrial processes and robotics [2,11,17,50], and others.
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Abstract— This paper deals with the main features of
electromagnetic interaction between the mobile robot’s (MR)
electromagnetic driver and ferromagnetic surface. In
particular, the problems of clamping force calculation are
discussed for robotic applications. The main attention is paid
to computing of geometrical parameters of clamping forces
localization patches by proposed combination-generation
method. Efficiency of the method is checked by computer
simulation and shown for one arc of localization patch’s
contour. Obtained results show rather high accuracy of this
processing and its ability to be used in a functional structure of
an experimental setup for fast Hall sensors’ data stream
computing at clamping force calculation by computerized
tools.

Keywords— clamping device, mobile robot, clamping force,
simulation, control system, finite elements, data processing.

I. INTRODUCTION

Complicated industrial complexes are widely used in
modern industrial conditions, which fully or partially
equipped with the objects of robotics [1,2]. Thus, industrial
robots are successfully used in machine building for
metalworking and assembly of prefabricated constructions.
Such systems allow not only to significantly increase the
productivity of the given technological operations, but also to
reduce the risks to human health and life under hazardous
conditions [3-5]. This is especially true for execution of
works related to the release of aggressive and toxic
substances indoors and outdoors or in conditions of increased
danger (radiation, elevated temperature, high-altitude works)
[6-9]. To accomplish such tasks, the most successful solution
is the use of mobile robots (MRs), equipped with
technological tools and means of vertical movement in the
form of appropriate movers.

In the domestic production the need for MRs which are
able to move safely along the sloping and vertical surfaces is
actual in the following areas: shipbuilding and ship repair, oil
and gas refining and transportation, the agrarian sector
[3,4,6-9]. Cleaning, cutting, welding, polishing, painting and
inspection of large areas, as well as installation of individual
elements and fire extinguishing on vessels, bridge supports,
tanks and large diameter pipelines, elevators are the main

978-1-5386-2874-4/18/$31.00 ©2018 IEEE

Mykolaiv, Ukraine
umz-286@bigmir.net

Mykolaiv, Ukraine
y_kondrat2002@yahoo.com

tasks that can be successfully performed by such MRs. It
should be noted that the majority of working surfaces in the
above-mentioned applications have a ferromagnetic nature,
therefore magnetic or magnetically operated clamping
devices (CDs) and propulsion systems are used in such MRs’
structures, which are able to provide better control of
adhesion with the working surface and high speed of
movement with electromagnets and permanent magnets [3-
71, unlike pneumatic [2] or vacuum [9] CDs.

Magnetic and magnetically operated CDs are widely used
not only in the tasks of robotics. It is difficult to do without
them when carrying out black metals lifting-transport
operations, assembly of prefabricated designs, machining in
the constructions of magnetic tables and magnetic
suspension apparatus. So, CDs can be used in almost all
types of machining in single, serial and mass production
[10,11]. At present, it is difficult to find an industrial
enterprise where magnetic and electromagnetic plates,
chucks, lifting devices, demagnetizers, etc., isn’t used.
However, the common problem in such systems is the
complexity of determining the clamping force (CF), created
by magnetic CD, and actually there are no developed
systems for its control. Therefore, the widespread
implementation of advanced technological devices using the
energy of the magnetic field in the industry requires essential
improvement of these devices and makes particularly
relevant works about its research and optimization [10].

So, the main aim of the work is comparative analysis of
applied tasks of magnet’s driver and ferromagnetic surfaces
interaction in context of computing of geometrical
parameters of clamping forces localization patches by using
of considered models of their interaction with proposed
combined method for different applications in robotics,
industry and services.

II.  ANALYSIS OF THE MAIN MODELS OF CD’S
INTERACTION WITH FERROMAGNETIC SURFACE AND CF
CALCULATION

For the above applications, different types of CDs are
used [3-8,10,11], in particular:

e magnetic based on permanent magnets;



e magnetically operated on the basis of electromagnets

(direct and alternating current supply);

composite, which are built on the principle of

permanent magnets with electromagnets
combinations or magnetic assemblies, e.g. Halbach
assemblies.

Structurally, CDs can be in different ways mounted in
the designs of robots, machine tools and grippers: stationary
and fixedly with a fixed air gap or with several
angular/linear degrees of freedom (then, most often, the gap
varies during the operation) — in relation to the working
ferromagnetic surface (FS) [12-15]. However, there are
situations in operation conditions when the air gap between
the CD and the FS can be changed in an unpredictable
manner. For example, in shipbuilding and ship repair we can
observe the conditions of local uncertainty in the area of the
pressed magnet to the working FS: varying thickness, the
presence of significant pollution, excrescences, holes or
damages, high welds. Despite the fact that the surface of the
ship hull is globally determined (there are drawings, the
main dimensions can be measured), the local uncertainties
of the ferromagnetic and non-ferromagnetic nature have a
decisive effect on the distribution of magnetic induction on
the working FS and the efficiency of the magnetic field
energy use to create the appropriate value of the CFs within
its localization [16].

Next, consider the basic existing methods of CF
calculating for CDs to determine the most suitable for use in
conditions of local uncertainty of the working FS and the
need to control the created force.

A. Energy Approach

This approach is to determine the permeance of the gap
between the surface of the magnet and the FS at different
configurations of this gap and the probable paths of the
magnetic flux portions. By this method, the dependence of
the electromagnetic force (created by the CD) on the gap is a
reversed power function with an index equal to 2 [17,18], so
even a slight increase in the gap results in a significant
reduction in the value of the CF. In general clamping force F
can be defined considering the energy balance at the
electromagnet anchor motion and air gap changing without
taking into consideration dissipation flows, constant value of
magnetomotive force /¥ and unsaturated magnetic system as

2
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(1)
where G — the gap’s magnetic permeance taken for the
current anchor position, § — air gap thickness.

Another case of the use of the energy approach to
determining the clamping force applies to the magnetic
systems that operate at constant flux linkage. Then without
taking into account dissipation flows
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where @, — maximum value of magnetic flux in the gap
[18].
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Equations (1) and (2) show that such approach assumes
the constancy of magnetomotive force or the flux linkage.
Therefore, in case of the necessity of the CF control or the
local uncertainty of the FS, it is not suitable for further
consideration.

B. Sources Interaction Method (Coulomb Approach)

This approach is to determine the interaction of field
carriers — superficial and volume magnetic charges and
magnetic dipoles. So, it is necessary to use the means of field
theory, by which one of the spatial characteristics of the field
distribution (magnetic dipoles or conditional magnetic
charges) can be determined [19,20].

To implement this method, various techniques and
approaches are used. In particular, the well-described and
mathematically uncomplicated is the use of mirror images
method, according to which a field of the charge located next
to a well-conducting surface (FS in our case) can be found.
In this case, the influence of the whole conducting surface
(the effect of the charges induced on it) is replaced by the
field of the mirror image of the given charge with a reversed
sign [21]. A calculation scheme, a mathematical model, a
methodology and an example of determining the basic
parameters of a magnetic field for a walking MR with
separate CDs are given in [5]. In the calculation process the
authors calculate the normal and tangential components of
the CF, as well as the main vector and the main moment
acting on the clamping magnet [22]. The limitation of this
approach lies in the fact that it is well suited for defining the
CF of CD based on permanent magnets. When describing a
permanent magnet, its magnetization remains (is) the same
over its entire surface (for the rectangular magnet in [5]) in
accordance with the adopted CM’s model. While for an
electromagnet the density of "magnetic charges" is a function
of the coordinates of the pole face, which is determined by
the solution of the field problem. However, the general
method of finding images for any problem in the case of
several boundary surfaces has not been developed, but in
some examples [23] the method of successive
approximations gives the correct results.

C. Approach Based on Artificial Intelligence Means

Neuro-fuzzy observers of CF, which is created by
electromagnetic MR’s CD, are proposed in [24,25] and for
another applications — in [26-28]. According to the data on
the supplying voltage and spatial position of the
electromagnet, which are measured experimentally, the
authors sufficiently accurately determine the CF value. Such
approach can be found in applications for CDs based on a
permanent magnet, as well as for combined CDs. However,
the disadvantage of this method is that for each CD it is
necessary to carry out a series of measurements to form the
training and test samples of the proposed hybrid observers
before putting MR into operation. In addition, such a
technique does not take into account the peculiarities of the
electromagnetic interaction of the CD with a FS in the
presence of local uncertainties of the ferromagnetic nature
(holes, damages, weld seams, structural elements, etc.).

At the same time, the authors select the
phenomenological basis for the functioning of the MR’s
magnetically operated wheel mover, that consists in the CF
formation of the electromagnetic CD by means of the
magnetic interaction (i.e. by means of a magnetic field) of
the FS’s elements with the magnet’s poles. Obviously that



the main factors of this interaction can be fully taken into
account at computing the CDs and the value of the required
guaranteed value of their strengths, if we take as a basis the
Laplace equation and the method partly outlined in [5].

III. COMBINATION-GENERATION ALGORITHM FOR
COMPUTING OF GEOMETRICAL PARAMETERS OF CLAMPING
FORCES LOCALIZATION PATCHES

In [5] authors propose an idea of clamping force
automatic control and monitoring system based on Hall
sensors’ measurements in the feedback. In this case, the Hall
sensors measure the current values of magnetic induction on
the clamping surface of the CD, by which the CF value can
be indirectly determined. The informating-controlling
system must process a big data stream with at least 5 sensors
to estimate the dimensions of the patch (area) of the created
CF localization (Fig. 1, a) and CF’s value. In this case the
sizes of the patch refer to the points of its breakdown into
elementary area parts — the finite elements (FEs) — both for
the area of the patch, and its contour. Based on practical
experience, for a patch (created by one MR’s CD) a
partition at one coordinate must be applied up to 100200
points. Therefore, when considering a two-dimensional
problem an array of patch’s FEs will consist of 10,000 to
40,000 cells. But for solving of a field task it is required to
create a square matrix of equations coefficients which may
have already an order from 10% to 10'°. Such number of data
items must be formed just for one of the patch’s geometric
parameters set (for all linear or angular parameters up to
10). The amount of data that needs to be processed at this
stage is substantially expanded due to the availability of
several CDs (depending on the MR’s design) and the speed
of the MR’s movement. The last factor reduces the time of
processing continuous data stream from sensors at
computing CF and requires the development of fast and
reliable algorithms to determine the main geometric
parameters of the patch and the created strength value [29].

b

Fig. I. An arbitrary form of the CF localization patch (a), the breakdown
of the patch by arches (b), and an illustration of the formed FE after
splitting (c).

a

The key tool for determining the clamping strengths by
the method of sources interaction is the algorithm for
calculating the main geometric parameters of the FS’s parts
— patches, on which the CF is directly created (the places of
CF localization). Due to the existing local uncertainties of
the working surface (ferromagnetic and non-ferromagnetic),
the main area of CF creation may have an irregular shape
(while neglecting the leakage flux with less than 5% of the
main flow of the CD). So, the contour of this region can
have some complex or arbitrary shape (Fig. 1, a), and
therefore it is important to get its geometric parameters with
high accuracy.
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The active CF value is determined after solving the
Poisson equation by finding the integral sum of the forces
created by each individual FE of the FS [30]. To do this, it is
necessary to split the formed patch into the grid of FEs by
tracing separate lines or arcs (Fig. 1, b). Such approach is
also used in problems of approximation of complex spatial
surfaces, including the ship's hull [31,32]. The points of
intersection of these lines will be nodal points for the
elementary pieces of the patch area, on which elementary
clamping strength are created.

The uniform grid of FE consisting of equilateral triangles
is established as optimal in the theory of numerical methods
[33,34]. But, it is not possible to satisfy such a requirement
for a complex surface with variable curvature. Therefore, the
criterion of the quality of the approximation should be the
minimum deviation of the internal angles of triangular FEs
(Fig. 1, c¢) from the canonical value of 60° with a minimal
spread of their areas. These conditions can be formulated as

<§<S

K=[ming; |N[ Spyin max pi=1.3, )
where ¢; — internal angles of triangular FE; S — FE’s area;
Smin, Smax — restrictions on the spread of the FEs areas. Then
the optimal grid will be the FEs grid, each element of which
is formed by the maximum K criterion condition within the
given sample of node points. Thus, the possibility of
optimizing the FEs grid is due to the presence of a
sufficiently wide sample. However, traditional combinational
or generational approaches impose significant limitations in
this sense [31]. The first of them practically does not allow
for any variations. And the second, being a locally
deterministic procedure, does not guarantee the convergence
of the grid to a given region on a complicated surface.

Therefore, a synthetic approach is proposed, the essence
of which is the design of an isoparametric lattice covering
the whole region on which an excess amount of points that
belong to a given surface is formed using spline
approximation. The triangular FEs (are optimal in the sense
of the formulated criterion K) are formed on this set of
points. Such algorithm is a globally deterministic procedure
that performs local optimization of grid parameters of the
FEs, and can be implemented as software.

Thus, the proposed in [5,24] approach for computing CD
based on the Laplace equation can be described in several
stages of determining the basic patches’ geometric
parameters. Each stage, in turn, consists of certain actions,
some of which are separate applied geometric problems that
can be used as a fully prepared mathematical apparatus for
solving problems related to the field theory when processing
continuous streams of input data of sufficiently large
dimension. So, it is expedient to carry out the statement of
the essence of such processing in the form of an algorithm
that is convenient for next modeling.

Stage 1. Specification of the source data for the patch’s
configuration. It is first necessary to specify the contour of
the working FS on which the calculations are made to
compute the CDs and created CFs. For this, the number of
arcs M (in the general case, of different curvatures)
constituting the contour of the boundary of the patch (not
less than 2, M is an integer) is given. Then give the
coordinates (Xip,, Yi,) of initial point of the next arc,
coinciding with the coordinates of the end point of the



previous arc (Xep,-1 ,Yep,-1), Where j — arc number of the
arbitrary number of arcs M. After that by specifying the
curvature radii of the arcs R.,; we introduce the restriction:
R.,; must be at least half the length /; of the segment of the
straight line connecting the beginning and end of the arc. If
R.; = 0,5]; is specified then the arc will be a semicircle; if
R.; > 100/; then the arc becomes a straight line segment.
Moreover, the positive value R,; indicates that when passing
this arc (motion from the initial to the end point) the point of
the center of curvature is situated on the right. So, the
negative value of R, indicates that when passing this arc
(motion from the initial to the end point) the point of the
center of the curvature is situated on the left.

Stage 2. Coordinates calculation of the arcs’ centers of
curvature, sector angles, directions of the chord and the
normal of the corresponding arcs. We calculate the
coordinates (X, Ycc,;) of the arcs’ centers of curvature and
the sector angles y; corresponding to each of them by using
Fig. 2, which shows the coordinate plane with one arc as a
separate part of the entire contour. Main designations at Fig.
2 are IP — initial point, EP — end point, CC — center of circle,
CP — central point of the arc’s chord, o — angle of the arc
chord inclination to the vertical, p — angle of the arc chord
inclination to the horizontal.

J EP(X. ;Y. )

ep ; ep

CPX. ;Y. )

cp’ Tep

P(X,,; Y,,)

A~ a

CCI i Fy)

Fig. 2. Scheme for determining the main geometric parameters of the
created by CD CF localization patches (for the first quadrant of the
coordinate plane)

Initially, the coordinates of the point CP (X; Y,) are
calculated as the half-sum of each corresponding coordinate

[35]. Half of the IPEP arc chord length is obtained from the
formula for determining the length of the segment denoted
by /.. Then the height of an isosceles triangle 4. formed by a
chord and two radii R. drawn from the common center of
curvature of the arc to its ends /P and EP, it is also the
bisector of the sector angle y

h.=JR>-1%, “4)
y=2arctg(l./h,.). (5)

The angle of the IPEP arc chord inclination to the horizontal
and it is the angle of inclination of the bisector of the sector
angle vy to the vertical

A Yipep

| %o

T | _ retg]
L = arctg

B = arctg . (6)

| ep ~ “ip ipep
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Similarly, the angle of inclination of the arc chord to the
vertical, and for the bisector of the sector angle y — to the
horizontal

| X

o= arctg| _ Xip | |AX

| = arctg

ep ipep

. (7)

ep ~ tip ipep

Note here that the determination of the angles a and
from (6) and (7) is valid in the case of the location of the arc
in the first quadrant (Fig. 2). Features of the calculation for
the other cases are making some changes in the
determination of the direction of the normal and the chord of
the any arc, which are taking into account by the following
equations for .. and By

B, if AX,,,,

n—P, if AX;,,,

AXipep

>0NAY,,,

>0NAY,,,

<0NAY,,,

>0
<0NAY,,, <0

<0

>0

Bre: @®)

—n+p, if

—B, if AX;p,,

a,ifAX .., >0NAY, 0

“ccp LCCP>
n—a,if AX, .., <ONAY,

“ccp cecep >O
-n+a,if AX .., <ONAY,

“ccp cecep < 0
—0, if AX oy >0NAY,, <0

ccep

9

rez

where AXceop = Xop — Xee, AYceqp = Yep — Yeo (according to Fig.
2). Analogous equations determine the angles a;, and a., —
the directions from the point of the center of arc’s curvature
to the initial and end points, respectively.

Further the coordinates of the point CC are determined
taking into account the position of the arc on the coordinate
plane and its curvature:

ifR. <0= (10)
:XCC =X(,p _hC SinB}"@Z; YCC =ch +hc COSB}"{?Z ’
ifR. >0=

(11)

= Xee = ch +hesin,e.; Yoo = ch —he cosP,; .

The lengths of each of the arcs /; [35] and the total length
of the contour L = XJ; are calculated at the end of the second
stage.

Stage 3.Calculation of the parameters of finite elements.
The number of elementary sections m;, into which each arc is
divided, is set so that the Al; = [/m; = ZI;/Zm; =L/M ratio is
approximately maintained. Then the sector angles for each
elementary arc Ay; = yi/m; and the corresponding lengths of
the elementary arc FEs as Al; = [/m; are calculated. So, chord
length of elementary arc

Alyy, j=2R.sinAy; /2. (12)

Next, we calculate the angles of the direction of the
normal n—” to the elementary arc at the midpoint o, and the



slope angles of the elementary arc chord to the X-axis B, in

a similar manner, as in (6) — (9). Then the coordinates of the
node points (x;,; , ;) of the partition of the j-th arc into FEs
and collocation points (&;;, ;) are calculated as

) Xji=Xee ;T cos(a,p] +1Ay])
ifR.<0=
Vii=Yee,jt s1n((xlpj+lAy])
» (13)
X; ;=X i|cos|ay, ; —iAy
ifR. >0= a «“/ ( ] j)
yjl yCCJ Sln(azp,J_lAy/)
E.sji:CC]+RCj 0sa;
(14)
Nji=Vee,+ RC] s1n0c]

In addition, at the end of the geometric calculations, the
relation X/;/Zm; =L/M is checked, which shows the accuracy
of determining the arc length of the elementary part by the
actual angle Ay; and the radius of curvature R..

IV. MODELING THE MAIN STAGES OF THE ALGORITHM
AND CHECKING THE ACCURACY OF THE RECEIVED RESULTS

The developed in Section III algorithm was translated
into program code and modeled for the given values of the
initial and end points of the arc, the radius of its curvature
and the number of the partitions. Fig. 3, a shows the given
curve and its partitions, which obtained by a computer
program for designing drawings. Moreover, A(47.500000;-
17.009619) — initial point (the beginning of the arc);
B(27.009619;-22.500000) — end point (end of arc); R; =
15.000000 (R; > 0 — the center of curvature is on the right
when passing the arc from the initial to the end point). The
simulation results of the proposed approach application are
presented in Fig. 3, b.

Y
0
54
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Kontour of arc
initial point P
end point /

collocation points
structuring points.

el
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40 45 50

Fig. 3. Checking the proposed approach to determining the basic
geometric parameters of one arc of the CF localization patch: a — a given
arc, b — the results of computer simulation.
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Fig. 3 shows good performance of the algorithm for
solving the assigned tasks and its suitability for CF
computing and control by embedded tools. The accuracy
analysis of the one arc individual geometric parameters
determination of the CF localization patch shows the high
correspondence of the obtained results with the given values.
For example, the given value of the parameter o is -
1,30899693899575, and it turned out that the calculations -
1,30899694088797; for oy -0,523598775598299 and -
0,523598780767938; for P11 -2,17293491873294 and -
2,17293492357484 respectively (the worst cases of the
obtained results are indicated). So, the computing error is
less than 107 per cent.

V.

The main features of electromagnetic interaction between
the clamping electromagnetic driver and FS interaction are
considered for robotic, industry and services applications.
The main attention is paid to computing of geometrical
parameters of CF localization patches by proposed
combination-generation method as finite element method
better modification.

CONCLUSIONS

Simulation results of computing of CF localization
patches geometrical parameters by proposed combined
method evidently show its high accuracy, which proves the
adequacy of the developed algorithm for computing the main
geometrical parameters of force localization patches. So, the
method can be successfully used for practical
implementation of the sensors system based on Hall
transducers’ data stream computing at CFs calculation [5].
However, developed in [5] CF control system strongly
requires data stream processing from the sensors for indirect
CF determination by field theory means. So, proposed in
present paper method is practically applicable for integration
equations solving in sources interaction method and another
applications though some refinements in the way of

computational complexity reduction yet may be
accomplished.
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Abstract — models of key performance indicators (KPI)
and methods for their measurement based on metrics for IT
projects are proposed for consideration. Advantages and
disadvantages of different KPIs and their applicability for
various projects, as well as project implementation
methodologies, are analyzed. A comprehensive KPI and
metrics model is proposed for IT project team.
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L INTRODUCTION

In any area implementation of a project involves
engagement of several parties, at least two - business as a
Customer and IT as a performer, as a maximum - many
Customers and many executors, not only IT but also other
service units or external companies. The goal of any project
is either development of a new product or service or process
[1]. As a rule, at the stage of project initiation, not only the
project objective is determined, but also its deliverables.
Less frequently, financial KPIs are declared as a result of
project implementation in the context of the payback period
[2]. From the point of view of PMO or other monitoring unit
that monitors and controls the projects’ implementation in
the organization, at the time of project approval the time,
budget and scope of the project are generally understandable
and determined, including obligations for implementing
financial model of the project (ROI, IRR, CBR). These are
inputs for the project team, which is responsible for the
project implementation [3]. As the project team consists of
representatives of different parties of the initiators of the
project, different groups of participants responsible for
different stages of the project have different KPIs. This state
of things in the project provokes imbalance of efforts aimed
at implementing the project and violation of its integrity.

In the context of achieving the goals and deliverables of
the project, project manager, the Customer and the Sponsor
are interested more, while the project team is interested
much less. This is due to the fact that at a particular time the
project participants are interested in the successful
completion of their work package and transfer of results to
the next stage. Due to the limited budget and/or timing
and/or technology, each group at a certain stage implements
the maximum in its area of work, not caring about the
limitations of the subsequent stage [4].

Ultimately, connecting different stages of the project,
each of the groups is subsequently forced to find a
compromise solution that will allow them to implement their
work area. For example, the Customer prepares
requirements that most closely correspond to the objectives
and deliverables of the project, usually not taking into
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account the fact that only 20% of the functional result in
80% of the benefit. In turn, analysts based on the inputs
formalize requirements, turning them into an ideal product
or process, implementation of which can become
inconsistent with financial metrics [5]. The next phase of
development faces the problems on the level of resources,
technologies and timing, which as a result leads to scope
reduction or simplification of the product, service or
process. To ensure the integrity of the product, service or
process, project manager has to find a compromise between
the results of all phases for the successful completion of the
project - between “What?”, “How?”, “When?” and “How
much money?”. In any case, such a compromise is a flawed
option because it represents only one of the variations in the
course of the project. In this example, Customers and
analysts wasted time on unnecessary details and
formalization of the product, service or process, and
developers spent resources on unnecessary functionality [6].

In the search for and implementation of such
compromise options, the interests of the parties which will
subsequently sell or use the product, service or process, are
lost out of focus.

In the authors’ opinion, this problematics can be solved
by implementing project KPIs for the project team from
initiation to completion, ensuring the integrity of the results
at each stage of the project.

The subject of the article is the research and analysis of
the development and implementation of KPIs to ensure a
holistic approach to the project implementation, excluding
implementation of a compromise option as the most
unprofitable for the organization as a whole.

II. ANALYSIS OF RESEARCH AND PUBLICATIONS

The questions of applying different approaches to
models of IT projects KPIs and metrics were considered in
the works of Harold Kerzner [5], Rad, Parviz F., Ginger
Levin [6], Daniel S. Vacanti [7] and other scientists.

The problems of using project metrics and KPIs for
different projects were reflected in the works of following
Ukrainian scientists: Yu.Teslia [8], I[.Kononenko [9],
V.Burkov, S.Bushuyev [10], V.Morozov [11], and others. In
particular, the issues of the need to measure the key project
indicators for various areas as well as the implementation of
the KPIs of the project portfolio were highlighted [12].
However, using KPIs and metrics for the project team in
order to achieve the maximum result has not been studied in
depth to be practically solved.

Unsolved parts of the common problem. A large number
of studies have been carried out in the field of innovative



projects management [13]. There are outstanding examples
of successful completion of projects of scientific nature, but
the peculiarity of using KPIs and the metric system for their
regular measurement for the project team makes its
adjustments to the classical project management. It is
important to determine the main features of KPIs and
metrics for their measurement in order to determine the
most comprehensive and effective approach to project
management to focus the project team's efforts on the
project's outcome.

The purpose of the article is to study and analyze the
various KPIs of the project team and metrics for regular
measurement of the intermediate state of the project in order
to achieve the maximum result due to effective use of
resources and budget in the planned time frame.

III.

A KPI is a metric measuring how well the organization
or an individual performs and operational, tactical or
strategic activity that is critical for the current and future
success of the organization. The value of the KPI must be
well understood in order for it to be used correctly and for it
to provide the necessary information for informed decision
making. The project manager and the appropriate
stakeholders must come to an agreement on which metrics
to be used and how measurements will be made. There must
also be agreement on which metrics will be part of the
dashboard reporting system and how the metric
measurement will be interpreted. When coming to projects,
metrics represent the measurement in time of specific
numerical indicators according to the approved KPIs. The
value of metrics is the ability and indeed the need of
measuring them throughout the implementation of the
project but not at the completion stage or after the
implementation of the project, to take timely corrective
actions [14]. Values of metrics on the key date of
measurement should be an integral part of the status report
for informing both stakeholders and members of the project
team. It is important to remember that metrics are
measurements and, therefore, provide project managers with
opportunities for continuous improvements to the project
management process. Selecting metrics without considering
a plan for future action is a waste of time and money. If a
measurement indicates that the metric is significantly far
away from the target, then the team must investigate the root
cause of the deviation, determine what can be done to
correct the deviation, get the plan to correct the deviation
approved, and then implement the new plan. Metrics also
allow project managers to create a database of historical
information from which to analyze trends and improve
future estimating.

MODELS OF IT PROJECTS KPIS AND METRICS

The authors consider the following classes of metrics for
IT projects.

Metrics with full project duration measurements -
metrics, such as cost and schedule variances, that are used
for the entire duration of the project and measured either
weekly or monthly.

An example of such type of KPI is a quality of planning
KPI, which is the basis for measuring the compliance of the
planned project completion date or phase in comparison
with the actual one. This KPI is a complex one and is
designed for the straight-line and consistent execution of
project work, which in turn minimizes the use of overtime,
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uneven load on resources (both human and budget) in order
to achieve planned deadlines when significant deviations are
identified at the completion stages.

To measure quality of planning KPI, authors encourage
to use the following metrics:

- measurement of the timely completion of the project's
milestones and the timely commencement of the next block
of work. Project milestones must be defined every 10-15
calendar days;

- measurement of manpower effort - the ratio of planned
and actual labor costs to the key date of measurement:

_ LabourCosts ..,

KPI  , =
LabourCosts

QoP

M

actual
'eamed Value management:

Another example of this type of KPI is the KPI of
architecture control. The context of this KPI is the
correspondence of business and technical implementation of
the project to the development strategy of the organization
[15]. To measure this KPI the authors propose to use the
questionnaire approach:

- positive conclusion of enterprise-architect on the
compliance with the target architecture of the IT landscape
of the organization;

- positive conclusion of solution-architect on the
compliance with the target architecture of the system
(platform);

- positive conclusion of IT Architectural Committee on
the implementation of a new system (platform) into IT
landscape of the organization;

- positive conclusion of business owner of the system or
process on the compliance with the business strategy of the
organization.

The value of this KPI lies in the early detection of the
inconsistency of the implemented project solution with the
development strategy of the organization, as a result of
which - exclusion of increased cost of solution due to the
need of implementation of significant changes, in some
cases - decommissioning of such a solution in short or
medium term perspective. Serious consequences of this kind
of inconsistencies can be significant investments in IT
infrastructure to maintain the performance of the project
solution.

It is important to take into account that the only
exception can be those projects that were initially aimed at
realizing short-term goals of the organization without long-
term plans for using results of the project, which should be
formally confirmed by the management of the organization.

Metrics with life cycle phase measurements - metrics
that exist only during a particular life cycle phase. As an
example, metrics that track the amount or percentage of
direct labor costs used for project planning would probably
be measured just in the project planning phase [5].

The basic KPI of this class for the project team can be an
event KPI, reflecting the value expressed in money for each
functionality of the product, service or process. The purpose
of this KPI is to focus the project team on the
implementation of the most significant parts of the



functional, providing the maximum value. Ideally, 20% of
the functionality provide 80% of the value of the project
solution. Essentially, this KPI is a guide for the project
team, reflecting where significant part of the efforts of both
the Customer and the project team should be spent.

The value KPI - event KPI, reflecting the value
expressed in money for each functionality of the product,
service or process - answers the question with “yes” or “no”.
That is, is the project team provided with an assessment of
the functionality of the solution being developed (product,
service or process). It is important to note that in case of the
appearance of new functionalities, they should be estimated
and added to the primary evaluation of the scope.
Otherwise, the KPI value is zero. The value of this KPI lies
in focusing the project team and organization on the
implementation of the core of the product, service or
process, both in terms of business orientation and IT
solutions. As a result of this balancing, the investment
policy of both human resources and budgetary funds will be
more effective for the organization as a whole, while
respecting the principle of maximizing profits at minimum
costs [16]. The next example is the KPI of development
quality. The value of this KPI is manifested in the reduction
of costs of the project solution due to the early identification
of defects’ sources of origin and their elimination at the
initial stages of design and implementation of the solution.
The authors suggest the following approach to
measurement: the ratio of manpower effort of eliminating
defects that occur at different stages of the project (analysis,
development, testing and productive operation during the
pilot operation) to the overall manpower effort of the
project.

ManpowerEffort ;.
ManpowerEffort

KPI, 2

Q:

project

It should be noted that this approach to monitoring and
controlling of the project quality necessitates the following
project works:

- testing the technical specification for compliance with
the requirements of the Customer and the final beneficiary
in terms of completeness and sufficiency;

- review of the program code before completion of the
development of the functional for compliance with the
standards of development in the organization;

- development of a test plan, test cases and creation of
autotests based on requirements and technical specification
before the start of development;

- development of a plan and test cases for user-
acceptance testing before the start of the testing the
technical specification.

Such an approach allows to ensure improvement of the
quality of implemented solution by identifying defects in the
"paper" project of solution before it is created on the level of
program code, and accordingly allows to avoid increasing
the cost of solution both from the point of view of
investment and the timing of solution launch in pilot
production, as well as negative client experience. Depending
on the stage of defect detection, the cost of its elimination
varies - the later the defect is identified, the more expensive
its elimination is [6].

Req - Collecting Requirements phase

Design - Design phase

Cost of correction

Code - Development phase
IT - Integration phase

ST - System Testing phase

Defect correction time

Req Design Code T ST

Fig. 1. Increase of cost of a defect in project timeline

A more specific representative of this KPI type is a KPI
of quality of technical specification and is measured as %
coverage of business requirements by technical
specifications. For 20% of the functionality that ideally
provides 80% of value of the product, service or process, the
KPI value should be 100% before the development starts.
Otherwise, eliminating the design defect of core of the
product, service or process will be more expensive and
longer with each subsequent stage on which the defect is
detected. Another narrowly focused example of KPI of this
class is the KPI of quality of testing and is measured as %
coverage of the functionality by test cases. Similar to the
previous one, the value of this KPI is in identifying and
eliminating defects of a product, service or process at the
stages preceding acceptance testing and pilot production.
This approach ensures the effective use of investments
aimed at development of an initially correct product, service
or process, in contrast to investing budget funds in
eliminating defects, up to rejecting the solution in
consequence of financial inexpediency of its reworking. The
coverage of test cases with a significant 20% of
functionality should be provided at 100% while variation in
coverage of test cases and/or autotests of 80% of
functionality that generates only 20% of the product value
may be allowed, sometimes leading to a technical debt.

Robust “done” oo b
* Teéchnical Debf : @

Running (and Tested) Features

Weak “done”
Waterfall

Time

Fig. 2. Testing product features within time



It is important to note that all KPIs offered by the
authors for consideration are based on the availability of the
underlying value KPI, without the definition of which all the
subsequent KPIs have no value for either the stakeholders or
the project team.

Metrics with limited life measurements - metrics that
exist for the life of an element of work or work package. As
an example, we could track the manpower staffing rate for
specific work packages or the number of deliverables
produced in a specific month. This type of KPI, and
accordingly metrics, is most applicable for projects using
agile development methodologies. Examples of such KPIs
can be the measurement of different parameters of agile
projects - velocity of the project team, time to market of
project deliverables, and the level of technology.

Basic Agile Metrics [7]:
e Agile methods are based on traditional measures
e  Size, efforts, and velocity metrics are common

e Top-notch shops use complexity and testing

metrics
TABLE L. AGILE METRICS
Type Example

Size Story, Story point, Task, Function Point, LOC, etc.

Effort Ideal or Actual Hours, Days, Weeks, Months, Years, etc.

Velocity Story, Story point, Function Point, or LOC per
iteration/Sprint

Complexity | McCabe, Halstead,  Object-Oriented,  Relational
Database, etc.

Quality Defect Density, Defect Removal Efficiency, Rayleigh,
etc.

Testing Tests Passed/Failed/Broken, Running Tested Features,
etc.

Reliability Mean Time to Failure, Mean Time between Failure, etc.

Measurement of these indicators of the project team is
mandatory, and the feature of this class of metrics is the
continuous improvement of the values of these indicators.
Special attention should be paid to the adaptation of value
KPI, characteristic for projects with classical approaches to
project management, to the project backlog estimated by
product owner from the point of view of financial benefits
for ensuring correct priorities for the implementation of the
product, service or process [17]. It is impossible to create
and control quality of planning KPI without a regular
measurement of the project team's velocity and the product
owner's estimated backlog of the project, as well as the
initial top-level assessment of the project's backlog by the
project team in terms of labor costs for implementation. In
the Agile philosophy it is impossible to form a burn-down of
a project or sprint without the values of these indicators, and
accordingly to provide monitoring and controlling of any
project KPI.

How much is the
developers productive

Total no. of
developers in project

If we do not
have history

Iteration team velocity = (No. of Developers) * (How long is the iteration)
Load Factor in Business days

How many days are
there in one iteration
»

Y

Release team velocity = no. of development iterations * Iteration
team velocity

Fig. 3. Agile project indicators
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r Number of Developers

Iteration team velocity = g * 11

Total iteration Business Days

L Load factors

=275

Rouded 8 ideal days
Release team velocity =2%*28 = 56 ideal days
Number of iteration in a release

Fig. 4. Agile project measurements

The complex of described categories, and accordingly
their regular measurement, provides the right product, its
correct implementation and the correct process of
implementation of the product, service or process, while
ensuring the efficiency of investments and the reduction of
effort to implement the project in a shorter period. This is
possible only if the technological level of the project team is
increased due to implementation of such engineering
practices as auto-testing, auto-deployment, continuous
integration and the construction of DevOps processes [19].

For projects using the Agile approach, most of the KPIs
of quality described in the other KPI classes of this article
are mandatory and initially focus both the Customer and the
project team on their regular measurement and
improvement, which significantly increases the quality of
the product, service or process being developed,
significantly speed up the start-up period for pilot
production, and also force the project team to regularly
improve the KPI process.

Metrics that use rolling-wave or moving-window
measurements - metrics where the starting and finishing
measurement dates can change as the project progresses. As
an example, calculations for the cost performance index and
schedule performance index are used to measure trends for
forecasting. On long-term projects, a moving window of the
most recent six data points (monthly measurements) may be
used to obtain a linear curve for the trend line [5].

As an example of KPI of this class, authors propose to
consider Customer’s quality of requirements KPI. The
essence and value of measurement of this KPI is shown in
the sufficiency and readiness of the primary requirements to
the product in terms of design and implementation to ensure
the performance of financial indicators.

The measurement of this KPI is considered as the ratio
of manpower effort for implementation of changes in
requirements to overall manpower efforts for the project.
Another indicator here is the shift in terms due to changes in
requirements. Static deterioration of this KPI signals that the
product is not ready for implementation and the need of
taking immediate corrective actions, not excluding the
suspense of the product, service or process development.

Preventive measures for this class of problems are the
presence in the project plan of mandatory formal approvals
with the Customer, Sponsor and representatives of end users
of product requirements, functional and non-functional
requirements, technical specifications of the product, service
or process prior to the start of development, as well as early
creation of plan and test cases in order to avoid detection of



critical inconsistencies at the user-acceptance testing stage.
Otherwise, implementation of critical requirements for the
product, service or process at the acceptance testing stage
can lead not only to the need of significant additional
financing, but also to the shutdown of the project due to
financial inexpediency of launching such a product, service
or process.

Another example of this class is the KPI of project risk
identification - an event KPI reflecting the identification of
all project risks at the planning stage. A mandatory
condition for the positive value of this KPI is the availability
of a response strategy for each identified risk. It should be
noted that the qualitative aspect of this KPI, in addition, is
the regular revision and actualization of project risks.
However, it is important to take into account that the regular
increase in the list of project risks with each subsequent
stage, especially with the failure of Customer’s quality of
requirements KPI, may indicate serious problems on the
project. As a consequence, the completion of the project is
likely to require additional financial investment, which in
turn will require an analysis of the financial feasibility of
implementing the product, service or process [6].

An important KPI of this class, according to the authors,
is the KPI for closing the project risks. This KPI is
extremely important to monitor on a regular basis and in
dynamics, since the value of KPI is in regular monitoring of
the overall risk of the project.

From the point of view of measurement, KPI is proposed
to be considered as % of risks taken place to the total
number of identified risks, taking into account the impact on
the financial component of the project in the form of
additional financing and/or project losses.

The reverse side, a positive aspect, can be the
identification of positive project risks that allow using them
as a potential opportunity to reduce investment in the project
or improve the quality or functionality of the product,
service or process.

In general, working with project risks is a rather
complex but important part of the implementation of any
project. This topic is not the subject of this paper, but from
the KPI perspective of the project team is considered to keep
focus on regular work with project risks.

Alert metrics and measurements - metrics used to
indicate that an out-of-tolerance condition exists. The
metrics may exist just until the out-of-tolerance condition is
corrected, but they may appear later on in the project if the
situation appears again. Alert metrics could also be metrics
that are used continuously but are highlighted differently
when an out-of-tolerance condition exists.

From the authors’ point of view, one of the essential
KPIs for the project team is the KPI of the process, which
shows how the project team follows the development
process approved in the organization without deviations.

The value of measuring and tracking this KPI is the
timely monitoring and controlling of the implementation
processes of the organization in order to prevent skipping
key development stages intended for the implementation of
the right product, service or process and in the right way. In
addition, it is important to note that following the process is
one of the ways to ensure compliance with the principle of
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maximizing profits while minimizing labor costs and
financial investments of the organization.

KPI of the process is integral and demonstrates an
integrated and holistic approach to measuring key project
indicators that are necessary to properly focus the project
team and maintain a balance of financial feasibility of
implementing the product, service or process for the
organization as a whole.

Considered classes of KPI with the corresponding
metrics for their measurement, in the opinion of the authors,
are sufficient to focus both the Customer and the project
team on the successful implementation of the product,
service or process.

Regular inclusion of these KPIs into the project's status
report allows early identification of the inadequacy of
requirements for a product, service or process, identification
and elimination of product, service or process defects, and
ensuring the required quality and functionality of the
product, service or process within the project budget in
target timelines.

IV. CONCLUSION

As a result of the study of the use of KPIs for the project
team, various KPIs were analyzed, as well as metric classes
for their regular measurement. For each stage of the project
relevant KPIs are considered, the application of which
maximizes the focus of the project team on achieving the
final result of the project - implementation of the product,
service or process.

It is important to consider the complexity and integrity
of using KPIs for the project team, otherwise focusing only
on one of them can lead to an emphasis on a particular stage
or characteristic of the product, service or process to the
detriment of others, which ultimately does not lead to the
maximum effect.

Another important aspect of using KPIs is their regular
measurement to track the dynamics of indicators, in other
words - the state of the project at a particular point in time.
The definition of the measurement system, metrics, for the
project team is a key aspect for achieving KPI.

Determining KPIs for the project team will not be
effective in measuring KPI values at the end of the project,
since we will not be able to apply any corrective actions
aimed at eliminating the terms of implementation, increase
of the budget or improving the quality of the product,
service or process. In order to timely influence and apply
corrective actions to the project, metrics are used to
periodically measure the project, and then develop and
apply corrective actions, both from the side of the project
team, the Customer and the project Sponsor.

The values of metrics that measure the intermediate state
of achievement of KPIs on a regular basis should
necessarily be included in the project status report to inform
the project team, the Customer and the Sponsor, as well as
corrective actions that will be applied to eliminate project
problems.

Additional monitoring and controlling by using KPIs is
also the implementation of a group of mandatory control
works into the project's schedule. Examples may be the
approval of requirements by the Customer, testing the



technical specification, development of a test plan including
test cases for testing by the project team and end users.

The concept of an integrated approach to the use of KPI
and a system of metrics for a project team is based on the
principle of implementing the right product, service or
process with the right architectural, technological solution in
the planned timeframe and with defined project budget in
favor of the client and/or end users.
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Abstract—In this paper the issues of creating Decision
Support System was considered. The classification of DSS at
the user level is given. The importance of creating mobile DSS
was shown. Known methods for evaluating and comparing
multicriteria alternatives AHP, MAHP, Topsis was considered,
also. The modified algorithm of the heuristic method Smart
was proposed. A comparison of the proposed the Smart
method modification with known methods, concluded that
using the modified method Smart and method Topsis in mobile
DSS is expediential. The architecture and the realization of
mobile DSS were described. Mobile DSS was realized on the
Android platform and it works on the smartphones and the
tablets, which allows decision-makers to be mobile in off-line
mode.

Keywords—Decision Support System; Topsis; Smart; AHP,
Android; the alternative ; the criteria

I. INTRODUCTION

In Decision theory, the variants of solutions (alternatives)
are characterized by the different indicators of their
attractiveness for decision maker, which are the criteria for
choosing a solution. In the most tasks, the solution must be
evaluated from the different points of view, such as physical,
economic, technical and others. The number of criteria also
influences at the complexity of finding solutions to decision-
making problems. If the number of criteria is increased, the
task of comparing alternatives becomes not so obvious for
decision maker, in that case used Decision Support System
(DSS) [1].

DSS is an interactive automated system that helps
decision makers to use the data and models to solve
unstructured and ill-structured problems.

At the user level, DSS are divided into two groups:
Enterprise-wide DSS and Desktop DSS. Enterprise-wide
DSS is a multi-user DSS that runs on a server machine.
Desktop DSS is a single-user DSS that runs on a personal
computer. The development of web - technologies has led to
the creation of web - based decision support systems (WB-
DSS) [2], which are available to the Internet. But in the
conditions of the mobile devices development and the growth
of the information technology the creation of Mobile
Decision Support System (mDSS) [3], which allows
decision-makers to be mobile in off-line mode, becomes
necessary.

There are many DSS that are based on known methods
for evaluating and comparing multi-criteria alternatives, such
as MAUT (Multi-Attribute Utility Theory), AHP (Analytic
Hierarchy Process), Electre (Elimination Et Choix Traduisant
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la Realite), Topsis. The most well-known and popular
academic and commercial systems that implement methods
for evaluating multi-criteria alternatives are listed and
described in [4].

It is noted that a large part of the academic systems are
used for the narrow class of tasks or not supported by the
developers. Commercial systems are not always available to
a wide range of users. For many desktop systems are being
created web versions that, unlike desktop systems, are
accessible to the global audience, easy to use, but there are
security issues.

II. PROBLEM DESCRIPTION

WB-DSS allows: simultancously use DSS by a large
number of decision makers; to reduce the cost of installing
the application; to reduce maintenance and system upgrades.
But access to WB-DSS and the speed of processing
information in such systems depends on access to the
Internet. It limits the mobility of the decision maker. These
limitations can be eliminated by creating mDSS.

Researches show that mobile technology is 22% of the
total sales of e-commerce retailers and wholesalers in the
U.S., and could rise to 27% in 2018. The main reason for the
growth of mobile markets is the growth sales of tablets,
smartphones and other mobile devices. The mobile
technology for business information access comes instead the
desktop computer solutions, thereby opening up the direction
of Mobile Intelligence.

mDSS is easy to use, have a user-friendly interface and
do not require additional training, which allows for any
decision maker, to use such a system regardless of the
qualifications level. mDSS allow decision maker to work
offline that increased the speed of decision-making. The data
is either on the mobile device, or decision maker enters them
while working with the system and does not require
additional download. In addition, using mDSS does not
require monthly payment. The process of developing a
mobile application is more longer and costly than the web
application, but as a result, we obtain a convenient and
functional system can be used by decision makers to help
with decision-making at any time. During the creation of any
mobile application, the main task is to design the interaction
between the user and the system. The process of exchanging
information between the user and the system should be
convenient. The methods on which mobile applications are
based should be not resource -intensive.



Thus, the aim of the work is to develop a mDSS on the
Android platform, which based on the multi-criteria decision
making method Topsis and the modified algorithm of
heuristic method Smart, to simplify access to DSS for obtain
the multi-criteria tasks solutions.

III. SOLVING PROBLEM

The unstructured and ill-structured problems, which are
multicriteria, are solved by decision-making methods. Let us
consider the problem of multicriteria optimization — the set of
n alternatives and N criteria, which used to evaluate
alternatives, is given. Each alternative is evaluated by each
criterion by experts, or on the basis of the objective
calculations. It is necessary to build a decisive rule based on
the preferences of decision maker. This rule allows: to select
the best alternative, to rate alternatives in quality, to assign
alternatives to orderly classes solutions in quality.

Consider three well-known methods to evaluate and
compare the multicriteria alternatives — AHP, MAHP,
Topsis. In the AHP method for a given set of alternatives,
the coefficients of the importance of the criteria, the goals (if
there are many), and alternatives (for each criterion) are
determine by pairwise comparisons. The overall score of
alternative is as the sum of the product of the weights [5].

The Multiplicative AHP [6] is a modified method of the
AHP proposed by F.A. Lootsma. It is based on two basic
provisions. First, if the design maker determines the
relationship (and not the absolute value) of two elements of
the corresponding level of the hierarchy, then it is more
logical to multiply such relationships than to addition of the
values obtained from the comparisons. Secondly, the
transition from the quality to quantity comparisons must
happen on the basis of certain assumptions about human
behavior when comparing measurements on the basis of
certain assumptions.

The Topsis method consists in arranging alternatives by
the degree of their proximity to the ideal positive and the
distance from the ideal negative decision. It is based on the
concept that the chosen alternative should have the smallest
distance to the ideal solution and the largest one - to an
ideally negative solution. The results of which are corrected
on the basis of restrictions by criterion [7].

The heuristic method Smart (Simple Multi-Attribute
Rating Technique) is based on a linear additive model. The
design maker ranks criteria by importance and determines the
criteria weights by using the 1 to 100 interval, and then they
are normalized. The design maker evaluates each alternative
for each criterion on by using the 0 to 100 interval. The
overall score of each alternative is determined as the sum of
the product of the normalized criteria weights by the
measures each alternative for each criterion [8].

Let us consider the algorithm of the proposed Smart
method modification:

Step 1: Rank the criteria by importance.

Step 2: Select optimality criterion - maximization or
minimization.

Step 3: Determine the criteria weights of each criterion
by using the 10-100 interval. The weight of the most
important criterion is set to 100.
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Step 4: Calculate the normalization of each criteria
weights, using the formula

W,

2
1%

where n — number of the criteria, w; — the value of criteria

v, = L, (1)

weight, y, —normalized criteria weight, Z’;Zl y, =1

Step 5: Construct the decision matrix X (m X n), where
m — number of the alternatives, » — number of the criteria

Cl CZ Cn

4 x X, Xin

X=4, x xp Xon
A x X X

m2

where 4,4,,..,4, are possible alternatives, C,,C,,..,C, are
criteria for which the alternative is measured.

Step 6: Calculate a normalized decision matrix, using the
formula

for criteria, which optimality criterion is

maximization (Equation 2)

2)

for criteria, which optimality criterion is

minimization (Equation 3)

3)

Step 7: Determine the overall score of each alternative.

Overall score of each alternative is as the sum of the
product of the according elements of each row of the
normalized decision matrix on the normalized -criterion
weights (Equation 4).

V= i’:,y,- )

where y, —overall score of the alternative i .

Step 8: Rank alternatives in the preference order.

IV. DESCRIPTION OF INFORMATION SYSTEM

The mobile information system was developed with Java
language in Android Studio 3.0.1. The Topsis methods and
the modified Smart method are implemented in this
information system.



The class ChoseKolva.java — implements the user
interface of the first desktop, namely:

e allows a user to choose a method by which the

task will be solved;

allows a user to enter the number of the criteria
and the alternatives;

allows a user to perform verification of the
entered data.

The class Grid.java — implements the interface of the
second user desktop, which allows a user to enter the names
of the alternatives and the criteria and performs validation of
the entered data. The class Thirdactivity.java — implements
the interface of the third user desktop, namely:

allows a user to enter the numerical estimates of
the each alternative by the relevant criteria;

allows a user to enter the criteria's evaluations;

allows a user to enter optimality criterion
(maximization/ minimization);

implements Topsis method and modified Smart
method.

The class FourthActivity.java — implements the interface
of the fourth user desktop, which displays the result of the
methods of decision making. The class help.java —
implements the interface of the user desktop, which displays
the reference information to user. Apply the proposed
modified algorithm of the Smart method to several
multicriterion optimization problems. Then, compare the
results of the solution with the results obtained using the
methods AHP, MAHP, Topsis.

Example 1. Consider the problem from [9], in which it is
necessary to choose the best place for the construction of the
airport. Four places are considered — 4, 4,, 4, , 4,. To

evaluate the construction places, three main criteria were
chosen — the cost of the constructing (C,), the distance from

the city (C,), the minimal noise impact ( C, ). The input data
and the computation results are presented in the Table I.

TABLE L THE INPUT DATA AND THE COMPUTATION RESULTS 1
C. The input data Selection of the alternatives
J C, G, C, | MAHP | Topsis | Modified

Smart

Az

4, 180 70 10 0,005 0,4138 0,7520

4, 170 40 15 0,072 0,2778 0,8371

4, 160 55 20 0,155 0,6022 0,8151

4, 150 50 25 0,432 0,6725 0,8691

Example 2. Consider the problem from [10], in which it
is necessary to rank the consumers’ preferences regarding the
use of some typical appliances during peak hours when the
price of electricity has increased. These appliances are
dishwasher ( 4, ), home computer ( 4, ), hair dryer ( 4, ), iron

(4,), spa bath ( 4;), television ( 4, ), vacuum cleaner ( 4, ).
The criteria are: electrical cost (¢, ), emergency ( C, ), welfare
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and comfort (c,), joyness (C,). The input data and the
computation results are presented in the Table II.

TABLE II. THE INPUT DATA AND THE COMPUTATION RESULTS 2
C. The input data Selection of the
4 alternatives
\ C C C C AHP Topsis Modified
i 1 2 3 4
Smart
Al 0,933 0,5 0,07 | 0,093 | 0,235 | 0,2261 1,281
Az 0,2 1,0 0,03 0,4 0,183 | 0,8346 1,428
A, 4,933 0,5 0,373 | 0,493 | 0,065 | 0,3937 0,657
A, 0,933 | 0,05 0,07 | 0,093 | 0,049 | 0,1579 0,919
As 1,867 1,0 0,28 | 0,373 | 0,237 | 0,6123 1,336
A, 1,467 0,3 0,066 | 0,088 | 0,112 | 0,2255 0,905
A4, 0,067 1,0 0,01 0,013 | 0,120 | 0,2766 1,072

Thus, the alternatives were ordered as follows:
AHP — A = 4 > A, A, = A = A, = 4,
Topsis— A, = A, = Ay, = A, = A = Ay = 4,5
Modified Smart — 4, > 4, > 4 > 4, > 4, > 4, > 4, .

Thus, research has shown that all three methods gave
two identical the consumers’ preferences. The example user
interface of the mobile application for solving the problem is
shown in Fig. 1.

Glasn Fi'kay

SmartHelper
Anapp that helps you make a choice

SmartHelper SmartHelper

SmartHelper

Tl Werogy Topss HaHnyaun pewesvent
Sl t ABIFETCA ansTepharwea N4 (4)

Tlo Moy Smart sy peesnen

BBegHTe KONMYECTEO ANLTEpHATHE ARTACTCA anvTepkiTvga NP4 (S4)

i . T min
BaeJHTe KOHIECTBO KpHTEpHED " 7]

price BHavano

mex

area

NEXT dist min

cost
max i

CoxpaniTs Tonyuuts peluexsie

Fig. 1. The example user interface of the mobile application

Example 3. Consider the problem from [11], in which it
is necessary to choose the best company for marketing
research for a conditional enterprise. Eight companies were
considered, such as: UMG, Marketing Lab, AIM, GFK
Group, TNS, AC Nielsen, iVOX, MMG. We denote them by
4, (i=1,8). To evaluate the company the eight criteria were

chosen: the customer satisfaction level (C,), the quality and
the complexity of techniques ( C,), the number of unique
products that fit the company ( C, ), work experience in
Ukraine ( C, ), the level of organizational support for
marketing research (¢, ), the reputation of the company (C;),
the efficiency of the research (¢, ), the average cost of
services in the company ( C, ).The input data and the
computation results are presented in the Table III.



TABLE IIL

THE INPUT DATA AND THE COMPUTATION RESULTS 3

CJ The input data Selection of the alternat_ives

G |G |G |C| G |G |G| C | AHP | Topsis Modified
1 Smart

4| 15 7 5 19 7 7 9 | 6300 | 0,0437 | 0,2988 | 0,5164

A4, 20 6 3 13 5 5 10 | 5300 | 0,1144 | 0,1935 | 0,4710

A; 20 5 1 8 6 6 9 | 5100 | 0,1033 | 0,1056 | 0,4002

A, | 60 | 10| 4 )15 10 9 4 | 5100 | 0,1983 | 0,3592 | 0,9617

A4 | 50 9 6 | 11 10 9 5 | 7100 | 0,1830 | 0,8383 | 0,9752

Ag | 65 8 5120 9 10 7 | 6900 | 0,1772 | 0,4002 | 1,0131

4, 9 5 1 5 8 4 8 | 4900 | 0,0788 | 0,0917 | 0,2899

4, | 10 9 3 10 9 8 6 | 7000 | 0,1010 | 0,2100 | 0,4414

Thus, the alternatives were ordered as follows:
AHP — A, = A, = A, = Ay = Ay = A = Ay = A
Topsis— A, = A= A, = A = A, = A, = 4, = 4,
Modified Smart — 4, = 4, = A, = 4 = A, = A > 4, = 4,.

Thus, research has shown that the three main companies
were the best: GFK Group, TNS, AC Nielsen. In [11], the
authors also identified the same companies as leaders. The
analysis of the comparison of the methods results allows to
conclude, that the modified algorithm of the Smart method
gives the same results as the known methods for solving
multicriteria optimization problems gives. At the same time,
the use method Topsis and the modified algorithm of
heuristic method Smart in mDSS is expediency, because the
calculations of these methods is not resource — intensive. So
the hardware requirements for mDSS are low, that makes it
possible to use it on the mobile devices. Any user can use the
mDSS on his smartphone or tablet at any time and get
support in making decisions independently of access to the
Internet.

V. CONCLUSION

In the work, the mDSS was developed on the Android
platform. It based on the multi-criteria decision making
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method Topsis and the modified algorithm heuristic method
Smart, to simplify access to DSS and provides technical
support to the design maker for obtain the multi-criteria

tasks solutions.

(6]

(7]

(8]

(9]

[10]

[11]
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Abstract — Application of fuzzy modeling in historical
linguistics constitutes the contribution of the paper. Synonymic
sets and word semantic structures of an Older Scots adjective
are interpreted as associative fields, and on the other hand, as
fuzzy sets. The resulting fuzzy associative linguistic diachronic
reconstructions, including fuzzy associative fields (FAF) and
fuzzy associative word structures (FAWS), along with their
combination into a fuzzy associative adjectival network
(FAAN) with further fuzzy semantic differentiation and lexis
stratification, represent a fragment of a fuzzy adjectival
associative thesaurus of Older Scots. Generally saying, the
work demonstrates the use of artificial intelligence tools in
diachronic linguistic, which is rather unexperienced practice.

Keywords — fuzzy associative field, fuzzy associative word
structure; fuzzy associative adjectival network, fuzzy diachronic
semantic differential, fuzzy lexis stratification, fuzzy adjectival
associative thesaurus of Older Scots.

L INTRODUCTION

Vague limits of linguistic phenomena promise a good
success to the adaptation of fuzzy logic to the area. Lotfi
Zadeh, the honoured father of fuzzy logic, argued that
probability lacks sufficient “expressiveness” to deal with
uncertainty in the natural language [1]. The specially prolific
ground for fuzzy upgrading seems to be a linguistic
reconstruction, the main research tool of the historical
linguistics. In the concrete case, Older Scots lexicography
makes the language canvas for the modeling. Synonymic sets
and word semantic structures of an Older Scots adjective find
their associative interpretation in neurolinguistics, and then,
fuzzy evaluation in fuzzy logic. The consequent fuzzy
associative linguistic diachronic reconstructions do not have
any precedents, their synchronic prototypes are G.Kiss’
probabilistic associative thesaurus [2], Osgood's semantic
differential and Zadeh’s fuzzy stratification [14]. Supported
by the Medical Research Council of Great Britain, the
associative experiment issued into a weighed graph of
G .Kiss, recreating the associative habits of the speakers of
the English language, their cognitive and mental dispositions
carved in the language is a pharos of the research strategy.
Osgood's Semantic Differential represents a rating scale
designed by Osgood to measure the semantics or meaning of
words, particularly adjectives, and their referent concepts.
The last lecture of Lotfi Zadeh represents a fuzzy
categorization instrument — stratification of reference
information [14]. All these works contributed greatly to the
evolved mathematical model. The reconstructions of the sort
in diachronic linguistics are not revealed, although the great
computational steps were made since the early seventies by
Eastlack, Burton-Hunter, Remmel, Hewson, Kondrak and
others [3] in identifying cognates, reconstructing proto-
forms, deriving reflexes, generally saying, in equipping the
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theory of comparative method with robust reconstructive
phonology instruments all based on the manipulation with
recurrent sound correspondences of phonemes in cognates.

II.  PRE-RESEARCH

A. Diachronic synonymic sets of Older Scots

The initial point of the study was the construction of
Older Scots adjectival synonymic strings on the basis of the
Dictionary of the Older Scottish Tongue (DOST), a part of
the Dictionary of the Scots Language, available online [13].
The method involved the words from the English synonymic
sets as subjects of the Dictionary surfing. The DOST answers
formed unexpectedly large strings of semantically close
words of very different connotations. Any word of the string
was weighted following the formula:

W =t [—1 —1|+1 (1)
ymax_ymin n+1

where ( Vo — ymin) is a diachronic range of a set, ( V- ymin)

is a distance to the appearance of the concrete word in a set,
and n — the number of words in a set [4]. The words were
ordered in the way of ascending their advent dates so that the
oldest ones were the first in the string. Any word was
equipped with advent year, weight coefficient, orthography
forms, etymology, meaning, diachronic text prototype, its
literature source and author. The Access database Isetlntro
was configured for the purpose [5].

B. Diachronic semantic word structure

On the basis of the mentioned adjectival sets, the
database query for registering word entries into different sets
was organized in order to detect all available meanings of a
word, together with a text prototype, its author and date that
is a criterion for the structure expanding. The entities were
called diachronic semantic word structures [5].

III.  ASSOCIATIVE INTERPRETATION

The multi-coloration of connotative values of set words
and the presence of precedent texts makes it possible to
reflect the study into associative linguistics’ plane. The
mentioned diachronic synonymic sets of Older Scots could
be interpreted as associative fields whilst DOST would be
treated as a collective Older Scots brain representing its
answers to the stimuli within the framework of an associative
experiment (AE) with “historical reaction”. The principle of
AE says that the first replicas are the strongest associations
based on the most frequent usage.[6] Meanwhile the Zipf’s
law states that the earliest words are the most frequently used
ones [7]. Since the first positions in the gained synonymic
sets belong to the oldest words with the biggest weight



coefficients, according to the Zipf’s law we have kept the
norm of AE and by this received the measure of associativity

— the weight coefficient ;. Consequently, the diachronic
semantic word structure could also gain its associative
interpretation. Having turned the diachronic component W,

into an associativity one, the main quantitative formant of a
semantic structure becomes the measure of similarity or
associativity of a certain word with different semantic
features. Therefore it could be called an associative word
structure.

IV.

Associativity and vagueness seem to have a feature in
common. One thing could be associated with others due to
different factors (similarity, relevance or opposition) and just
to some certain extend. In our case, the words of an
associative field are associated with a forming semantic
feature due to their synonymic nature or similarity that is
rarely going to be absolute. The level of appropriateness or
significance of set’s components and the degree of belief or
confidence (trueness) level of the made statements in fuzzy
logic is introduced by a membership function (MF) [8]. The

FUZZIFICATION

coefficient W, favorably fits the nature of MF, introducing

the level of word associativity with a semantic feature within
the range [0;1]. So the words with higher MFs are treated to
be more characteristic in the set and better associated with
the semantic feature regarded. Therefore the fuzzy version of
a mathematical model whose role is to regulate and
prognosticate the studied process is expected to be the most
profitable one.

A.  Fuzzy associative fields

The mathematical model of research considers an
associative field as a fuzzy subset of the set of all language
adjectives. The subset is named by a semantic feature (a
dominant) grouped under with elements allotted by MFs
calculated according to formula 1. The fuzzy associative
field (FAF) could be illustrated by e.g. Lucky={happy/I,
hapin/0.99, sely/0.93, wel/0.9, wele/0.9, fortunit/0.76,
fortunate/0.63, mervailous/0.63, fortunable/0.6, chancy/0.59,
ewrous/0.53, lukkie/0.51, sonsy/0.4, canny/0.07}

A semantic feature or a dominant plays here the role of a
linguistic variable, and all indicated subset names constitute
its term-set: Dominant={Flexible, Inflexible, Brave,
Cowardly, Intelligent, Stupid, Large, Small, Lucky,
Unlucky,... }[9].

B.  Fuzzy associative word structure.
Taking through the same fuzzification of the coefficient
W., the associative word structure becomes a fuzzy one. It is

clear that a word could be associated with this or that
meaning to different extend, being closer to its direct value,
and farther from a lateral one. The example for the word
Happy is derived from the represented above FAF Lucky,
together with these of Successful, and Competent:

Happy= {lucky/1, successful/0.57, competent/0.38}

First of all the structure is extended for the element
competent as compared to [8], since the database has been
enriched with more entries so far. Analyzing the MFs, we
should state that Happy is the most associated with the
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semantic feature lucky (or belongs mainly to the fuzzy subset
lucky, in terms of fuzzy logic), less associated with
successful and the least associated with competent.

Hence, we will call the structure of this sort a fuzzy
associative word structure (FAWS) [8].

C. Fuzzy associative adjectival network. N-association
trees. Proper application software.

The articulated two categories of words: meanings
associated with a word, and words rendering the same value
are the main relations in G.Kiss’ Associative Thesaurus [3].
So, combining FAFs through their elements’ FAWS results
into a fuzzy associative adjectival network (FAAN). The
example of it, connecting fields Good, Strong, Inflexible,
Lucky and Successful through numerous FAWS including
Happy is represented in fig. 1 [9].

The mentioned lexicon can be easily animated by the
brain function of the speaker. To simulate the process, we are
activating the created fuzzy network, where formally we can
discern the set of places P, the set of transitions T, the input
function I and the output function O. The input function I

reflects the transition 7, into the set of positions I(Z; ) called

the initial positions of a transition release. The output
function
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Fig. 1. Fragment of FAAN.

O reflects £, into the set of output transition positions

Oo(t i ). Fuzziness is introduced into the set of places P, taken

by words with appropriate MFs. The release of a transition
rearranges the fuzziness distribution of the route, and the
output place-word according to the rule

H(x, Nx,) =min[x(x,),4(x,)] gains the minimum

value of MFs of the input positions [9]. The fruit of this
animation is in the probing of the n - step environment of any
word within the net, the technique introduced by Kiss in his
weighed graph. According to the FAWS of the regarded
word, the transition to the most significant (with a maximum
MF) output position which belongs to another associative
field will be released. The following transition will be made
to a dominant of the reached field. For the dominant we
repeat the same algorithm. At the 2n-th step we will reach n-



association to the studied stimulus since as was already
mentioned two transitions normally lead to any new
association gain: between-field one and inter-field one. The
performance of the constructed fuzzy associative adjectival
network is oriented to the maximum belief (maximum MF)
but is still sensitive to the weakest link of the route [9].

The mentioned algorithm of association-chain building is
implemented with Java. The library Swing is involved for
data visualization. The architecture is based on MVP design
template (Model-View-Presenter) that delivers the visual
reflection and event-procession behaviour into different
classes, namely View and Presenter. The input data are given
into format XML. The model DOM (Document Object
Model) is employed for the work with XML-format. First of
all the file of the model should be chosen and downloaded
into the program. Then a user is pressing any word with the
help of a mouse. The program visualizes the connections
among words and calculates the general chain fuzziness. For
example, association chain for Victorious is realized in
Fig.2a. It is Victorious—Sped with MF or a belief degree 0.37.
Associative reaction to Wel studied manually in [9] is
Happy—Sped with belief 0.57 (Fig.2b). The association chain
Solid-Firm is reached with the belief degree 0.36 (Fig.2c).

[ oo B 4

Fig. 2. Program realisation of association chains: a) Victorious—Sped;
b) Happy—Sped; c¢) Solid-Firm.
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D. Two way FAAN

The following research step is an addition of an
antonymous flank to the received structure. It is known from
AE that the largest associative power belongs to the antonym
of the stimulus. So we connect the antonymic fuzzy
associative field to the original one, creating the base of a
triangular plane. The basic opposition is the pair of a
dominant and its antonym: Successful-Unsuccessful, Lucky-
Unlucky, Flexible-Inflexible, Strong-Weak, Good-Bad with
two way connection (Fig.3). In the case, an association chain
is going to contain two branches: positive reactions from
Successful-Lucky-Inflexible-Strong-Good and negative from
Unsuccessful-Unlucky-Flexible-Weak-Bad, thus creating an
association tree. For instance, we can choose for the stimulus
the regarded in /Vc word Solid. Evolving the algorithm of
network simulation, the other 2n steps are applied to the
time-antonym of the studied stimulus with a little bit
shuffling order: the transition to a dominant is realized
immediately since the gravity to the main bearer of the
meaning triggers first [8].

Fig. 3. The model of two-way FAAN.

Then chain reaction

enriched
Solid=(+)Ferme/0.36 And(—)Lidder-Wikit-Perilous/0.38. The
general association will get 0.36(=min (0.36;0.38)) belief
degree, which is not too strong sureness that the reaction of a
Scottish man of 1300-1700 to the word Solid would be like
this.

we get the

E. Fuzzy diachronic semantic differential

The special interest is attracted to the triangular cut of the
structure. If to unbend the wings of the figure, the chrono-
model of Osgood’s semantic differential could be clearly
observed. Following the same Zipf’s law background along

with fuzzy interpretation of the weight coefficient W, we
proceed to fuzzy diachronic semantic differential (FDSD). Its

normalized variant is shown in Fig.4.

All the meaning subtleties for concepts’ dichotomy
Strong-Weak are introduced along the triangle sides. The
chaotic layout of the meanings is normalized by the
introduction of time intervals [11]. Now with the help of this
historic evaluative device we can estimate the main
characteristics of certain words throughout the history of
Older Scots. Following the represented in DOST diachronic
text prototypes of the reporting words of our differential, we
can state that:

Companye could be buyrly with the degree of belief 0.917.
Women could be odious with the degree of belief 0.586

Watteris, fluidis could be proud with the degree of belief
0.255



Leggs could be wankle with the degree of belief 0.019

Me could be bauche with the degree of belief 0.290
Complexioun could be selie with the degree of belief 0.606
Woman could be brukil with the degree of belief 0.984

The most prominent representatives of syntagmatic
associations are taken from more numerous selection of [12].
The short research issue reveals that according to Older Scots
pattern of cross-cultural universal Strong-Weak the negative
personality descriptor for woman is more often brukil than
odious: Woman={brukil/0.984, odious/0.586}.

By this study we are extending our reconstruction with
syntagmatic associations, the very important component of
Kiss’s Associative Thesaurus and AE in general.
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Fig. 4. Model of the normalized FDSD.

WEAK

The complete picture claims to be the fragmental fuzzy
adjectival associative thesaurus of Older Scots, and the
monads of words collocated with a DOST reaction-words
should enrich the previous research practices. The
propagation of fuzziness through the fuzzy network is
playing here its activating role.

The other known function of a semantic differential is to
evaluate the psycho-linguistic portrait of a person. In a
concrete case we could speculate about characteristics of a
collective Older Scottish speaker represented by the myriad
of Scottish penmen. For instance, the mentioned fuzzy subset
Woman reveals the expressions of a negative attitude of an
average Older Scot towards females. The aforesaid makes
the sketch of prospect semantic research following all the
conventional cross-cultural universals (evaluation, potency
and activity): Good-Bad, Strong-Weak, Active-Passive.

F.  Fuzzy lexis stratification

The scheme in Fig.2 implies another research-strategy —
the stratification of lexis. The time intervals, common for
both flanks, comprise the time lexis oppositions, combining
them into four strata. The idea of fuzzy stratification belongs
to late Lotfi Zadeh, and is widely involved into processing
encyclopedias and notebooks. In the concrete case, the fuzzy
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analysis could open possibilities of ascertaining the lexis
stratum gravity poles, time antonymy and significance status
of the strata, all enabled by the manipulation with border

MFs. (strong/ 41, (x )
weak/ [, (X)) is introduced in any stratum, where (X)

The fuzzy variable Gravity

and [, (X) are the MFs of the sectional antonymic pair. It

makes possible to evaluate the preferring concept for the
time-stratum, in other words, the intensity of positive and
negative concepts development during some period. Time
antonymy could be analyzed not only for sectional pairs but
at any moment within any stratum by straight bridging two
flanks and their immediate representatives. The notion of a
core and a periphery of a fuzzy set will help us to analyze the
significance of a concrete stratum establishing the specific
fuzziness that divides the core strata from peripheral ones, by
this restricting the research concentration [11].

In our case the contrasted pairs are
1400, (Burely/0.917) - 1380, (Wery/0.984)
1500, (Rik/0.586) — 1500, (Frail/0.606)
1600, (Proud/0.255) — 1600, (Bauch/0.290)

For the taken error of 50 years, in 1700 the time
opposition is absent (Fig.3).

variable

Now adapting the Gravity
(strong/ i, (X) ; weak/ U, (X)) for any of strata, again
considering the sectional MFs, we could characterize them:
1300-1400 stratum: Gravity = (strong/0.917; weak/0.984);
1400-1500 stratum: Gravity = (strong/0.586; weak/0.606);
1500-1600 stratum: Gravity = (strong/0.255; weak/0.290).

The Gravity gives arguments in favour of the Weak
concept for all strata. So negative, a more developed since
more exciting and alarming concept, becomes the gravity
pole for the whole stratification figure [12].

fuzzy

For the core strata let us adopt MF 0.25 as a fuzzy
measure. Assimilating this level for both flanks we cut the
last 1600-1700 stratum and analyze the preceding three only.

V.

New notions of fuzzy associative fields and fuzzy
associative word structure benefit from the realized
symbiotic approach. Being combined together, they
constitute the fuzzy associative adjectival network, a singular
vertical cut of which is an extended fuzzy modification of a
semantic differential or a fuzzy diachronic semantic
differential. Another evaluation attitude, more volumetric
one, considers the gained plane as a fuzzy lexis stratification
structure consisting of the strata of lexical oppositions. The
described metamorphoses are realized with the help of the
database in Access and implemented with Java using Eclipse
IDE. The prospect of the research is the evolution of fuzzy
adjectival associative thesaurus of Older Scots. The practical
implementation of the proposed fuzzy verbal network opens
possibility of simulating brain activity of the speakers of
more or less antique languages revealing their cognitive and
mental peculiarities, by this recreating and contrasting the
world verbal pictures of different older languages, which is
of interest for historical cognitivists.

CONCLUSIONS
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Abstract — The research of the urgent task of developing a
fuzzy mathematical model of financial risks for evaluating
projects regarding the level of security of their financing has
been carried out. The development of such technology will
provide an opportunity to adequately approach the
consideration of projects, increase the degree of validity of
investment decisions and increase economic security.

Keywords —  projects, risks, linguistic evaluation,
information technology, multicriteria, security financing, venture
capital funds.

I. INTRODUCTION

Fuzzy mathematical modeling is one of the most active
and promising areas of applied research in the field of
management and decision making in weakly structured
systems. The range of fuzzy methods is expanding every
year, embracing various new areas. Fuzzy mathematical
modeling is this when the elements of the study are not
numbers, and some fuzzy sets or their combination. The
basis of this approach lies not in traditional logic, but in
logic with fuzzy truth, fuzzy ties and fuzzy rules of output.
The main characteristics of this approach are the use of
linguistic variables instead of numerical variables, the
relationship between variables is described by fuzzy
statements, and complex relationships are described by
fuzzy algorithms.

When designing and managing a complex socio-
economic system, a problem arises when a person is not
able to give accurate and, at the same time, practical
meanings of judgments about their behavior.

The paper proposes research of the actual problem of
developing a mathematical model of information technology
for risk assessment of projects regarding the level of
security of their financing, using fuzzy mathematics, for
various investment subjects. The development of such
technology will provide an opportunity to adequately
approach the consideration of projects, increase the degree
of validity of investment decisions and, in general, increase
economic and managerial security.

Financing projects of any nature (project startup or
classical investment) is a risky activity. Depending on the
origin of the project, there are various options for its
financing, such as business angels, venture and investment
funds, banks. Each of these institutions has its own risk
management policy. But all of them combine one thing: to
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find and finance a successful project with minimal risks.

Risk is closely linked to the concept of economic
security of the project, both as the security of the entity
representing the project, and the security of the investor.
The subject's security is that a risky and unsuccessful project
will lead to damage to the enterprise. The investor's security
is directly dependent on an adequate assessment of the
project and the entity presenting the project. Increasing the
security of investment projects provides stability of the
regional economy [1].

Recent scientific studies indicate the need to systematize
risk minimization tools and develop a algorithm for
selecting a model for evaluating projects of different origins.
The issue of quantitative risk assessment and risk
management during investing is disclosed in many papers
[1-3], but a holistic concept for determining the level of risk,
reducing it and taking into account the subjective aspects of
the assessment has not yet been developed.

II. FORMULATION OF THE PROBLEM

Depending on the origin, commercial projects are dealt
with in two types: classical - investment projects under
which a well-formulated business plan emerges in a
company operating on the market and requires a partial
involvement of funds from the outside; startup projects - the
"idea" that arises in companies whose business is based on
innovative technologies, such companies have not entered
the market or have just started to come out of it and need to
attract external resources.

We formulate the task of evaluation as follows. Suppose
we have some projects S;,55,...,S, , for which an evaluation

of the risk with regard to the level of security of their
financing should be done. Projects can have different
perspectives, nature and security of implementation.
Without diminishing the universality, we will continue to
consider one project. In case of a plurality of projects, they
can be ordered according to the initial estimates received.
The model of the problem is represented in the following
form:

SPF =0(05,06.,0%). (1)

where Og — evaluation of the project under consideration,
depending on its origin (classic investment project [4] or



startup project [5]), O; — assessment of the economy in
which a commercial project will be implemented [6], Op —

aggregated risk assessment for project implementation.
SPF — initial assessment and linguistic treatment of risk in
relation to the level of project financing security. O —
operator that matches the output variable SPF, with input
estimates 0S70G70R .

III. MATERIALS AND METHODS

Let us offer the next set of start-up risk assessment
criteria on which the platform can assess risks of start-ups.
There are four groups of criteria: K — "operational risk";
K; — "investment risks"; Ky — "financial risks"; Kg —
"risks of innovation".

A person who decides (Decision Maker) from each
group chooses risk criteria are criteria that can assess the
proposed project. Let us represent each group of criteria in
the form of a set of indicators. Then to the group of criteria
Ko — "operational risk" the following indicators can be

considered: K — the risk of loss of the client base; K, —
the risk of loss of the supplier; K3 — the risk of losing
market share; K4 — the risk of lowering the level of
management; Kps — the risk of industrial conflict and
ineffective motivation; Ky — the risk of lowering the
quality of the processes; K7 — the risk of lowering labor
productivity; Kpg — personnel risks; K9 — the risk of
unsecured resources.

The "investment risks" group — K; we will express
through the following indicators: K, — the risk of
inefficiency of investments; K;, — risk of disruption of the
terms of creation of production assets; K;3 — the risk of
failure to achieve the return on investment capital; K;, —

the risk of exceeding the amount of start-up investment;
K5 —the risk of a lack of investment capital.

The "financial risks" group — Kp we will express
through the following indicators: Kz — the risk of
inefficient use of capital; Kz, — risk of loss (arises due to
price changes, when sudden expenses cover revenue); K 3
— the risk of investor loss; Kp4 — the risk of loss of

solvency; K5 — the risk of a suboptimal capital price.

The criteria of the "risks of innovation" group — Kg we
will express with the help of such indicators: Kg; — the risk
of ineffective innovation investments; Kg, — the risk of
ineffective promotion of innovations; Kg3 — risks of
breaking the terms of innovation development; Kg4 — risks
Kss
insufficiency when designing innovations.

risks of resource

of technology innovation;

This set of risk criteria can not reveal all aspects of any
startup of the project in various areas of implementation, so
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it is open and any expert can add some criteria depending on
the scope of investment.

Each risk criteria is evaluated by experts with one of the
terms of the following term-set of linguistic variables
L={H; HC; C; BC; B}, where: H — «low risk
level»; HC — «risk level below average»; C — «average risk
level»; BC — «risk level above average»; B — «high risk
level». Also, an expert puts the number of «authenticity» for
each assessment of risk level (L) of his consideration

concerning the interval [0; 1].

We describe a two-tier scheme of a project risk
assessment model based on input linguistic variables. The
inputs are presented in the form of linguistic variables and
the reliability of the expert's consideration of their
assignment. Therefore, at the first level, it is necessary to
build membership rules and knowledge base in order to

obtain the resulting term-assessment L% for each group of
risk criteria. On the basis of obtained resultant term

evaluation L% to determine the aggregated estimation of

reliability #(L%) . At the second level, estimates are

obtained L% and u(L%) we will design a "risk axis" to

determine one project risk assessment for each group of
criteria o .

Consider the first level - the construction of the rules of
ownership of the resulting term evaluation by the groups of
risk criteria.

Level H: «low risk level». The minimum amount of
criteria with low risk level term should not be less than 60%
and the remaining 40% of the criteria should not have terms
lower than «risk level below average».

Level HC: «risk level below average». The project
should have the minimal amount of criteria with the term
«risk level below average» not less than 60%, and the other
40% of criteria should have terms not lower than the
«average risk level».

Level C: «average risk level». The minimal amount of
criteria with the term «average risk level» not less than 60%,
and the other 40% of criteria should have terms not lower
than the «risk level above average».

Level BC: «risk level above average». The minimal
amount of criteria with the term «risk level above average»
not less than 60%, and the other 40% of criteria should have
terms not lower than the «high risk level».

Level B: «high risk level». The project gets the resulting
term-evaluation «B» in case the amount of criteria with the
term «high risk level» compiles 60% and more.

Then, based on the established rules of ownership of the
resulting term evaluation for the groups of risk criteria, we
can give a fragment of the knowledge base, for example,
according to five criteria, Table 1.

Because the expert puts each variable LY the reliability

of their reasoning — u(L¥) from the interval [0; 1],

a= {O; I;F; S} then linguistic variables can be represented,



for example, in the form of triangular membership

functions.
TABLE L A FRAGMENT OF KNOWLEDGE BASE

Nk ol Koo | Koz | Kog | Kgs terﬁees:;l;ing
1 H H H HC HC H

2 H H HC HC HC

3 HC HC HC C C HC

4 HC HC HC H C

5 C C C HC HC

6 C C C BC BC

7 C C C HC BC ¢

8 C C C H HC

9 BC BC BC C C

10 BC BC BC B

BC

11 BC BC BC B B

12 BC BC BC HC C

13 B B B BC BC

14 B B BC C i

The aggregated authenticity estimation  u(L%)

a= {O; I;F; S} is calculated with the following formula:

ﬂ(L“)=%Z/¢(L?), a={0:1,F;5s}, @)

i=1

Where u(LY) — is the authenticity estimation of the

linguistic variables which match the resulting term-
evaluation for i-criterion of « risk criteria group.

At the second level, we will design the data on the risk
criteria groups into a "axis of risk" to determine a
generalized risk assessment of the project for each group of
criteria @ and obtaining an aggregated risk assessment, as
well as its linguistic interpretation.

Next for each group of criteria & , let's express it x% :

o
o ﬂ(g )(b—a)+a, 0< u(L%)<05;

X =
b—d#(b—a), 0,5 < u(I%)<1.

To obtain a generalized project risk assessment for
groups of criteria & , use the following formula:

3

x(l

1007

o

“
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Three variables (x(L%);u(L%);z%) we interpret the

three-dimensional coordinate system, where x = x(L%)— the
value of a function equal to the numerical interpretation of
the resulting term-estimates L :{H ; HC;, C; BC; B}
y = u(L*) — aggregated assessment of the reliability of the

expert's thoughts, and the axis z=2z% — project risk
assessment for each group of criteria ¢ , which project is on
the "axis of risk".

Aggregated risk assessment for all groups of criteria «
we calculate as follows:

o =%Z(l—z"’). )
o

Since the evaluation is received Oy normalized, then to

compare it with the output variable R the following scale is
proposed: r; = «negligible risk level of project»; r, = «low

risk of projecty; r;

«average risk of a project»; ry =
«high risk of projecty; r5 = «extreme risk level of project».

Linguistic treatment of aggregated risk assessment
R={n,n,rs,1,r5} define, for example, the following

scale: Ope (0,87; 1] — n; Ope (0,67; 0,87] — nry ;
Op € (0,36; 0,67] — r3; Op € (0,21; 0,36] — ry; Op € [0;
0,21] — rs.

IV. RESULTS AND DISCUSSION

Formulate a generic algorithm to obtain aggregated
safety assessment project financing.

1 step. Determine the resulting term-evaluation.

Based on expert input imposed on the project and built
the knowledge base determines the resulting term-evaluation
criteria for groups: Kp; K;; Kp; Kg.

2 step. Determination of the aggregated estimation of
reliability of expert considerations.

Aggregate validation calculates #(L%), o= {O;I ;F5 S }
according to the formula (2).

3 step. Obtaining a single generalized project risk
assessment for groups of criteria « .
For each group of criteria we calculate the relative

percentage scale [a;b] and resultant term evaluation L% |

(which has the level of risk content) by the formula (3). A
generalized project risk assessment for each group of criteria
a gets for (4).

4 step. Calculation of aggregated risk assessment for all
groups of criteria.

Aggregate risk assessment is determined by (5).

5 step. Output level of project financing security.



Match the evaluation Op with output variable R to

obtain a linguistic interpretation of the level of security of
project financing.

For an example, consider the following problem. You
need to build an initial estimate SPF and a linguistic
interpretation of risk regarding the level of security of
project financing. At this stage, we have an assessment of
the project, depending on its origin — Og, an assessment of
the economy in which a commercial project will be
implemented — O, aggregated risk assessment for project

implementation — Op .

Let the Decision Maker for each assessment may specify
weight ratios {pg,pg,pg} from some interval. Then we

will determine the normalized weight coefficients
accordingly:
=L 5-(S.G.R =1
as = ’ _{ s I }azp(S -4 (6)
2. Ps 5

)

Since all the estimates obtained are normalized from the
interval [0; 1], we use the following approach to obtain a
final assessment of the security level of the project
financing. Depending on the psychological perception of the

situation Decision Maker can choose one of the
convolutions [6]:
o 1
Pessimistic M (S) = ; @)
3 a5
s Os
Cautious M, (S) =] | (05)% ; ®)
)
Average M5(S) = Z 0505 ; ©)
)

Optimistic M,(S) = /20{5(05)2 . (10)
)

Thus, we obtain an initial estimate from the interval [0;
1]. For the linguistic interpretation of risk, the value
obtained by formulas (7) - (10) is comparable to one of the
term sets SPF ={SPF,SPF,,..,SPFs}. The scale of

M(S)e (0,77; 1] —
SPF5 («high level of security of project financing»);
M(S)e (0,57; 0,77] — SPF, («the level of security of
project financing is above average»); M (S)e (0,36; 0,57] —

estimates can be determined as follows:

SPF; («average level of project financing security»);
M(S)e (0,21; 0,36] — SPF, («low level of project financing
security»); M(S)e [0; 0,21] — SPF («very low level of

project financing security»).

Depending on the different periods of the project
implementation, we can review the initial assessment and
aggregate risk assessment of the project implementation.

V. EXPERIMENTS

Let some investment project undergo an expert
evaluation. The values of the linguistic variables and the
authenticity of their assignment are as follows:

1. K9 - "operational risk": K10 (H; 0,8); Kzo (H; 0,7);
K$ (HC; 0.9); K§ (H; 0,6); K§ (HC; 0,7); K& (C; 0,5);
K9 M 0,7); K (H; 0.8); K (H; 0,9).

2. k' — "investment risks": Kll (HC; 0,7); KZI (H; 0,5);
K1 (C;0,6); Ki(HC; 0,8); KI(HC;0,9).

3. K¥ — financial risks": K{ (HC; 03); Kf (HC;
0,6); K (HC; 0,2); K§ (H;0,7); K (H; 0,6).

4. KS _ "risks of innovation": Kls (H; 0,8); K§ (H;
0,9); K3 (HC; 0,1); Kj (HC; 0,7); K5 (HC; 0,6).

To obtain an aggregated safety assessment of a project
financing, use the following algorithm:

1 step. Determination of the resultant term evaluation.

Based on the knowledge base for each group of risk
criteria, we define the resulting term evaluation:
"operational risk" — H; "investment risks" — HC; "financial
risks" — HC; "risks of innovation" — HC.

2 step. Calculation of the aggregated estimation, of the
reliability, of the experts reasoning. Aggregate

validation u(La), o= {0;1 F ;S} calculate according to the
formula (2):

w(L%)=1/6*(0,8+0,7+0,6 +0,7 +0,8+0,9) = 0,8;
WLy =1/3*(0,7+0,8+0,9) = 0,8;
(L) =1/3*%(0,3+0,6+0,2) = 0,6;

W(LS)=1/3%(0,1+0,7+0,6)=0,5.

3 step. Obtaining a single generalized project risk
assessment for groups of criteria o .

For each group of criteria oo we calculate by the formula
(3). A generalized project risk assessment for each groups of
criteria o get for (4).

0 =20- 1/ 8 20-0)=13;
O

=0,13;
" 100

=4o-1/1 08 40-20)=337; =/ =337 _ 034,
100



xf=40- ﬂ(40—20)=29; =22 009,
2 100
xS=1/ﬂ~2o+2oz3o; S239 o3
2 100

4 step. Calculation of aggregated risk assessment for all
groups of criteria oo .  Aggregate risk assessment is
determined by (5):

Og = i((l —0,13)+(1-0,34)+(1-0,29) + (1—-0,3)) = 0,74.

5 step. Determine the level of security of project
financing.
Match the evaluation Op with output variable R to

obtain a linguistic interpretation of the level of security of
project financing.

Because Op € (0,67; 0,87] — r,, then the project under
consideration will receive "a low level of project risk or a
level of security of project financing above average".

Depending on the different periods of the project
implementation, we can review the initial assessment and
aggregate risk assessment of the project implementation.

Built in such a way two-level fuzzy mathematical model,
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obtaining an aggregated risk assessment of the project, has a
number of advantages, namely: uses the expert's reasoning
for assessing the various risk criteria; the reliability of his
reasoning and, based on this; the aggregation of opinions
according to the groups of criteria in the final assessment.
The disadvantages of this approach include the use of
different models of membership functions, which can lead
to ambiguity of end results.
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Abstract—The paper considers the Bayesian analysis of the
threshold stochastic volatility models. Studies of methods for
analyzing stochastic volatility and improving models of
stochastic volatility significantly improve the quality of forecast
models and their estimates. Bayesian inference is performed by
tailoring Markov chain Monte Carlo (MCMC) or sequential
Monte Carlo (SMC) schemes that take into account the specific
characteristics of models. The results of applying the method

demonstrated in models heteroscedastic non-stationary
processes.
Keywords—Bayesian analysis;  stochastic  volatility;

Threshold stohastic volatility model

I. INTRODUCTION

With the current economic instability, trading on stock
markets carries a high risk. Therefore, the study of volatility,
a statistical measure of stock prices, becomes instrumental
and often indispensable. Currently, the study of volatility has
become the basis of the financial economics, and one of the
main tools of financial analysis and modeling, in particular.
The ground of these studies lies in various probabilistic and
statistical volatility models. Statistical volatility models are
widely used in various financial tasks, such as the estimation
of the standard deviation of the market returns, risk
assessment, evaluation of the financial instruments, etc.
There are dozens of volatility measurement methods, ranging
from technical indicators such as the average true range
(ATR), historical volatility, stochastic volatility of various
types, standard deviation, etc. In addition to the financial
analysis, conditional variance models are widely used in
medical and technical diagnostic systems, risk assessment
and management, social studies, etc. The study of stochastic
volatility analysis methods and the improvement of the
models® structure can substantially improve the quality of
their forecasting and estimates. Therefore, this research is
aimed at the investigation of the method of Bayesian analysis
of the threshold stochastic volatility model.

II. VOLATILITY MODELING WAYS

The stochastic volatility model is based on the
conditional  heteroscedastic model. The conditional
heteroscedasticity model (ARCH) was developed by Robert
F. Engle [1] to create a model of inflation in the UK. This

978-1-5386-2874-4/18/$31.00 ©2018 IEEE

Nikolaev, Ukraine
science@chmnu.edu.ua

model was later used for stock prices and exchange rates
modeling [2]. The further development of ARCH is the
generalized autoregressive conditional heteroscedasticity
(GARCH) described in the investigation [3,4], which is still
actively used for volatility forecasting [5, 6]. Models like
GARCH allow recreating the phenomenon of volatility
clustering (GARCH-effect). Parameters of ARCH / GARCH
models are most often evaluated by the maximum likelihood
estimation. One of the main disadvantages of the GARCH
model is that the model memory is "not long enough" since
its autocorrelation function (ACF) is characterized by the
exponential decay. When the sum of coefficients of the
model o + B is close to 1, the GARCH model degenerates
into a non-stationary process, named an integrated
generalized autoregressive conditionally heteroscedastic
(IGARCH) process [2]. However, the latter model implies
the dependence of volatility on the initial conditions which
does not disappear within an infinite planning horizon, and
therefore cannot be claimed to be an adequate reflection of
the reality. An alternative approach is to use stochastic
processes or models whose theoretical properties imply the
presence of the so-called "long" memory.

III. MODELS OF STOCHASTIC VOLATILITY

The main idea behind the stochastic volatility models is
to increase the number of randomness sources. In conditional
heteroscedasticity models, there is only one source of
randomness, and the variation of the process is assumed to be
dependent on its previous realizations in one form or another.
An alternative way of modeling is to provide the price
dynamics in the form of a simple model, like a differential
equation. However, the volatility o in this equation is rather a
separate stochastic process, than a parameter. Consequently,
there are two independent sources of randomness. The first
stochastic volatility model was suggested by [11]. In
particular, it assumed that logarithmic volatility is a process
AR (1):

= o,

Ino} =pho, +v,

(D



where  is a positive constant, the inclusion of which allows
to remove the free term from the equation for the sake of
volatility, and ¢ is an autoregressive parameter that

determines the memory in its relation to volatility. The main
properties of autoregressive stochastic volatility models
(ARSV) are investigated in [12,13].

The stochastic volatility model can be represented as
follows:

x(k) =y, +y, x(k—1)+ y(k) )

y(k) = h(k)yu(k), u(k) = N(0,1) 3)

log h(k +1) = o+ dlog h(k)+n(k), n(k)=N(0,6°) (4)

where x(k) is the statistical time series on which the model
is based; y(k) and m(k) are independent of white noise

stochastic processes. In some formulations, it is assumed that
v, and vy, are zero. The AR process (1) with the innovation

y(k) in the time series, as determined by the equation (2),
explains the possibility of autoregression in the process x(k) -

Threshold stochastic volatility model. Dispersion of the
incomes tends to increase with the decrease of share prices.
Such dispersion behavior can be described using a constant
correlation coefficient p between y (k) andy(k), keeping all

other assumptions unchanged. In the initial model defined by
the equations (2) — (4), it is zero. Numerous empirical studies
have shown that the coefficients p are negative in the

assumption that negative income is associated with a positive
dispersion.

This investigation suggests a new approach to fixing the
time series dispersion asymmetry. Since it has been
established that the dispersion tends to grow under the
influence of bad news (disappointing global forecasts), then
it is likely that the dynamics of autoregression in the
equation (4) is determined by the income in a previous
period of time. There is a hypothesis that the amount of
income is dependent on the prior income (income sign). This
kind of income asymmetry can also be taken into account,
summing up the equation (2) to the piece-linear structure.
Thus, it will be more natural to consider the threshold
nonlinear structures than the linear autoregressive processes
represented by the equations (2) — (4).

Let's define a set of Bernoulli random variables as
follows:

if
if

x(k-1)<0,

=1
sty = x(k=2)>0.

L (5)

The threshold stochastic volatility model takes the

following form:

X(k) =Wosr) + Wiy X (k= 1) + (k) (6)
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Y(k) =~ h(k) u(k),

u(k) ~ N(0,1) ™

logh(k+1)= 0L, +¢,, ., logh(k)+n(k), n(k)~N(0,06%) ®)

Like in the initial formulation, (k) and n(k)are
stochastically independent. At a time k —1, when there is an
unexpected fall in prices due to the disappointing news,
x(k-1)<0 and s(k)=0 - On the contrary, if there is good
news at the time k-1, then y-1)>0 and s(k)=1.
Therefore, the value s(k) is determined by a magnitude sign
x(k-1)- In the threshold stochastic volatility model, the
values of the parameters s, oand ¢ switch between

these two modes, which corresponds to the asset prices
increases and falls.

In the symmetric case, the two sets of parameters are
identical. In particular, if ¢, = ¢,, taking into account that

0, > o, it follows that the dispersion will be higher when the

prior income is negative, than when it is positive.

The generalized model ¢, may differ from¢, . Indeed, the

co.‘:fﬁcientq)Y is describing the magnitude of the impact of

prior income on the current dispersion. If ¢, is more thang,,

then the dispersion in previous periods will have a greater
impact on the current dispersion after the price fall then after
its rise. It is expected that in a similar hypothetical market
situation, more time will be needed to “handle” the negative
information that is contained in the previous dispersion data.
This kind of asymmetry has not yet been sufficiently
described in the researches related to the stochastic volatility
analysis.

IV. BAYESIAN ANALYSIS OF THE THRESHOLD STOCHASTIC
VOLATILITY MODEL

In the standard Bayesian conclusion, marginal posterior
distributions of unknown parameters are used. However, in
many cases, the common posterior distribution or even
marginal posterior distribution do not have closed-form
solutions. It is also quite difficult to obtain the model values
from the desirable posterior distribution.

Monte Carlo method-based approaches for Markov
chains are Markov update algorithms aimed at obtaining a
sample from the common posterior distribution. A separate
case is Gibbs sampling. This method based on the Monte
Carlo procedure is close to the approach based on the
generation and reproduction of the data samples.

Let's make a sample selection of the unified distribution
F(®,...,®,) where o=(0,..0,)" is a vector of unknown
parameters or hidden variables. With the known initial
Values[ml(o),,,_,(Dm(o)], the algorithm gives an estimate of

the Value O)l(l) Wlth F((D1|(D2(i_l) (Dm(i—l)), Value “)2(i)

seees

with  F(w, 0,0, ., 0,™), and valuep @ with
F(w, |0"",... i=l..M+N-

Under non-rigid conditions, the vector of parameters

,0, "), considering  that



P o @] coincides with the distribution to the shared
1 2 %m
distribution F(®,,...,0,) With i —eo.

Usually, the first M of the transitive iterations are
skipped, and the last N of the iterations are taken for an
approximate sample selection, dependent on F(®,,...,00,)-

The density of the probability distribution can be performed
in two different ways.

The first approach is the traditional assessment of core
density distribution. The second approach is shown by the
formula:

M+N

> f (@0,

i=M+1

1
f(wj)_ﬁ (9)

where ®_, means all the parameters except ®;- The point

estimates of any function @, e.g. g(®), can also be found

using the Gibbs variable selection. One of the commonly
used approaches is to use the posterior average, i.e.

IMZ+:N 0
— 2 g(0”)
N i+

(10)

The Gibbs sampler (sampling) can be used if it is
possible to make a model with all conditional distributions.
Gibbs specification and other models based on the Markov
chain Monte Carlo (MCMC) methods are investigated in
[15,16].

Let's make a sample selection and calculate the
distribution parameters following the given MCMC
algorithm:

(1) Caleulate p(k), k=1,....n -

(2) Calculate ¢ following the Metropolis step model
(random samples).

(3) Calculate p(k),k=1,....,n,
discretization.

using  multi-stage
(4) Calculate (y,,8,y,,c)" using its multidimensional
normal complete conditional distribution.

(5) Calculate x, using its normal full conditional
distribution.

(6) Calculate (oc,y,(I),d)T using its multidimensional
normal complete conditional distribution.

The completion of the algorithm iteration using the
MCMC method.

Dispersion smoothing and forecasting. To implement
the procedure of the dispersion smoothing and forecasting,
the Gibbs sample selection is used. After performing the
iteration required for Gibbs sampling, one can get the
approximation (approximate sample) from the common
posterior  distribution f(x0,H,,01X,)- marked as

" 1 s, P,09), i=M +1,.,M + N.  Smoothed
estimates i(k).(k =1,..,n) are the j estimates calculated
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from the marginal posterior distribution f'(h(k)|X,)- The

natural choice is the marginal posterior expectation,
E(h(k)| X,) which can be estimated as a sample mean:

1 MiNh(k)(l)
N i=M+1

(11)

To predict the future dispersion, using the currently
available information, it is necessary to generate the samples
from g |x ) with j>0. This can be effectively done

n+j n

using the composition method. Thus, when j = 1 it can be
written:

Sl 1X,) =
= [ Unras 14,6, 11, 01X,)d(h,.0) = (12)

= [ £y 18,,0.5,)1 (1,01 X, )d (h,.6).

Therefore, j ® i=M +1,.,M + N as an approximate
sample of f(h,,,|X,), is modeled using the log-normal
distribution density f(h, ., |h,",0% s ). Using this
sample, the estimates of the distribution density as the
h,, point estimates can be formed. This approach is

generalized to calculate a multi-year forecast.

It should be taken into account, thatx(n+1)?,
i=M +1,....M + N calculated during the step 1, are model
values withf(x(n +1)] Xn). If it is necessary to have an
extreme and percentile p-th forecast, let's say, with p =1 for
estimating the Value-at-Risk (VaR) value on financial
markets, then the sample x(n +1)(")will provide the choice
from the p-th empirical percentile. Obviously, as soon as the
hn”(") from the distribution fh,;1X,) is known, the value

of the multi-year VaR forecast can be also calculated.

V. EXAMPLE OF STOCHASTIC VOLATILITY MODELS USAGE

As an example of the stochastic volatility usage, the
following model can be presented. A model of the stochastic
volatility can be used to make a formal description of the
mental dispersion on the market in case of financial risk
estimation. That can be done in the following way.

lh(lc)
vy h(ky=e> e(k), e)~N0,1)
h) k=11 ¢, 7% = + Pl (k=1) =)+ (13)
+o(k), vk)~No, 2

To calculate potential losses, the Value-at-Risk (VaR)
method can be used. It is based on the estimates of the
exchange rate volatility, calculated on the basis of the
reciprocal stochastic volatility model. In general, a different
kind of model, which complies with the suitability and
adequacy of the process, can be used. To investigate the
volatility estimate methodology and possible VaR loses,



other selections, generated with the MCMC procedure, can
be used. In this case, the posterior VaR mean value can be
calculated by the equation:

E[VaR (N+1)|r]= if var" (k) (14)

where NNV is a number of values, which were actually used
from the amount A generated through the MCMC
procedure; r represents the available measurements of the
key variable of the investigated process; JgR ") (N +1) is the

value of VaR (k) with [—th iteration of the MCMC
procedure, which is calculated by the equation:

var O (k)= (n" k)" 80 (k) (15)

whereg Dk is the quantile of the generated distribution

(l)

2(1]

fFOTER)] =

The calculated
VarR " (k), 1=1,2, ..,
median value and the Bayesian tolerance intervals using the
quantile of the distribution.

sample of values
M gives an opportunity to find the

This example shows how a nonexistent (heteroscedastic)
process is generated with the following model:

hk)=oy+ a,r*(k=1) +a, r* (k=2) +

+ Bih(k=1)+ By h(k-2) + S (k)= .
=0,032 + 0,23 2 (k—1) — 0,095 (k —2) +

+0,67h(k—1) = 0,15h (k —2)+& (k)

To describe the key variable, the following equation is
used:

y (k)| (k) = exp(=0,5h(k)) e(k), e(k)~ N(g,1).
The generation of an innovative process (random
variables) was performed using this combination of normal

distributions:
E(k)~ 0,75 N(0,11; 0,55) + 0,25 N(-0,95; 2,25)_

According to the MCMC algorithm, the sequences of the
pseudorandomized numbers in the overall amount of values
(in 20000 algorithm iterations) was generated to estimate the
parameters of the model. The first 10,000 values were not
further examined because they refer to the transitional stage
of the estimation process, during which the chosen data
generating method is configured. It means that 10000 values
were actually used. Considering that
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can be calculated as follows:

= Z,U(l) , I=1,.,M
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where pis the number of distributions used to generate the
mixture.

The results of imitational modeling of the non-stationary
heteroscedastic process and the estimation of the
mathematical model parameters are given in the Table 1. It
contains posterior average estimates of the model parameters
calculated using the proposed method. For purposes of
comparison, it also includes the values of estimates
calculated using a simple Gaussian distribution of the
innovative random process.

TABLE L RESULTS OF IMITATIONAL MODELING OF THE NON-
STATIONARY HETEROSCEDASTIC PROCESS
Ne Parameter and its Suggested Gaussian
n/n value method distribution
Parame True value Posterior Posterior
ter average average
1 ol 0,032 0,0297 0,0355
(7,2%) (10,94%)
2 o, 0,230 0,245 0,258
(6,5%) (12,21%)
3 o, -0,095 -0,0877 -0,0998
(7,7%) (5,05%)
4 B, 0,670 0,6581 0,749
(1,8%) (11,79%)
5 B, -0,150 -0,163 -0,132
(8,7%) (12,01%)
6 € 0,0095 0,0078 0,0114
(17,9%) (20,0%)
7 Average error of 8,30% 12,01%
estimate %

The percentage in parentheses indicates the average
estimate errors related to the exact values of the given model.
It is evident that the parameter estimates, calculated
according to the suggested method, are much closer to the
true values. Thus, the average estimate error in percentages is
8.3% and 12.01% accordingly. l.e. the estimate errors
decreased 1.5 times approximately. Consequently, the
alternative method, chosen for the comparison, allows
getting the estimates, close to the true values of the used
model.

VI. CONCLUSION

Investigations related to the probabilistic-statistical
volatility modeling are highly important due to the necessity
of the forecasts estimates quality improvement and the
decisions taken on their basis. Therefore, a particular
consideration is given to the method of Bayesian analysis of
non-stationary (heteroscedastic) processes, which are widely
distributed in various spheres of human life. The
development of the volatility estimation methods based on
the Bayesian analysis allows to significantly improve the
quality of forecasts and their estimation.

The usage of various modifications of Monte Carlo
method-based approaches for Markov chains makes it



possible to correctly solve the issues of mathematical model
parameters estimation within the complex structures,
provided that there are random influences with arbitrary
distributions. Further investigation of the Bayesian analysis
may be aimed at improving the methods of estimating the
parameters of various probabilistic and statistical volatility
models with the help of adaptive estimation schemes;
expanding the criteria basis for analyzing the quality of
intermediate and final results; building specialized decision
support systems for the analysis of nonlinear non-stationary
processes in order to take substantiated financial and
economic decisions. In particular, this applies to the current
systems of risk management, analysis of the price formation
processes on stock exchanges, investments and economical
diagnostic.
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Abstract—Those just starting a new project, let alone
setting up a business of their own, often find themselves facing
quite a few problems. The first one, more often than not, is
choosing the best technology to do it. With this article, we will
try to help those who have taken the first decisive step to make
the right choice. We are going to analyze various aspects of
programming languages and draw conclusions on their
applicability, which will be of use to small teams and startups
creating their software business from scratch. Our
defectiveness forecast can help to adjust timeline of a product
(project) delivery. As well as helping to estimate costs for fixing
non-functional issues in the code. This information helps to
address product (project) delivery risks at different levels like
financial, project, software development. With the article we
are only giving an additional angle for analysis, not a full-scale
framework for choosing a programming language.

Keywords—Technical debt, software quality, source code
analysis, defectiveness, automatic static analysis

L INTRODUCTION

At the early stages of developing a business, one is to
construct a stable basis. For any project involving software
solutions, this basis boils down to the quality of code as,
technically, this is one aspect on which the viability of an
entire business depends. We have deliberately focused on
analyzing a small user repository. Having collected and
analyzed open source code, we have been able to add a new
dimension to the decision making process code
defectiveness in the programming language.

When choosing a language for the project, people are
mostly guided by subjective criteria without taking into
account certain lesser known facts. We are going to try,
through concrete figures and analysis, to enhance your ability
to choose the best tool to suit your project.

Undoubtedly, there are no dominant criteria that should
serve as major guides for the choice, such as project
objectives, its size and type, complexity, availability of
specialists, the possibility of development and further
support of the developed product, to name just a few.

Having all relevant information at one’s disposal, one can
make an objective choice, which in the future will help save
the most important thing —one’s time.

We are not discussing the classification of programmers.
It is quite an extensive and interesting subject and, since it
borders on psychology, deserves special attention [1,2],
which goes beyond the scope of our current investigation.
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Consequently, the subject of discussion in this article is
the programming language as a tool, while the mastery of it
is a secondary issue and rests solely on the budget the
company or the project can afford in choosing between
experienced and junior developers.

IL.

Language should be regarded as a tool for increasing the
productivity of a team.

GOALS

When choosing a programming language, or a multiple
languages for your project, it is necessary to be guided by
objective criteria with an eye to the tasks of the project.

The larger the project, the larger the stack of technologies
that it uses. A number of programming languages are often
used in large projects because each individual language was
designed to solve a specific range of problems.

In order to evaluate the scope of developing a software
product with a particular programming language, an effective
indicator is usually applied - the number of lines of code
(Source Lines of Code — SLOC [3,4,5]).

Since we want to have a look at what is most common
and popular, we have selected the following languages for
analysis: PHP, Python, Java, C#, JavaScript.

Metrics, naturally, represent statistical data and describe
the quality of the program code written according to the
guidelines of best practices in programming and
productivity, which in turn gives us some idea as to the
potential development of the project. Such metrics can be of
service to project managers and team leads in assessing the
complexity of an already completed project or the amount of
work for a future project, as well as provide an understanding
of operational disruption risks associated with the stylistic
features of source code.

III. CASE STUDY

To collect information, GitHub was used - the largest
web-service for hosting IT projects and their cooperative
development. Among the large number of static code
analyzers, open source platform SonarQube [6] was chosen,
which was designed for continuous analyzing and measuring
code quality. The scanner was improved by a few
modifications and the final version of the code analyzer
allows us to identify technical debt in source code, namely
modularity violations, code smells (errors), and automatic
static analysis for each language with a different scanner for
each language.



A. Data Collection

Data set consists of about 191400 GitHub profiles: C# -
17900 profiles; Java — 64500 profiles; JavaScript — 50000
profiles; PHP - 31000 profiles; Python — 28000 profiles.
While we were collecting data, our intention was to focus on
programmers who have one project, one committer and who
use only one programming language. Repositories for scan
were selected in a way to exclude 3-rd party code that can
dilute personal output. Repository size is understood as the
mass of code (in kilobytes) which is found in the user’s
repository.

B. Metrics

Risks linked to the quality of source code could harm
software business viability that's in concern of code
maintainability and ability to be updated at a reasonable cost.
A negative scenario could make the business lose control
over own software, causing it to be unable to keep the
software up to date or even to go bankrupt for technical
reasons. Thus we treat this risk as a high severity hazard. As
an example, the number of non-functional defects found
influences the risk of a late project delivery. We are talking
of “technical debt” here. During a project’s life cycle,
situations inevitably arise where non-optimal technical or
strategic decisions have to be made which will later be paid
for in technical debt. Alongside that, there exists the notion
of unclean code which results in technical debt that increases
over time if not refactored into clean code.

The metric which ensures the proper assessment of
potential risks to do with technical debt is one revealing
language cleanness. It shows which of the languages is the
“cleanest” in relation to the technical debt created as per the
lines of code.

Fig. 1 reflects probabilistic risks which each of the
languages analyzed is subject to. Significantly standing out
are Python and C#. We can conclude that choosing either of
those two is less likely to cause problems later.

Another metric - code  defectiveness  (all
violations/SLOC)—is another really important characteristic
of code quality. It is measured as the ratio of all defects to the
number of lines of code. This information can serve as a
reference for both developers and managers trying to assess
productivity.

What we are looking into here is the number of issues
present in code depending on the language of coding as well
as on the impact of the code issues on system operation
(severity). A code issue is an error, flaw, failure or fault in
code or whatever causes it to produce an incorrect or
unexpected result, or to behave in unintended ways [7].
Different levels of severity are distinguished: blocker,
critical, major, minor, trivial.

The average values for defectiveness in each of the
languages look as follows:

C#: Average = 0.004,

Java: Average =0.106,
JavaScript: Average = 0.077,
PHP: Average = 0.049,
Python: Average = 0.066.

Visualizing a different approach to the analysis of
language defectiveness reveals how defectiveness is spread
in the range of each repository size (Fig. 2).
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C. Clustering results

For more detailed analysis and uncovering data with
similar characteristics in our data we used clustering
techniques and particular - the k-means algorithm. On the
basis of the analysis the following can be said on each
particular language:

e C# shows defectiveness within 0.2 in all profiles
spread equally in repositories of up to 140 000 SLOC
(Fig.3 a)) and forms 3 trend clusters. Each cluster
shows its own tendency depending on the ratio

between defectiveness and lines of code.

Repository language

Product Defectivness
Product Defectivness

omo

Repository language

Java and JavaScript possess defectiveness up to 5
(Fig.3 b), 3 ¢)) and form 2 clusters each.

PHP defectiveness, spreads over the entire range of
repository sizes and doesn’t exceed 2 (Fig.3 d)) with
2 clusters of the same tendency.

Python demonstrates 5 different tendencies for
profiles up to 400 000 SLOC (Fig.3 c)).

Repository language

Product Defectivness

Lines Of Code

a)

Repository language

Product Defectivness

Lines Of Code

d)

Lines Of Code

Product Defectivness

Lines Of Code

b) V]

Repository language

)

Lines Of Code
©)

Fig. 3: Spread of defects in a) C#, b) Java, c) JavaScript, d) PHP and e) Python as per the number of lines in code

Each language has shown a different number of clusters
and different tendencies within the clusters. For example, for
C# one can identify 3 clusters with their own trend line for
different number of SLOC. A language that prominently
stands out against the general background is Python. It has 5
clusters.

D. Business application.

The next step in applying our findings to a business context
is to add numerical value of technical debt [8] in minutes to
the defects that were found. Counting average Technical
Debt Density makes us able to predict amount of time that's
necessary for fixing the non-functional defects. Adding
hourly pay rate of a software developer in the U.S. [9]
enables us to predict budget overrun (Table I).

TABLE L. PER SLOC ESTIMATE FOR PROJECT BUDGET AND PROJECT
DELIVERY OVERRUN
Repository language
Expenses Java
C# Java Seript PHP Python
Delay in product
delivery (min. per 0.04 0.82 0.37 0.29 0.17
SLOC)
Additional costs
for fixing code 003 | 0032 | 003 | 0027 0.033
issues ($ per
SLOC)
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Applying above-mentioned numbers to a potential
software project that is of a comparable size to Windows
Vista, MS Visual Studio 2012 or Large Hadron Collider
systems [10] commands actual numbers that are reflected in
the Table II.

TABLE 11 ESTIMATE FOR PROJECT BUDGET AND PROJECT DELIVERY
OVERRUN FOR 50 MLN. LOC CODEBASE
Repository language
Expenses Java
C# Java Seript PHP Python

Delay in
product 33333 | 08333 130833 1 41667 | 141,667
delivery ’ 3 3 ’ ?
(man/hours.)
f;dsftl:‘l?;alﬂxin 1,500,0 | 32,800, | 13,875, | 9,666,66 | 7,012,50

. 1 00 000 000 |6 0
code issues ($)

IV. CONCLUSION

Since we set out with this article to try and help anyone
choose a programming language, we have reviewed five
most popular languages.

Analysis shows that we cannot escape the fact that each
language is in some degree subject to defectiveness.
Consequently, expectations will vary as to any further steps
necessary to rectify defects stemming from that.

Having results on hand for a 50 000 000 SLOC project
written in Java we suggest to book ahead $32,800,000 and
683,333 man/hour on fixing non-functional defects. If the
project is written on C# the amount of resources that should
be allocated is $1,500 000 and 33,333 man/hour.

Whenever complex projects are concerned, the use of
stack technologies can be recommended. It must be made
clear that they are done on frameworks and clean
programming languages, which were used to create the
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world’s biggest sites, for instance: PHP - Facebook; Python -
Instagram; Java -Ebay, Amazon, C# -StackOverflow;
JavaScript - LinkedIn.

Finally, we would like to voice a note of caution in that
the article’s major metric, defectiveness, is but an additional
factor to be looked at in deciding on the programming
language. Please, bear in mind that before you fully commit
to any one technology, you will have to carefully consider
the objective criteria and aims of the project itself.

The scanners that were used for finding non-functional
defects in code carry differences in implementation as each
particular language has a unique structure, semantics,
underlying logic etc. Thus we don't recommend directly
comparing the results obtained between languages. The point
of this article is enable the reader to book possible
unforeseen expenses and schedule overrun beforehand.

The next step of the research is to get from the project
level analysis into analyzing the personal commitment of a
single software developer so as to be able to make
conclusions with a higher accuracy and controlled variance.
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Abstract— The scientific and practical principles of data
analysis are proposed with the help of methodology of space-
time cube construction as one of the types of data mining with
spatial-temporal distribution. The use of this method on the
example of information analysis from subscribers of one of the
major mobile operator networks allows to carry out statistical
analysis and to detect statistically significant spatio-temporal
clusters in the data that can be used during data structuring in
order to provide safety and react quickly to hazardous
situations.

Keywords— data mining, spatial-temporal cube, national
security, GIS, data visualization

I. INTRODUCTION

Starting from 2013, Ukraine's national security becomes
more and more important. Every day, citizens of Ukraine
meet with the most diverse threats of natural, technological,
social and military character. Dangerous processes, extreme
events, catastrophes, virtual and real terrorism, and so on -
these are exactly the things to which public authorities need
to react practically every day. In addition, rapid response to
an emergency significantly increases the chances of reducing
the number of victims or other negative consequences,
ranging from a specific person to the size of the state.

The modern world is extremely rich in the most diverse
information, the vast arrays of which people collect, store,
analyze, and on the basis of it tries to make forecasts and
predictions. This is especially true for information that
directly and indirectly affects human security. Equally
important information for government bodies, whether public
or private institutions, the correct analysis of which allows
you to take a step in the right (progressive) direction. But
operating big data, which are dispersed not only in a large
area, but also in a large time interval, usually make it difficult
to make the right decision, or significantly increase the time
for its adoption.

One of the main issues of our time is "security". Often,
for which you need to make a quick and balanced decision.
Especially when it comes to eliminating the consequences of
a certain disaster, where the bill goes, sometimes, for a
minute. For example, international statistics show that the
number of rescued after the earthquake directly depends on
the beginning of rescue operations. If the saviors arrive in the
earthquake zone in the first three hours, they can save up to
90% of the survivors, in six hours - 50%. In the future, the
chances of salvation are greatly reduced. Only by means of

978-1-5386-2874-4/18/$31.00 ©2018 IEEE

rapid response can reduce the number of victims by 20-30
percent [1-2]. That is why it is important to get information
and to give an answer immediately after an emergency, than
after a while, and moreover, to prevent an emergency in
advance, which can lead to a significant number of victims.

II. BACKGROUND

Recently, security issues are becoming increasingly
significant, due to the increasing number of threats to
ordinary people and the region or the country as a whole.
One of the options for solving this issue is to study, analyze
and forecast the event by building a spatial-temporal cube.
For the first time, the use of the space-time cube was
proposed by T. Hégerstrand in the early 70's, [3] whose
possibilities he described in his work "What about people in
regional science?". But the active development of geographic
information systems (further GIS), its use was limited. Only
in the 2000s there are work on the use of the spatial-temporal
cube in GIS. In the works of this period, new possibilities for
using the spatial-temporal cube were presented using GIS,
including earthquake surveys [4-7].

The next steps in using the spatial-temporal cube method
were its application in the intelligent analysis of data of a
variety of nature: crime analysis, infrastructure studies,
animal behavior analysis, human motion visualization,
dependence studies on weather conditions changes over time,
and much more [8-13]. In the field of data mining in Ukraine
widely known of the Institute for Applied System Analysis
NTUU "KPI", World Data Center for Geoinformatics and
Sustainable Development [14-18].

III. GOAL AND TASKS

The goal of the work is to analyze the spatial-temporal
regularities in the distribution of events in the Vodafone
network based on the use of the methodology of space-time
cube construction.

The tasks are:

e  to study the methodology of using the space-time
cube for the data mining of spatial-temporal data;

. study of the application peculiarities of the space-
time cube construction method for the analysis of space-time
series of data generated by users of Vodafone
telecommunication network;



e the use of building space-time cube for distribution
analysis of spatial and temporal patterns of mobile data for
the purpose of emergency response to natural and social
emergencies.

IV. SPATIAL-TIME CUBE

Spatial-time cube is a 3D visualization technology
designed to simultaneously represent spatial and temporal
characteristics of motion. Accordingly, trajectory points are
displayed in three-dimensional space, where the vertical axis
usually expresses time [19].

In the early 70's T. Hégerstrand [3] proposed the use of a
graphical approach to reflecting time as an addition to spatial
measurements. He developed a three-dimensional diagram as
a spatio-temporal cube, which allows you to visually explore
space-time events and processes interactions. The cube's base
reflects a flat geographic dimension, and the cube's height is
time. Initially, the tool was designed to manually reproduce
graphics. In our time, there are several approaches to the
automated construction of such models using the tools of
modern GIS.

The use of the space-time cube requires spatial and
temporal data, for the purpose of analyzing certain events.
Examples of such events include earthquakes, road accidents,
cases of disease or the observation of rare animals [6].

T. Hagerstrand proposed to apply the space-time cube to
the data on the motion of objects on the changes of spatial
sites with an anchor to time. In this paper, the authors
propose to apply the concept of T. Higerstrand to another
type of data, namely, to analyze network events.

In addition, the use of the spatial-temporal cube makes it
possible to answer 3 questions of Puke [5], supplied to
spatial-temporal data [20]:

» when plus where — what: description of objects or a set
of objects that are present in a certain place or a set of
locations for a certain time or time interval;

» when plus what — where: a description of the location
or set of locations occupied by a particular object or set of
objects at a specific time or time interval;

* where plus what — when: a description of a specific
time or interval of time when a particular object or set of
objects occupied a particular place or set of locations.

In addition to the space-time cube, a number of other
methods are also used to display the dynamics of events in
time.

The Time Slices model is one of the first spatio-temporal
data models. Its main features:

1. Storage of data at a regular interval of time.
2. Separate data sets for each specific time interval.

3. Time-dependent (cross-time) classification of data
storage objects.

Such a model is convenient at the stage of transition from
the spatial to the space-time model.

The model of time series. This is a model with a base
state and subsequent changes. Unlike the model of temporary
layers, only the basic state of objects and their changes are

stored, through irregular, in general, intervals of time. Thus,
the time series model contains much less redundant data than
the temporal layer model.

The research uses the data provided by Vodafone, which
has spatial and temporal bindings, as well as some attribute
information. The processed database has 1,5 million calls,
messages and exits to the Internet, from the most diverse
devices and from different subscribers. All "events" are
concentrated practically in the western regions of Ukraine
and has geographic coordinate system WGS84.

In order to achieve the goals, the authors use a set of tools
for in-depth analysis of spatial and temporal regularities in
the software ArcMap 10.5. This toolkit contains statistical
tools for analyzing data distribution and identifying patterns
in the context of space-time. The set includes tools: Create a
Space-Time Cube and Analyze the emergence of hot spots.

The dataset structure has a combined set of attributes that
characterize the nature of the communication event, location,
feature of calls and devices, as well as subscriber preferences.
The description of network events is the event type, which is
divided into incoming-outgoing calls, SMS and Internet
usage. The location is described by the direction and
coordinates of the signal receiving station. The peculiarities
of network events include the tariff plan, the category of
numbers, the amount of Internet traffic, the cost of use and
the type of device that is distributed to ordinary mobile
phones and different types of smartphones. Personal
preferences of the client are presented in the form of three
attributes describing the interests located in the first, second
and third place for the subscriber. As examples of such
preferences are the categories of science, culture, tourism,
travel, football, etc.

The creation of a spatio-temporal cube takes place by
arranging point data of events in space and time in the form
of a cubic structure, which is formed in a special netCDF
format. The hot spot analysis tool uses a cubic structure to
detect statistically significant trends over time. This type of
analysis is well suited for studying offenses, outbreaks of
infections, events in social networks.

The base unit of the cube is the bin of space-time (Fig.1),
which counts the number of points in time and each location
using the Mann-Kendall statistics. [20].
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Fig. 1. Bin display in the space-time cube (Source: ESRI ArcMap [20])



The spatial-temporal cube consists of rows, columns, and
time steps, which together form the total number of bins in
the cube. The rows and columns correspond to the placement
of objects in the latitude and longitude plane, and the cube
height corresponds to the time period. If an event occurred
for a certain period of time, it will be fixed in a certain bin
with spatial-temporal characteristics.

In the presence of at least one spatial-temporal event
creates a new bin of data. Bin without data gets a zero
number of events, but can be saved in a common structure to
maintain data continuity. Information on the number of such
bins is given as the amount of discharge.

V. MANN-KENDALL TEST

As input objects there can be only point classes that
describe the events that have taken place. Such events may
include network events, emergencies, trade operations, and
other events that are time-consuming and space-based. Time
binding is done using the attribute in the Date format. The
toolkit works in a range of events from 60 to 2 billion, which
allows for sufficient flexibility in data processing. In order to
obtain valid data of distances calculations, rectangular
coordinate systems with corresponding projections are used.

An important part of the tool's operation is the analytical
operations over the data bins used during the simulation. The
basic set of operations is the definition of the general trend of
data, which is calculated on the basis of time series. Using
trend analysis allows you to determine the positive or
negative trends in the number of events. The trend analysis is
based on Mann-Kendall's statistics.

The non-parametric Mann-Kendall test is commonly
employed to detect monotonic trends in series of data. The
null hypothesis, H_0, is that the data come from a population
with independent realizations and are identically distributed.
The alternative hypothesis, H A, is that the data follow a
monotonic trend. The Mann-Kendall test statistic is
calculated according to:

S:ri Zn: sgn(X; —X,)

e))
k=1 j=k+1
with
L, if x>0,
sgn(x) =10, if x=0, 2
-1, if x<0.
The mean of S is E[S]=0 and the variance ¢ is
P
2 n(n—1)2n+5)— ;xj (t, —1)2t, +5) 3)

g
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where p is the number of the tied groups in the data set and
t; is the number of data points in the jth tied group. The
statistic 5 is approximately normal distributed provided that
the following Z-transformation is employed:
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S_l, if §>0,
z=10, if s=0, (4)
SHL i s>o0.

The statistic S is closely related to Kendall’s 7 as given
by:

T:% )
where
D= ln(n—l)—lzp:t-(f-—l)]% l”("—l)% (©)
2 Y= 2

The resulting Vodafone data set is in the time period from
June 1, 2017 to August 31, 2017. For the convenience of
analysis, the authors used a 5-day time step. As a result, the
tool built a cube with a height of 19 bins (Fig.2).

Fig. 2. 3D visualization of space-time cube for western regions of Ukraine

VI. HOT SPOTS ANALYSIS

Tool Analysis of hot spots determines trends in the
cluster of density of points (calculations) or fields of sums in
a cube. The categories of cold and hot spots include the
following characteristics [21]: new, consistent, growing,
constant, declining, sporadic, and fluctuating historical

(Fig.3).

Fig. 3. Transformation of space-time cube for analysis through hot spots

Bin in the cube has the properties of position and time
recording in a three-dimensional structure, which is written
in the attributes LOCATION ID, time step ID, COUNT.
The same values of the spatial and temporal identifiers of the
bins can be associated with the corresponding rows and



columns of the cube, which allows to support calculations by
the individual segments of the cube. For each bin sum up the
value of the number of events.

The tool for analysis of hot spots determines the
variability in the input cube based on the application of the
mathematical calculator of Getis-Ord Gi statistics. This
calculation is made for each bin in the cube in relation to its
neighbors.

The Hot Spot method calculates a statistic for each event
in the data set. The final values of p (probability) and z-
estimates (standard deviations) indicate that in what region of
the space clustered events with high or low values [5]. The
method works by analyzing each event in the context of the
neighboring geography of events. To be a statistically
significant hot spot, the event must have a high value and be
surrounded by other approaches with also high values. The
local amount for the event and its neighbors is proportional to
the sum of all events; when the local amount is very different
from the expected local amount, and if this discrepancy is too
large to be the result of a random process, a statistically
significant z-score is obtained. Hot dots statistics uses the
formula:

G - Wi — X ) o1 Vi
i ., 5 n 2 ’ (7)
I’IZ Wi T (Z j=1 Wf,j)
S
n—1
T D (8)
n s
€]

where x; is the attributive value for the event j, w;, j is the
spatial weight between the events i and j, n is the total
number of events, X is the mean of the arithmetic values of
the course, S is the dispersion.

The statistical value G; gives each object in the set its
own z-score. If the z-score has a positive value, then the
probability of the intensity of the clustering of hot spots
increases, which is proportional to the size of the positive
estimate. Negative z-values are directly proportional to the
intensity of clustering of low values and correspond to cold
points.

Output objects are added to the Table of Contents and
represent a summary of the spatial-temporal analysis for all
the analyzed locations. In addition to creating a class of
Output objects, the summary analysis results are recorded in
the Results window (Fig.4).

VII. LOCAL OUTLIER ANALYSIS

The analysis tools group includes the Local Outlier
Analysis tool, which allows you to identify significant
statistical data in both space and time. To determine
statistically significant data outiers, the Anselin Local Moran
I statistical is used statistic option, which calculates the value
of each bin relative to its neighbors.
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Fig. 4. Map occurrence of hot spots, resulting space-time analysis cube

The cluster analysis tool divides bins and sets of objects
in the category of cluster allocation with high and low trend
values. In this process, statistical outiers in spatial data are
also determined. Based on the calculation of z and p values
of Anselin Local Moran I statistics, each time series receives
the coded value of belonging to a particular cluster with the
corresponding statistical value. The local Moran’s I statistic
of spatial association is given as:

x,_i n —
I, = I Z w,,(x; —X)

i J=Lj=i

(10)

where x, is an attribute for feature i, X is the mean of the
corresponding attribute w;, ; is the spatial weight between

feature i and j, and:

S (x, - X)?

§2 = oL (11)
' n—1
with 7 equating to the total number of features.
The z, -score for the statistics are computed as:
1, —E[I]
T T (12)
V]
where:
11— ™ (13)
' n—1
V1= E[I’]-E[LT (14)

The presence of positive evaluations for I is a certificate that
is adjacent to objects with similar values that may be part of a
cluster. Negative values indicate the difference between the
estimates of the object and its neighbors. In all cases, the
value of p for the object must be small so that the cluster is
determined to be statistically significant.

To determine the belonging of the bin to the clusters, the
rules of the conceptualization of spatial relationships are first
defined, which determine the belonging of the bin to one of
the clusters. Further, the values of bins are estimated in
proximity to the center of the cluster.



Bins with high values of local emissions contain abnormal
changes in the behavior of users, which may have a different
nature both positive and negative. Together with the use of
classifiers and social news dissemination channels, they can
be identified and transmitted to relevant government agencies
and services.

Fig. 5. The map of local outlier, created as a result of the analysis of the
space-time cube

VIII. CONCLUSIONS

The toolkit for building a spatial-temporal cube provides
a convenient visual interface for data mining of big data. The
use of the spatial-temporal cube is practically possible in
virtually all areas where it is necessary to analyze the
behavior of objects and events occurring with the change of
location in space and time.

An example of the use of spatial-temporal analysis of
data for events in mobile networks, for example, of the
Vodafon network, makes it possible to use the data more
effectively, primarily for security purposes, which will be
useful to governmental organizations for the rapid detection
or prevention of dangerous situations (such as terrorism,
extraordinary events, catastrophes, etc.). In the future, using
the spatial-temporal cube based on the data of mobile
operators, it is possible to analyze the statistical emissions in
the activity of subscribers in calls or connecting people to the
Internet with an anchorage of a certain territory, which will
allow to identify certain anomalies and respond accordingly.
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Abstract—We demonstrate how analysis of co-clustering in
bipartite networks may be used as a bridge to connect, compare
and complement clustering results about community structure in
two different spaces: single-mode bipartite network projections.
As a case study we consider scientific knowledge, which is
represented as a complex bipartite network of articles and related
concepts. Connecting clusters of articles and clusters of concepts
via article-to-concept bipartite co-clustering, we demonstrate how
concept features (e.g. subject classes) may be inferred from the
article ones.

Index Terms—Dbipartite network, knowledge graph, clustering,
modularity, one-mode projections

I. INTRODUCTION

Among different types of systems one may distinguish a
special class of complex systems [1]. Such systems consist
of many interacting parts and these interaction patterns may
result in a new level of organization in the entire system —
emergent phenomena, which appear as a result of bottom-up
local interactions rather than a centralized top-down control,
see e.g. [2]. Consequently, such decentralized system may
behave as a new organism; its behaviour differs significantly
from the behaviour of its constituents and is rather governed
by connectivity patterns between these parts, which often
exhibit quite complex properties and form a complex network
topology [3], [4].

The systems that belong to a class of complex systems
may be observed in different environments and include both
natural and social phenomena. Examples are formations in
flock of birds or school of fishes, evacuation of crowds,
opinion formation in society, financial markets and formation
of financial bubbles. In order to understand, to model or to
investigate the scenarios of behaviour for such systems one
may need to analyze the underlying network topology. This
include two-step procedure: i) to represent the system as a
network or a graph, i.e. a collection of nodes connected by
links, and ii) to perform analysis of the corresponding network
topology.

The structure of the underlying network may be often
expressed as a bipartite graph (or even more complicated),
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see e.g. [4]. Such networks has two types of nodes. The links
connect the nodes of different types and mean the existence
of some kind of relations between them. One may think of
scientific publications and authors [5], public transport routes
and serviced stations [6], foods and their ingredients [7], etc.
However, these networks are often simplified to one mode
projections, e.g. scientific publications connected to each other
if they have an author in common, or co-authorship network
of researchers. Then these projections are investigated using
some tools. For instance community detection or clustering
approaches [8] may be used to extract groups or modules in
such systems.

One of the goals of this paper is to demonstrate how one-
mode projections of the bipartite network may give us different
insight into the whole system and how the three representa-
tions (two one-mode projections and the bipartite one) may
organically supplement one another via clustering analysis.
As a case study we will use scientific publication records
of manuscripts in a physics domain and extracted concepts
[9]. Besides an obvious demonstration of how bipartite graphs
and their projection may be used to extract clustering struc-
ture within a system, our article answers a general question
concerning organization of scientific knowledge. The rest of
the paper is organized as follows: in Section II we describe
two alternative ways to define scientific knowledge. Section III
describes the way the data have been collected, followed by a
brief overview of the dataset. In Section IV we show different
ways how to represent data set as a network. In Section V we
present clustering analysis of these networks and summarize
the results in Section VI.

II. KNOWLEDGE: ALTERNATIVE APPROACHES

There is no strict and unique mathematical formalization
of scientific knowledge. Let us assume that each original
scientific publication produces a new piece of knowledge.
These pieces of knowledge do not “live” in isolation, but
are connected to the other pieces. They may be connected
to existing pieces of knowledge by citation links. Thus, one



arrives at a simplified view of the knowledge as a citation
graph [10]. The nodes of such graphs correspond to scien-
tific publications and chronologically directed links indicate
citation links between papers. Besides citation graph one
may consider other types of relationships between scientific
publications, e.g. content or author-based similarity metrics,
see e.g. [11]. Alternative view of the knowledge (and its
constituents) assumes that scientific publications consist of the
pieces of knowledge rather than represent such pieces them-
selves. Here scientific ideas may be considered as constituents
of knowledge, which may be represented by concepts in
scientific publications. Each publication may contain a number
of concepts. Examples of scientific concepts in physics do-
main of science include Center of mass, Momenta of
inertia, Conservation of energy, etc. Once a new
concept appears in a scientific communication, it is assumed
that the (scope of) existing knowledge has been extended, see
e.g. [12]. To use this approach, scientific concepts have to be
extracted from the bodies of scientific publications. In the next
chapter we describe the process of such concept extraction.

ITI. DATA AND EXPLORATORY ANALYSIS

It is possible to obtain basic or generic set of concepts in
scientific domain, but it is much more complicated to get
a comprehensive vocabulary of concepts even in a single
domain of science due to the following reasons: i) constant
evolution of concepts due to the development of scientific
knowledge, and ii) fragmentation of science. It is natural to
assume that a comprehensive vocabulary of scientific con-
cepts may be possessed only by active scientist, and only
in the field of his or her research. In order to create up-
to-date vocabulary (ontology) of scientific concepts it may
be required to combine computational capabilities with the
efforts of researchers from different domains and regularly (if
needed) upgrade it. With this purpose in mind ScienceWISE
(SW) platform has been deployed [13], [14]. This platform
was designed to allow scientists to navigate over scientific
literature, using scientific concepts as “labels” (or “tags™) for
navigation. Initial vocabulary of concepts has been obtained
using a semi-automated import from science-oriented ontolo-
gies and online encyclopedia [13]. Afterwards the users of
SW were allowed to edit ontology to make navigation more
reliable. For instance if a user observes that some concept
(e.g. bipartite network) is missed, and the concept will
help to navigate over the literature, he or she may add the
concept to the vocabulary. Once a new concept is added to
the vocabulary, all the articles have to be re-scanned in order
to upgrade concept list for each paper.

Below we investigate the structure of concept-related net-
works of scientific knowledge. A primary source of literature
for SW platform is arXiv e-print repository of manuscript
[15], which allows for the full-text access to all manuscripts
even before they are officially published.

Here we use scientific concepts extracted from research
publications (arXiv preprints) using the SW platform. These
concepts have been previously investigated in [9], [14], [16].
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Here we are interested in investigation of the static picture of
concept (knowledge) network, thus we restrict ourselves to a
single year, namely 2013. Another reason is that some struc-
tural properties of the corresponding network of publications
(on the same data sets) have been investigated in [9]. Here
we again restrict our analysis to the manuscripts to which a
single category has been attached by the authors. It is worth to
mention that during manuscript submission process to arXiv
the authors are required to classify their manuscript, i.e.
assign it to at least one subject class in arXiv classification
scheme. This classification scheme consists of thirteen subject
classes, which include in particular astrophysics (ast ro—ph),
condensed matter physics (cond-mat), four classes of high
energy physics (hep—-ph, hep-ex, hep-lat and hep-th),
two classes of nuclear physics (nucl-th and nucl-ex),
general relativity and quantum cosmology (gr—gc), physics
(physics), quantum physics (quant-ph), nonlinear sci-
ences (nlin) and mathematical physics (math-ph).

The subject of our analysis was a collection of manuscripts
submitted during the year 2013 that accounts for 36386
articles. These articles contain 12200 unique concepts in com-
mon. 347 of these concepts have an expert given generic
label, which means that the concept has a generic mean-
ing in physics. Examples include Energy or Field. Each
manuscript contains on average 37 unique non-generic con-
cepts with significant differences among the articles: the
number of identified concept within an article varies between
1 and ~ 400. A brief summary of the data set properties is
shown in Table 1.

TABLE I
BASIC CHARACTERISTICS OF THE DATASET: TOTAL NUMBER OF
MANUSCRIPTS (/N), TOTAL NUMBER OF IDENTIFIED CONCEPTS (V') AND
THE NUMBER OF GENERIC ONES (Vgen) AMONG THEM; (k) STANDS FOR
THE AVERAGE NUMBER OF NON-GENERIC CONCEPTS IN AN ARTICLE.

(k)
37

N
36386

Vv
12200

Vgen
347

arxivPhys2013

IV. NETWORK REPRESENTATIONS

As a basic network representation of the publication system
we consider bipartite network. Here manuscripts and the
identified concepts are mapped into two types of network
nodes. A link connects an article-node and a concept-node
if the corresponding concept has been identified within the
text of the article. The corresponding representation is shown
in Fig. 1a.

There are two possible one-mode projections of this bi-
partite network. Considering only concept-nodes and linking
each pair of these nodes that co-occurred in (at least once) the
same publication, we arrive at the projection to the concept
space, see Fig. 1b. For simplicity all links are assumed to
have the same (unit) weight.

Alternatively, one may build a supplementing projection to
the article space. Here two article-nodes are connected
to each other if they use at least one concept in common.



Fig. 1. Examples of network representations for scientific publication system.
Panel a): unweighted bipartite representation that contains two types of nodes:
articles (squares) and concepts (circles) and the links connecting the nodes
of distinct types. Two other panels represents one-mode projections of the
bipartite network. Panel b): concept network that consists only of concept-
nodes; two nodes are connected in the corresponding concepts co-occurred
together at least in one publication. Panel c¢): the nodes of the network
represent scientific articles and two article-nodes are connected if they used
the same terminology (they have at least one concept in common). This
network may be also called content (concept) coupling network
in analogy to the bibliographic coupling network.

Since such networks are extremely dense (there are over 50%
of all possible links in a network), a weighted networks
configuration is considered here. Firstly we represent each
article ¢ as a vector a; in a multi-dimensional space, where
each dimension corresponds to each of V — Vg, unique
concept. A weight w;; of a link between articles ¢ and j is
defined as a cosine between the corresponding article vectors:

ey

To account for the heterogeneity in the widespread of concepts,
each concept is weighted according to its 1df factor:

w;; = cos(d;, dj).

N
idf(c) = log N 2)

where N, is the number of articles in collection that contain
concept c. Thus, defining a; such that

idf(c),
0,

ifceq
otherwise

3)

i,c —
we take into account that the usage of a common widespread

concept affects the similarity score between two articles less
than the usage of a more specific one.

V. MODULAR STRUCTURE

Once the networks are generated, let us investigate their
community structure. In order to identify clusters in a network,
modularity [17] optimization approach has been applied, with
the Barber’s modification [18] for bipartite networks. To
maximize modularity, greedy optimization Louvain algorithm
[19] has been applied. Due to its stochastic nature, which
results in a local rather than global maximum at each run, we
performed 100 runs on unipartite networks and 1000 runs on
a bipartite network. Then a single partition for each network
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with the highest value of modularity has been chosen. Note
that the clusters of one-mode projections consist of the nodes
of a single type only, while the cluster of a bipartite network,
in general, consists of both article nodes and concept-nodes.
The scores of the highest modularity M (Mg for bipartite
network) obtained:

e Bipartite network: My = 0.453262

e Concept network: M = 0.245219

e Article network: M = 0.329519
In what follows below we consider only the clusters that have
more than one node (unipartite networks) or more than two
nodes (bipartite network).

Previously [9] the clusters of scientific manuscripts have
been compared to their expert made classification, both for
bipartite network and its projection to article space. Since
each cluster of a bipartite partition consists of a set of articles
and concepts, a subset from each cluster, namely the articles
that fall into this cluster, have been considered. The results
demonstrated: i) similarity between the obtained clusters and
author made classification, and ii) some discrepancies between
the two. The detailed analysis showed us that some of these
discrepancies have underlying reasons behind, indicating both
historical classification reasons and methodological similarity
between rather unrelated domains. It appeared [9] that the
bipartite network contained six clusters and the article-to-
article one contained four clusters, which provided rather
similar results.

In the present research we extend the analysis of Ref. [9] by
adding the concept dimension: instead of ignoring the concepts
that fall within each bipartite cluster we take them into account
and use the bipartite combined clusters as a bridge between
pure partitions of article and concept unipartite projection
partitions. To illustrate this let us mention that unlike articles,
scientific concepts lack expert made classification. So, we
cannot directly assign arXiv subject classes to the clusters
of concepts. This, however, may be done using combined
(consisting of concepts and articles) partitions of bipaprtite
clusters, as illustrated in Fig. 2.

Fig. 2 displays a brief description of the optimal partitions in
bipartite network and its both projections together with some
relations. Beside six clusters of the bipartite network optimal
partition, and four ones of the article-to-article network, the
optimal partition of the concept network consists of three
clusters. Let us first consider the first two clusters of bipartite
networks (shown at the top of Fig. 2). The articles that
belong to these clusters are dominated by high energy physics
(hep-) categories. The main difference between these two
clusters is that the first one is rather focussed on experimental
observations, while the second cluster is more about theoretical
approaches to the problem, for details see [9]. In the unipartite
projection to the article space these two clusters rather form
a single one (at the top), which we may call article:hep.
Moreover there is quite good correspondence between these
clusters: 97% of articles of article:hep cluster belong to
either of the two clusters of the bipartite partition. On the other
hand, there is a good correspondence between these clusters
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Fig. 2. Clusters of concept network (left hand side, ovals), bipartite network
(center) and a article network (right hand side, rectangles). The number in an
ovals gives the number of concepts in the cluster, the number in a rectangle
gives the number of articles in the cluster. A pair of numbers in a bipartite
network gives the number of concepts and the number of articles in each
cluster of a bipartite network. A category code next to each article cluster
denotes the category to which most of the articles of the cluster belong.
Percentage near each cluster of an article or a concept network show the
fraction of nodes in the cluster that belongs to a linked cluster(s) of the
bipartite network.

and the top cluster (Fig. 2) of a unipartite projection to concept
space: 94% of all concepts that fall into this cluster belong to
the considered clusters of bipartite partition. Thus, we call
this cluster as concept:hep. These are the concepts that
has dominant usage in high energy physics research.

Similar picture may be observed for astro-ph subject
class. 89% of nodes of the second cluster in article space
belong either to the third or to the fourth cluster in bipartite
space, and again the concepts of the latter clusters form 90% of
all concepts belonging to the second cluster in concept space.
Thus, as a good approximation, the concepts belonging to this
cluster may be labeled as concept :astro-ph ones.

The situation with cond-mat and quant-ph subject
classes is different. While they form rather separated clusters
in article space, the concepts used in these subject classes
fall into a single cluster. These observations hint that be-
sides considering different objects and on different scales
the methodology behind these subject classes may overlap
significantly.

VI. CONCLUSIONS

The structure of many complex systems can be expressed
in terms of the underlying bipartite network, which connects
different types of components. Investigation of such systems
is often done considering one mode projections of these
separately. Examples include co-authorship network of paper-
to-author bipartite graph [20], etc. To find patterns in such
networks one may apply a variety of tools including clustering
algorithm to identify groups of tightly related items in a
system. Here we show how co-clustering of bipartite network
may be used as a bridge to connect and complement clustering
results in two different projections. Considering scientific
publications in physics domain and a set of extracted concepts

from their texts, we build bipartite article-to-concept networks
and made its both one mode projections. We show how the
information about one part of the system may add value to
the other one. In the considered case publications possess the
author made classification according to arXiv subject classes,
however scientific concepts lack such classification. By com-
paring such concepts we were able to assign such classes to
the concepts. Moreover such approach allows us to compare
groups of completely different objects: articles and concepts.
We see a hint that two different subject classes, cont-mat
and quant-ph, even though being well distinguishable in
terms of scientific publications, use terminology (concepts),
which is quite similar.
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Abstract—In this paper the authors analyze the effectiveness of
parallel graphics processing unit (GPU) realizations of discrete
wavelet transform (DWT) using lattice structure and matrix-
based approach. Experimental verification shows that, in general,
for smaller input vector sizes along with the larger filter lengths
DWT computation based on the direct approach with the use
of the direct matrix multiplication significantly f aster t han the
application of the lattice structure factorization while for large
vector sizes the lattice structure becomes more effective. The
detailed results define boundaries of performance for both imple-
mentations and determine the most advantageous situations in
which one might use a given approach. The results also include
comparative analysis of time efficiency of the presented methods
for two different GPU architectures. The presented effectiveness
characteristics of the considered realizations of the two selected
DWT computation methods allows for making the proper choice
of the particular method in future applications depending on
input data sizes, filter lengths and underlying G PU architecture.

Index Terms—discrete wavelet transform, graphics processing
units, lattice structure, massively parallel computations, time
effectiveness, data mining and processing

I. INTRODUCTION

Discrete wavelet transforms (DWTs) are important com-
putational tools used in many areas of data processing such
as image and video processing [1], [2], image watermarking,
e.g. [3], analysis and clustering of high dimensional data
[4], [5], data mining [6], and many other important data
processing and analysis tasks, e.g [7], [8]. This makes the
research on improvement of the algorithms of the wavelet
transform calculation very intense in recent years, see e.g.
[9], [10], especially with the growing popularity of graphics
processing units (GPUs) computations, for which massively
parallel algorithms have been constructed, c.f. [11]. Although
the subject of GPU realizations of various computational tasks
has become common in recent years, a large part of the
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analyzes focus on comparing the performance of CPU and
GPU processors’ implementations of the considered methods
(see e.g. [12]) while at least as much an important issue is
an analysis of the performance of different algorithms suited
for massively parallel realizations solving the same computa-
tional problem with the use of GPUs. Optimal task defragmen-
tation aiming for the maximum utilization of computational
and resource potential of given GPU architecture seems an
interesting direction of research, c.f. [13], [14] and [15]. As
shown by earlier studies, e.g. [14], various parallel GPU im-
plementations the same computational task involving discrete
linear transforms can have very diverse time efficiencies.

In this article the authors compare time efficiency of two
DWT calculation algorithms aimed at GPU realizations, name-
ly, the DWT computation algorithm utilizing the lattice struc-
ture, (see [9]), and a direct matrix-based approach DWT
computation, (c.f. [16]). Both algorithms have been refined
for attaining maximum time efficiency when executed on
GPUs. Our goal was to verify whether the fast algorithms that
reduce computational complexity of DWT computation turn
out to be actually more time-efficient on massively parallel
systems in comparison to direct modulation matrix approach,
and, possibly, determine the division boundary between both
approaches with respect to various DWT input data sizes and
different filter lengths.

II. GPUS’ ARCHITECTURES AND EXECUTION MODEL

In this section we’ll briefly discuss modern GPUs’ architec-
tures and kernel execution models on the example of CUDA
(Compute Unified Device Architecture) proposed by NVIDIA
Corporation, see [15]. The GPU architecture is built around a
scalable array of Streaming Multiprocessors, so called SMs.
Fig. 1 shows a simplified scheme of GPUs’ architecture.
Each SM consists of a large number (at least 32 starting



with Fermi microarchitecture) of cores (small rectangles inside
SMs in Fig. 1). A set of 32 CUDA cores (on most of the
GPU architectures) share a single instruction pipeline capable
of issuing and executing a single thread instruction on 32
arithmetic-logic units (ALUs) performing integer, floating-
point and logic operations in a fully concurrent fashion, each
on its own data. Such execution organization causes the threads
to be arranged into groups called warps containing 32 threads
each, which constitute the smallest portions of concurrently
executing computation processes at a given moment of time.

| Host Interface |
1 smz 1 sm2 ]
s | Shared | | Shared | g
§ oooo oooog E
oooo||, ||oooo
oooo||g||oooo
— |oooo||(g|(oooo|—
oooo||s||oooo
s|/oooo oooo||e
g|(oooo oooo||g
ofloooo oooo||=
[ re ] G
| TEX MEM | | CONST MEM |

Fig. 1. Simplified scheme of modern GPUs’ architecture

Although all threads in a warp execute the same instruction at
the given moment of time, each thread has its own instruction
counter and register state and can be treated individually. If
some of the threads of a warp branch, the warp would serially
execute each branch path, disabling the threads that do not
take that path. Such execution model is referred to as a Single
Instruction Multiple Thread (SIMT) architecture, see [15].
When a kernel, i.e. the set of all threads to be executed on
the GPU, is launched the user provides the GPU’s host inter-
face with the compiled thread code, a number of blocks into
which threads are partitioned and a number of threads present
in a single block. Blocks are then scheduled evenly between
GPU’s SMs for execution. Once a block is scheduled to a par-
ticular SM it resides there until its execution completes. Fig.
2 shows a logical structure of the kernel’s execution process.

Kernel

sm1 WARP R

| Thread 0 | |Thread 15|

Thread 1| |[Thread 17
Thread 2 | [Thread 18

| Thread 3 | |Thread 19|

Thread 15| |Thread 31
BLOCK P

[wareo | [ ware1 || ware2 |[ ware3 | [ warea | [ wares H warea |

ing 0
[Brocko] [ Brock1 ]

ing 1
[Brock2 ] [ Brock3 |

sm2

ing 0
[Brock 4] [ Brockss |

1
[Brocks | [ Brock 7

Fig. 2. Simplified logical structure of the kernel’s execution process

The number of active warps, i.e. the warps which are concur-
rently executing on a given SM at a given time instance, is
limited by the SM resources. Resources include registers and
shared memory (thread’s local variables and shared variables)
which are used by a single thread and, consequently, by a
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single warp (c.f. register file (RF) and Shared symbols present
in Figure 1). E.g. the SM’s register file size for CUDA devices
with compute capability 2.1 is equal to 32768 32-bit floating-
point registers and it determines the maximum number of
warps which can be concurrently executed on a single SM.
Maximum number of concurrent SM warps is also limited by
the SM’s hardware limits, e.g. for CUDA architecture compute
capability 2.1 maximum number of active blocks is 8 and
maximum number of active warps equals to 48, which amounts
to maximum possible number of concurrent threads running
on a single SM to be equal to 1536 concurrent threads. When
the number of warps scheduled to a single SM exceeds those
limits the remaining warps are rescheduled in even portions
for serial execution (c.f. Rescheduling boxes in Fig. 2).

In light of the above considerations the overall execution
time for a selected computational method depends in particular
on the number of sequential instructions present in the threads’
code and on the chosen threads’ partitioning to blocks what
determines the level of SM occupancy. This, on the other
hand, determines the ability of a computational process to hide
latency of memory operations and to minimize the number of
serial warp reschedulings. One has also take into account the
number of serial kernel executions needed for data synchro-
nization since this also might take the considerable amount
of the overall execution time. All those factors considerably
influence the execution time of a considered computational
method and have to be jointly taken into consideration when
comparing selected approaches to GPU implementations of the
chosen computational task, c.f [15] or [18].

III. MATRIX-BASED REALIZATION OF DWT

This section describes the practical implementation of a
discrete wavelet transform in a matrix-based approach. Such
implementation in the confrontation with the approach based
on lattice structures (described in Section IV) will allow for
experimental verification of the thesis that algorithms that have
lower computational complexity in the sequential approach
do not have to be characterized by higher computational
efficiency in the case of GPU accelerated mass-parallel cal-
culations.

The elementary way to calculate any linear transformation,
in this case a DWT, is an algebraic approach based on matrix
multiplication by the vector of the input signal samples. We
can then describe such an operation in matrix form as:

y = Ax,

where x is a N-element vector of the input signal, y is N-
element vector representing the input signal in the dilation
and translation domain of DWT, while A is a square N on
N element matrix that performs the filtration operation of the
input signal. It is well known that a discrete wavelet transform
can be implemented as an analysis stage of two-channel bank
of filters with finite impulse responses (see [8]). Then, both
filters of an analysis stage, i.e. filters h and g with a number of
K coefficients each, which are additionally bound by a perfect
reconstruction condition (PR) (see [7]), are at the same time



the elements of DWT filters used in the process of convolution
based filtration of input signal. It should be noted that the
results of such filtration are subject to a process of decimation
by a factor of 2, what results in lack of redundant data at the
output of an analysis stage. Further on by assuming the cyclic
rotation of input signal as a boundary condition, the filtration
matrix A takes the following form:

[ hx v . hi  he 0 0 0 0 ]
gK—1 .- g1 go 0 0 0 0
0 hr_—1 ... hi1 ho 0 0
A= 0 gkx-1 g1 go 0 0
hk_3 h1 ho 0 hx—1 hig_2
|l 9x-3 g1 go O 9K-1 9gK-2 |

It is easy to verify that such a matrix consists of many values
equal to zero, which have no effect on the final result of
the calculations. It is natural then to omit such elements in
the computational process, which may result in a significant
reduction in the number of calculations. In practice, filter
lengths are significantly shorter than the size of the input data,
which makes the following relationship K < N true. Thus,
from the point of view of the number of calculations, the
multiplication by A matrix of such form would be equivalent
to multiplying the rectangular tall matrix with size of N on
K elements by a K-element vector. According to the results
presented in paper [13] for such type of matrices the most
efficient mass-parallel implementation is the one, in which
a number of N parallel threads is executed, and each of
them in a sequential manner performs K multiplication and
K — 1 additions making up a dot product of two vectors.
Of course, the resulting value must be written in the output
array in the place corresponding with the thread’s coordinates
within the grid of blocks. Bringing up other results from the
same paper (see [13]), the implementation which is slightly
worse, is the one in which every parallel thread processes two
vectors in a sequential way. In such case, there is no problem
with the filter selections, i.e. h and g for even and odd rows
respectively, which is a definite advantage, but the number
of parallel calculations performed is twice as small. Other
investigated approaches that, e.g. do not need synchronization
of calculations, take advantage of atomicAdd() function, or
apply many threads to calculations within one row, were
clearly slower. Taking it into consideration, in this paper, the
authors decided to use the "one thread per row" approach,
which is also the standard and the simplest approach to the
task of matrix by vector multiplication (see Fig. 3). Additional
parameters of kernel function from Fig. 3 are: input vector
array idt, output vector array odt and filter coefficients cof
(stored in the same array for both i and g filters).

IV. APPROACH BASED ON LATTICE STRUCTURES

The lattice structures are an effective tool for practical
implementations of two-channel banks of finite impulse
response filters [7]. In turn, two-channel banks of filters allow
for practical realizations of discrete wavelet transforms (DWT)
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(see [8]). This means that also wavelet transformations can be

void matrix (int K,int N, floatxidt, float=+odt, floatxcof)
{
float v
int id, kl,k2;
id=blockIdx .xxblockDim.x+threadldx .x;
v=0.0f;
k1=2x%(id/2);
k2=(id\%2)=K;
for(int i=0;i<K;i++)
{
v=v+idt [kl ]xcof[k2];
kl=(kl+1)\%N;
k2=k2+1;

i)dt [id]=v;
}
Fig. 3. Kernel function implementing a matrix-based calculation of DWT.
effectively calculated with use of lattice structures. It should be
noted that the computational complexity of the direct approach
to calculation of DWT, i.e. the one based on a matrix mul-
tiplication, requires £3A7 = NK and £YAL = N(K — 1)
multiplications and additions respectively, where K — 1 is the
order of filters, and NN is the size of wavelet transformation.
This number can be significantly reduced during the lattice
structure factorization process. The mentioned factorization
takes advantages of the dependencies between the filters of
both banks, which are the inherent consequence of the perfect
reconstruction condition imposed on the banks of filters (cf.
[7]). The resulting lattice structures allow for calculation of

wavelet transforms with the numbers of £/}, = 1N (K +2)

multiplications and £547, =  NK additions. Such a number
of operations is almost twice smaller than the number of
calculations required by the matrix-based approach.

Although lattice structures have been designed for hardware
realizations of the banks of filters in a pipelined mode, it is
still possible to construct on the basis of similar factorization
the graph structures which are appropriate for mass-parallel
calculations (see [9], [11]). In Fig. 4 we show an exemplary
lattice structure for filters with length K = 6 and transform
size of N = 8 points. It can be seen that the lattice structure for
calculation of DWT requires a number of K /2 + 1 sequential
steps (even K is assumed). The calculations within the first
K /2 stages are described by base operations I'; ; (marked with
’e’) of the general form:

_ |1 s
]-—‘z,J - |:tl7] 1 :| b

where s; ;, t; ; are the free parameters whose values are deter-
mined during the factorization process, i = 0,1,...,K/2—1
and j =0,1,...,N/2—1 .1t should be noted that a single I;
operation requires 2 multiplications and 2 additions. The last
stage consists of sole multiplications (described symbolically
by '»’) by the scaling factors in the number of N/2, i.e.
by 7; for i = 0,1,...,N/2 — 1. At the output, we obtain a
representation of the input signal x(n) forn =0,1,..., N—1
in two frequency bands: (a) low-frequencies represented by
yo(k), (b) high-frequencies represented by y; (k) outputs for
k=0,1,...,N/2 - 1.

The typical parallel realization of the lattice structure of the
form depicted in Fig. 4, assumes the calculation of subsequent



z(0)
x(1)
=(2) + y0(0)
z(3) - y1(0)
x(4) + yo (1)
z(5) - y1(1)
z(6) . yo(2)
@(7)

+ y1(2)

+ Y0 (3)

+ y1(3)
Fig. 4. Lattice structure for N = 8 point DWT with filters of length K = 6.

I'; ; operators, as well as the pairs of neighbouring scaling
multiplications in the last stage, to be performed in separate
threads. Of course, calculations in subsequent stages must be
also synchronized with use of global synchronization barriers.
It gives a total number of N/2 computational threads. In
Fig. 5, we present the CUDA kernel function used as the
implementation of a single stage of a lattice structure. A
parameter ¢, where % 0,1,...,K/2, represents an index
of a specific stage, L = K/2, and data and params arrays
(allocated in the global DRAM memory of a GPU device)
hold processed data and the values of s; ; and ¢; ; parameters
respectively. The global synchronization required between
stages is realized on a host computer throughout subsequent
kernel calls.

void lattice (int i,
{
float t, s, a, b;
unsigned int kO, kI, k2;
k1=2#(threadldx .x+blockDim.xxblockIdx .x)+(i%2);
k2=(k1+1)%N;
k0=2x1i;
s=params [k0+0];
t=params [kO+1];
a=data[kl];
b=data[k2];
if (i<L)
{
data[kl]=a+sx*b;
data[k2]=t=xa+b;
}
else
{
data[kl]=s=a;
data[k2]=t=b;
}
}

int L,int N, float=data, floatxparams)

Fig. 5. Kernel function implementing a single stage of a lattice structure.

The inverse discrete wavelet transformation (IDWT) can
be calculated with use of the analogous structure (see Fig.
4) obtained by reversing the order of lattice stages and by
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input vector size [2x]
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Fig. 6. Comparison of computing time for Matrix and Lattice DWT with
filter size: 10 on CUDA architecture - 5.0 Maxwell.

Lo fime [ms]

0.1

Matrix DWT (Filter: 20)

Lattice DWT (Filter: 20)

input vector size [2x]
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Fig. 7. Comparison of computing time for Matrix and Lattice DWT with
filter size: 20 on CUDA architecture - 5.0 Maxwell.

inverting all base operations (cf. [9], [11]).

Another effective approach to calculation of wavelet trans-
forms, in particular biorthogonal transformations with sym-
metrical filters, is a lifting scheme [7]. It is well known that the
lifting structure can be converted to the lattice form (see [19]),
also including the one identical to that of Fig. 4. However,
these considerations go beyond the scope of this paper and
will be the basis for future research.

V. EXPERIMENTAL RESEARCH

In this section experimental research will be presented and
discussed in detail. All of experimental results shown below
were selected and averaged from many sample runs involving
various CUDA devices and architectures. All implementations
were made with the use of the NVIDIA CUDA 9.1 Toolkit. In
the presented research, portable and stationary computational
devices were used. Time measurements were made with the
use of methods provided by CUDA API that ensure precise-
ness and the reported times were sampled directly on the GPUs
(except for kernel function call times). The data transfer times
from host to device and vice-versa were not included in the
presented results. All implementations operated on artificially
prepared random data of single-precision floating-point type
samples.

After selection of the fastest matrix implementation of the
DWT, we started the comparison with the standard lattice im-
plementation. The results of this comparison for the Maxwell
5.0 architecture are presented in Fig’s 6-8, and for the Pascal
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input vector size [2x]
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Fig. 8. Comparison of computing time for Matrix and Lattice DWT with
filter size: 40 on CUDA architecture - 5.0 Maxwell.

1oo] fime [ms]

Matrix DWT (Filter: 10)’
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input vector size [2x]
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Fig. 9. Comparison of computing time for Matrix and Lattice DWT with
filter size: 10 on CUDA architecture - 6.0 Pascal.

6.0 architecture in Fig’s 9-11. Because the differences in
execution times were small, especially for larger data sets,
we’ve used logarithmic scale to present the execution times
results. The division into blocks and threads was made in such
a way that each single CUDA block consisted of half of the
maximum number of available threads, taking into account
the minimum of the DWT size and the maximum number
of threads per SM for a given architecture. Such approach
appeared to be definitely the most time effective one. For
input vectors greater than 20, the number of threads per
block was therefore 512, because the maximum possible value
is limited by the architecture of CUDA (the oldest of the
considered) up to 1024 threads per block. Figures 12 and 14
show the ratios of execution times of the lattice DWT to matrix

time [ms]

100

input vector size [2x]
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Fig. 10. Comparison of computing time for Matrix and Lattice DWT with
filter size: 20 on CUDA architecture - 6.0 Pascal.
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Loo] fime [ms]
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Lattice DWT (Filter: 40)

input vector size [2x]
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Fig. 11. Comparison of computing time for Matrix and Lattice DWT with
filter size: 40 on CUDA architecture - 6.0 Pascal.

DWT implementations for various data sizes and filter lengths.
Figures 13 and 15 show performance profitability boundaries
graphs of the two considered DWT computation methods with
regard to DWT input data sizes and filter lengths.It can be seen
that the differences between DWT lattice and matrix approach
are small for large data sizes, nevertheless for such sizes the
lattice approach is more time-effective. For data sizes up to
around 2'® samples the matrix-based approach is considerably
faster (even up to 8 to 10 times) compared to the lattice
structure-based one. Also it can be observed that the bigger
the filter size is the more time-effective the matrix-based
DWT computation approach becomes. As indicated in earlier
sections such results are consistent in terms of all aspects and
limitations of CUDA architecture which take place in each
of the considered implemantations. At last it’s worthwhile
noting that the limited time-efficiency of the lattice structure-
based approach of the DWT computation in comparison to
matrix-based one also is heavily influenced by the necessity of
performing global synchronization between subsequent stages
of its computational procedure, what is unnecessary in case of
the latter approach.

ratio (Lattice/Matrix)

Filter: 60 -

Filter: 40

T Rilter: 20 e

Filter: 10

. X
input vector size [2¥]
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Fig. 12. Lattice DWT to Matrix DWT ratio for chosen filter lengths on CUDA
architecture - 5.0 Maxwell.

VI. CONCLUSIONS

In this paper the authors analyze the effectiveness of parallel
graphics processing unit realizations of discrete wavelet trans-
form using lattice structure and matrix-based approaches. Ex-
perimental verification backed up with GPU architectural con-
siderations has shown that lattice structure DWT computation



input vector size [2x]

DWT LATTICE

710
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Fig. 13. Performance of matrix and lattice DWT algorithm on CUDA
architecture - 5.0 Maxwell.

has a slight time-effectiveness advantage over matrix-based
approach for processing and analysis of large data sizes and
therefore would be worthwhile consideration for utilization
in big data mining and/or processing tasks. However, matrix
based approach is structurally simpler and outperforms signif-
icantly the lattice structure when one considers smaller data
sizes along with larger filter lengths. Based on the presented
results one may choose the proper of the two approaches.

ratio (Lattice/Matrix)

Filter: 60
6 Fiter: i0
5
4 Filler: 307
3 Filter: 40 .

input vector size [2x]
22 23 24

20 21

Fig. 14. Lattice DWT to Matrix DWT ratio for chosen filter lengths on CUDA
architecture - 6.0 Pascal.

input vector size [2x]
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Fig. 15. Performance of matrix and lattice DWT algorithm on CUDA
architecture - 6.0 Pascal.
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Abstract— 10T devices and platforms are a fast growing
market. One can mention a number of businesses relying on
easy opportunity to build real-time monitoring systems using
modern software and IoT hardware solutions. However, the
growth has revealed a number of complex problems. Many
problems are in area of data processing and storing huge
volumes of information. Due to wide use of different kinds of
sensors, and even a sets of sensors within each single device,
on one hand, practitioners discover unpleasant effects of data
losses caused by data packages losses or delays while its
transition from sensor to server. On the other hand, huge
volumes of data require to use some big data approaches and
many startup projects feel the problem of lack of resources.
Many of them feel lack of data storage facilities or become
unable to support huge data sets due to lack of finance. The
paper is focused to research the problem approximation for
incoming data stream to make it smaller the volume of data to
be stored but to keep it possible to be used. A few approaches
to use such data compression via its approximation are
discussed with application to IoT based real-time monitoring
system.

Keywords— data compression, approximation algorithm,
data stream processing, loT platform, big data

I. INTRODUCTION

A contemporary IT industry trends revealed many new
applications of data storages and an IoT became one of the
primary trends [1]. Both huge enterprises and small
businesses are now dependent from quality of data and
quality of data analytics [2]. Some new approaches to
understand data and the value of the data had appeared. The
industry stepped behind the relational databases and time
series has determined new approaches to store and process
data [3]. IoT technologies gave an opportunity to design
some new platforms for supporting business both with
surveillance tools and analytics software applications. This
research paper presents some discussion related to IoT bases
“real-time” monitoring systems. Common architecture of
such platforms are [4]:

e Device —aremote computer like Raspberry Pi or any
of its alternatives or some custom hardware device
that may include a set of sensors (business solution
may consist of a whole network of such devices).

e [nternet — any kind of Internet wireless connection
via Wi-Fi, GPRS, 3G/4G or anything else supplied
with mobile network (business solution may
combine different types of Internet service providers
to establish connection).

e Cloud— any popular IoT platform to store and
process big data.
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Adding some software solution to provide data analytics
to that IoT platform than it becomes a powerful business
tool supporting real-time monitoring. There is a number of
companies developing their own platforms or exploiting
powerful cloud services to provide their client with such
platform as a reliable business solution. Many researchers
and practitioners in area of data analysis declare statements
similar to [2]: “data accumulation can enable deeper insights
and help us to gain more experience and wisdom”. There are
many evidences of great performance of time series analysis
already and there is a number of solutions for time series
databases [3].

However, practical use of such system reveals some
serious problems. Many of these problems were predicted
earlier. For example, the problem of data uncertainty was
known, described and even has some categorization [5]. The
era of Big Data has just revealed the complexity of
problems, which came with those volume, variety and
velocity of big data. Recent researches denoted an
importance of data losses problem in monitoring systems [4]
and problems of storing big volumes of obsolete data in such
systems [6]. One may find some techniques to solve these
problems in an analytic manner [7-9]. Some techniques of
data clearing allows to aggregate data simultaneously [10],

[11].

Unfortunately, there are no common recipes yet in data
science to manage with big data sources of any kind. There
are some approaches and some of these approaches are well
developed, but in some particular cases, there appears the
specifics making it difficult or impossible to implement a
common solution. Current research can be considered as an
alternate or a supplement to those discussions presented in
[6]. Unlike to [6] it is offered here not to rely on clustering
or quantization, which is appropriate to process obsolete
data, but to use approximation as a reliable and a well-
developed technique of mathematics.

Generally, we still have the same problem of a large
number of devices each with a set of sensors generating
huge volume of data. The data from all the devices and all
the sensors come to a server (non-relational database).
Using these data for online monitoring system allows
making some assumptions to ease the solution of the
problems.

II. PREREQUISITES AND MEANS FOR SOLVING THE PROBLEM

Let’s define the primary task for the problem solution.
First, the aim of the research is to find a way to reduce the
number of values in the incoming data flow from the sensors
and not to lose the quality of understanding the scope.
Second, we’d like to keep some quantitative scope if



possible or to have it in some approximation. Third, we can
discuss the ability to recover original data in cases it is
necessary. Nevertheless, the last option only remains the
option yet.

The matter is, if we consider a real-time monitoring
system having a primary target to notify about some critical
issues, then it is of less interest to see what exactly normal
conditions was surveyed. This allows us to ignore many
aspects of value changes within some normal boundaries.

Two sub-problems can be solved simultaneously: 1) an
approximation to store values in a database, and 2)an
approximation to reduce data volume at the node (peripheral
device) or an approximation “on-the-fly” to form smaller
packages to be sent to a server. The first problem is rather
simple, if to consider only the task to remove the excessive
data (to remove less informative values). The second
problem is more difficult and requires some actions at the
node. The difficulty is that the node will decide about
necessity of the values gathered from sensors. This should
be made very carefully not to lose an important data.
Therefore, the circumstances can be very important to
understand whether to implement the approximation at the
node. While we have a monitoring system with less
analytics purpose, we can assume each node (peripheral
device) to gather the same data with respect to its location.
This means both problems can be solved successfully.

Now, we can define two key requirements for
constructing an appropriate algorithm:

e Simplicity — the algorithm should be easy to
implement and fast enough to be used “on-the-fly”.

e Reliability — the algorithm should give a reliable
approximation for a data set and hold the information
about any abnormal values.

A. Incoming data flow (stream)

Let’s assume the incoming sequence of values to be
f(t) with t as a time. Measurements are made with an equal
time lapse At = const. This means each next value f,
:= f(t,) is obtained after a fixed period t,,; = t, + At
andn = 0 ... 0. This allows considering values as a discrete
(Fig. 1). For the purpose of determinateness, the
renumbered values presented at Fig. 2. The curve of the
input sequence of values presented at Fig. 3. This curve is
similar to a signal and one can offer to use some techniques
of signal processing. There are many known methods of
signal processing and data compression applicable to
signals [12]. Unfortunately, we have no evidences of any
periodic behavior or repeatable oscillations to be confident
to implement those techniques of signal processing. For
example, many techniques rely on assumption about
definite periodicity in a signal and one of the hardest
situations is to use these techniques to process “white
noise”. Our “signal” is similar to “white noise”. There are
regular appearance of some unpredictable values from
sensors. Meanwhile each sensor has some “normal” range
of values. This means, there could be a senseless part of
values within that range, and some significant values outside
the range can be cut as an outliers.
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Fig. 1. Input sequence of discrete values (incoming data stream)—
measurements with equal intervals of time At
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Fig. 3. The curve of the input sequence of values (incoming “signal”)

B. Idea of the algorithm

All values in a data set can be divided into two sub-sets:
1) “maximums” and 2) “minimums”. The “maximums” are
the values greater than the previous ones. The “minimums”,
otherwise, are the values less than the previous ones. Both
the first and the last values in the data set can be marked
simultaneously as a “maximum” and a “minimum”. The
same simultaneous marking is possible with the
consequently equal values. However, this can be an option
for the case of equal values to have adequate presentation in
resulting approximation. If there were an oscillation
character observed, then it would be a rare situation. Thus,
the decision about marking the equal values to be made
according to necessity. The marking procedure result
presented at Fig. 4.

Next, the local extremums can be found within each sub-
set as shown at Fig. 5. Values number 1, 6, 18, 23, 25, and
27 are the local extremums among “maximums”. Values
number 1, 7, 15, 24, 26, and 27 are the local extremums
among “minimums”. Note, the first and the last values are
both marked as local extremums.

There can be two strategies to select local extremums:
1) a use of all extremums, 2) a use of selected extremums
only.
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Fig. 4. Split the whole set of values into 2 groups: “maximums” (red, top)
and “minimums” (blue, bottom)

/N Value

Fig. 5. Extremum selection within each of 2 groups: “maximums” (red,
top) and “minimums” (blue, bottom)

According to a strategy of selection of local extremums,
one can receive different kind of approximation. Fig. 6 and
Fig. 7 present respectively the implementation of first and
second strategy. The first one looks to be more accurate,
compared to the second one. Nevertheless, each strategy has
some advantages and disadvantages, while both give a
rough view to data set and a good “compression” or
“consolidation”. As it was asserted in [13] the
approximation via extremums allows to recover signal using
“bell-shaped impulse approximation”.

/N Value

Fig. 6. Approximation for all extremums: “maximums” (red, top) and
“minimums” (blue, bottom), approximation (green)

/N Value

Fig. 7. Approximation for selected extremums— ‘“maximums of

2,

maximums” and “minimums of minimums”: “maximums” (red, top) and
“minimums” (blue, bottom), approximation (green)

In cases of necessity of further recover of original
profile, the algorithm can be replaced to that in [13].
However, in circumstances described above for the purpose
of a monitoring system, one may gain great benefits from
data consolidation.

IITI. SOLUTION OF THE EXAMINED PROBLEM

Hence, for certainty, let’s choose an approximation by
extremum in the form of a selected extremums (this mean to

use “maximum of maximums and minimums of minimums”
according to those shown in Fig. 7). Now, we can consider
how this algorithm is formally defined and what are the
cases it can be used (implemented).

A. Peculiarities of implementation of approximation with
extremums

There are two cases of possible application for
consolidation of data: 1) aggregation of data already stored
in the database, and 2) data aggregation “on-the-fly”, which
can be performed at the node. Both are equivalent to the
problems we established initially.

One should note that the offered approach for the
algorithm is quite convenient. It requires simultaneously
only a few values of data for calculations. This yield the
calculations “on-the-fly” with just one previous f,,_; value
and one current f, value. It is also necessary to have a three
previous values to fix “maximums” (f3™%, f{"%, fo"*)
and a three previous values to fix “minimums”
(fJrin, fmin £min) having indexes 0, 1, and 2 to stand for
last, previous to the last and second previous values.

Another aspect is to have actual pair of values presenting
both the value and a timestamp. Sure, in case of fixed time
intervals At = const for the values measurement, there is
no need to fix the timestamp. Even in case of a time interval
or a “window”, just the initial time t, supplemented with
value order number is enough. However, when we disorder
the time series, we need to fix a timestamp for each value.
Anyway it is now possible to fix (to store) in the database
only the extremums and not the whole sequence of values.

B. The formal algorithm

Now it is possible to describe a formal algorithm with
the steps starting from new value f,, has come.

1. A new value f, is obtained (if not then go to Step 3 —
the end of the algorithm), and make a data values “shift”
accordingly.

1.1. If the new value is greater than the previous f, >
fu1 then the value should be marked as

“maximum”:

max _— max max _— max max —

2 —f1'71 =Jo and fj =Jn
and fix the time t]*** = tI"*, t"** = t,, —the time
is needed further to fix the extremum (local

maximum).

L1.1. If £ < f% and f"* > fi"%* then the
value f"¥*(e") is  an  extremum:
kextr — [ti‘nax’ flmax (tInax)]’ k — k + 1'

1.2. Ifthe new value is less than the previous f,, < f_1
then the value should be marked as “minimum”:
fzmin — flmin 1min — fomin and fomin — f

> ) ) ) n o
and fix the time t{*" = t", t;"" = t,, — the time
is needed further to fix the extremum (local

minimum).
1.2.1. If fUn > fmin and fUR < M then the

value fM(tM™™)  is  an  extremum:
fke'xtr — [tinm’flmm(tinm)]’ k=k+1.

1.3. If the new value is equal to the previous f,, = f,_1
then the wvalue should be marked both as
“maximum” and “minimum”:



1.3.1. Execute actions of Step 1.1.
1.3.2. Execute actions of Step 1.2.

2. If k = K then the value is a limit (maximum allowed
value) and Step 2.1 to be execute, otherwise — Step 2.2.:

2.1. Fix the array of values f;£**" (this means to save in
database or send the package to server). Note: it is
actually assumed here to have an array of pairs
“time—value” [, fi]-

2.2. Go back to Step 1.

3. Execute Step 2.1 over the array of values f£*" (means
to process the rest of the values not fixed yet) and finish
the algorithm execution.

IV. RESULTS AND DISCUSSION

The algorithm of approximation by extremums is very
easy to understand, easy to implement, and easy to support.
There are some problems, and the primary problem is, that
the algorithm represents some kind of compression with
losses. Nevertheless, those conditions of its application for
a monitoring system match the key demand to keep the
outliers and not to consider the inner normal range of values
(due to its senseless in a common way).

However, there are some approaches to supply ability of
approximate signal recovery in case of application of some
special techniques. This can a very promising approach for
many data science purposes, for [oT based platforms. Due
to serious reduce of necessary volume for data storage, one
can find it possible to use traditional RDBMS in some areas
instead of big data sources.

The practical implementation of the algorithm to real
data set at temperature surveillance system gives the
average compression up to 10 times compared to initial
volume. On one hand, this result can be considered a very
particular case of a particular system, but, on the other hand,
it relies on a strong mathematics, so it is rather consistent.

V. CONCLUSION

The algorithm in general is quite simple to implement
both in case of aggregation of existing data from the
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database, and in case of processing data “on-the-fly” at the
node (peripheral device). Parameter K allows to set some
value analysis “window”, so that one can adjust the accepted
volumes of data to be “fixed” (at the database server, or to
send the packet from node to server). This ease of use gives
a great opportunity to make a software solution even with a
“weak” hardware. Meantime, any of preferred task (at the
peripheral device or at server) can be solved successfully.
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Abstract — Understanding of how business processes are
executed in real-life is vitally important for a company. Any
process leaves a digital footprint that can be transformed into
so-called event logs and analyzed with process mining
techniques. A software platform with the purpose of near real-
time processes monitoring is implemented. Design of the
represented platform is based on the lambda architecture
combining online and offline process mining algorithms with
advanced analytics based on machine learning.

Keywords — process mining, event data, event logs, business
process management, BPM, XES, lambda architecture

I. INTRODUCTION

Any event in the surrounding world is not by itself but
belongs to some processes. IT systems, that have become
ubiquities nowadays, help to automate vast amount of
various kind of processes either in personal everyday lives or
in huge enterprises. Most main stream software development
practices did not consider process nature of the tasks they are
devoted to automate “hardcoding” logic of workflow steps in
source code. Consequently, it has been developed huge
amount of software products which from one hand automate
quite complex processes but from the other do not
incapsulate any explicit definition of the implemented
workflows  losing the connection between the
implementation and real-life. Nonetheless, within the
industry field called business process management (or BPM)
it has been developed a lot of practices to deal with
workflows including their visual modeling (e.g. BPEL,
BPMN, Petri nets etc.) and appropriate software
implementations supplying wide range of products from
powerful business process management systems (e.g. IBM
BPM, Oracle BPM) to software components that can be
embedded to a particular application (e.g. jJBPM, Activiti,
Camunda). Another trend that has had considerable influence
on software industry is data science. The goal of applying
data science techniques is to make software more intelligent
obtaining insights from accumulated data. However, like
classical software development practices most data science
algorithms do not consider process nature of analyzed data.

Process mining is a discipline that fills in the gap
between the mentioned above three industry domains.
Significant contribution into creation of the academical core
of process mining, its further promoting and encouraging
industrial applications has been made in Eindhover Technical
University (The Netherlands) under direction of professor
Wil M.P. van der Aalst.
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Guiding principle #1 declared in Process Mining
Manifesto [1] states that event data (or event logs) is a
primary data source for process mining. Like the entire
software development industry process mining has faced
with the challenge to deal with increasing amount of event
data. In practice datasets are not static but are constantly fed
with new data. This circumstance requires to handle data
streams in near real-time mode and consequently puts
process mining techniques into the position when it is
necessary to deal with incomplete process instances.

Current paper is devoted to architecture design of the
implemented by the authors software platform with the
purpose of near real-time processes monitoring. The
visualization and analytics modules of the represented
system are impowered with advanced process mining and
machine learning algorithms.

The rest of the paper is organized as follows: statement of
the technical task is provided in section II; architecture
significant requirements are specified in section III; the
solution architecture design is described in section 1V; in
section V technical implementation details are provided;
section VI contains the results of validation whether the
designed system meets the performance requirements; the
built-in analytics module is briefly described in section VII;
short overview of the already existing process mining
software products is provided in section VIII; conclusion
remarks are in section IX.

II. TASK STATEMENT

The software platform represented in current paper is
general enough to be applied to wide range of practical tasks
related to near real-time processes monitoring. However, it is
obvious that it is hardly possible to implement a unified
software product that can be applied to online process mining
tasks in different business domains without modifications.
That is why the described system is designed as an extensible
platform with wide range of configuration capabilities so that
it can be adopted to a particular application needs with
minimal efforts, extended with specific features and
integrated with other software systems.

As specified above one of the primary requirement is that
the system takes event data from continuous data streams. It
is assumed that data streams consist of items in XES format

(2].



The received event data is stored “forever” in the
system’s internal storage. Manual or automate data archiving
outside the system is out of scope.

One of the main functional requirements is to support
process flow chart visualization discovered by means of
process mining techniques [3]. The visualized process model
has to be updated in near real-time mode in accordance with
receiving events from data streams. A similar system with
real-time dashboards is described in [4]. Dealing with
process model concept drift [5] is out of scope now and
planned for the future.

The analytics module should include features defined in
the online process mining framework [6]. The system
supports prediction when a process instance completes,
suggestions of next steps which are considered as optimal by
the system and alerting if actual state of a process instance
breaks predefined rules. The specified analytics features
function in near real-time mode.

III. NON-FUNCTIONAL REQUIREMENTS

Non-functional requirements to technical architecture of
the platform are specified in current section. The
requirements listed below are a subset of the quality
attributes defined in [7]. The taken software architecture
building approach is based on the attribute-driven design
method [8].

A. Performance

Characteristics of the performance are defined by the
requirement which states that the system has to process event
data in near real-time mode (see section II). For current task
the latency and throughput are highly important. Latency is
the interval from the time of receiving of an event till the
time when the end user sees the changes caused by the event
(e.g. in the process model visual representation). In turn,
throughput refers to number of events processed by the
system during a certain period of time.

B. Scalability

In current context scalability stands for ability to variate
latency and throughput of the system according the changes
of number of received events. From practice standpoint it is
necessary to decide whether the system is intended to deal
with BigData or “small” data. The reason of necessity to
make such decision on the architecture design phase is that
the implementation and maintenance cost of a BigData
solution is much higher in comparison with the similar
solution for “small” data. So, the decision is: the described
platform is not intended to deal with BigData.
Implementation of the platform modification with BigData
support is planned for the future.

C. Interoperability

The represented platform should be so-called cloud
agnostic which means that it can be deployed at clouds of
different providers (e.g. Azure, AWS, Google Cloud
Platform) or use on-premises infrastructure of a customer.
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D. Extensibility

As mentioned above the designed software is not a
product ready to use without any modifications but it is an
extensible platform with predefined architecture and imple-
mented basic built-in functionality. This means that the
platform is going to be extended with specific features
necessary for a particular customer (e.g. adding an anomaly
detection module with appropriate visualization and alerting
functionalities).

E. Configurability

In current context configurability means that the platform
is flexible enough to be adopted to needs of specific
applications without changing the source code. For example,
rules for the alerting feature can be defined considering
specific of a monitored process.

IV. ARCHITECTURE CONCEPT

High level architecture design of the platform is
represented in current section. The concept meets the
functional and non-functional requirements specified in
sections II and III respectively.

As it is already defined the major requirement is near
real-time processing of event data. There are two architecture
patterns that address such a task: (a) lambda architecture [9]
and (b) kappa architecture [10]. The core idea of the first
pattern is that data processing is split into two layers: (a)
speed and (b) batch. The speed layer is accountable for
handling newly received data in near real-time mode whilst
the batch layer deals with accumulated historical data. Kappa
architecture is derived from the lambda. The main difference
is that batch layer is omitted in kappa architecture
simplifying the implementation of the pattern. Hence, kappa
architecture is not applicable for the tasks that need batch
processing.

The designed platform definitely requires batch layer
since process mining techniques (e.g. the implemented
process discovery algorithm, see section VII) use historical
event data. This is the reason behind choosing lambda
architecture as a primary design pattern.



Architecture concept of the platform is depicted on
Fig. 1. Parts of the lambda architecture are adopted to the
purposes of current task. Offline and online process mining
components represent batch and speed layers of the lambda
architecture respectively. Another important aspect of the
designed architecture is that events of incomplete process
instances are kept in a separate storage (“Current Event
Data” on Fig. 1) so that relevant data is accessed with
minimal latency by the online process mining techniques.

Since lambda architecture is mostly applied to BigData
tasks it possible to modify the platform to deal with BigData
without changes in its conceptual design. A similar lambda
architecture-based BigData system is represented in [11].

V. TECHNICAL SOLUTION

A. Components Model

The components model of the platform (Fig.2) is the
next step of the design process after architecture concept.
The model is designed flowing the decision that the platform
is not intended to deal with BigData (see section III). Event
data stream is supposed to be a message queue. One of the
benefits of applying this pattern is that it ensures reliable
message delivery. The online process mining algorithms are
handlers that listen to the queue for new messages. Received
event data are persisted in the database. The main
requirement to this database is to be optimized for time series
data. Additionally, the most recent event data (including
events of incomplete process instances) is cached in an in-
memory database which significantly minimizes latency of
processing and visualizing this data.Results of execution of
the integrated process mining and machine learning
algorithms are stored in a NoSQL database. The reason of
this decision is that such kind of databases supports
unstructured data and are fast on reading. Presentation layer
of the platform is implemented as a pluggable single page
web application. The server side is composed with
microservices and exposes a RESTful API for the frontend.

B. Technology Stack

The service side technology stack is mostly Java-based.
One of the reason behind this is that most process mining
algorithms are implemented with Java [12]. Another reason
is high quality of cross-platform support provided by Java.
The frontend side is built with HTML 5 and CSS 3 using the
latest JavaScript standard — ECMAScript 6. In particular,
process model visualization is implemented with SVG and
D3JS. The business rules engine component is intended to
address the configurability requirements (see section III).
The DMN engine from the Camunda platform is used for its
implementation.

VI. PERFORMANCE MEASUREMENT OF THE MESSAGE QUEUE

As a messaging technology RabbitMQ v.3.7.4 was
chosen. The reason of taking this particular message broker
is that it is an open source mature solution with scalability
and high-availability support. Additionally, RabbitMQ is not
intended to work with BigData which means that it
consumes not so much resources as a similar BigData
solution (e.g. Apache Kafka). Since the message queue is a
single point of failure of the platform a load test was
performed to measure its capabilities. The performance test
was executed on the following environment:
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RabbitMQ v.3.7.4 (one producer and one consumer), Linux
CentOS 7, 12 GB RAM, Intel Core i7 — 4500U 1.8. GHz.
The RabbitMQ management plugin was used to collect the
metrics. The results of the test (Table 1) proves that
RabbitMQ v.3.7.4 is stable and supports acceptable level of
performance.

Fig. 2. Components model of the platform

TABLE L PERFORMANCE MEASUREMENT OF RABBITMQ V.3.7.4
Measured RabbitMQ Metrics

Message Average Message

Size, bytes Average Avef'age Message Delivery Rate,
Latency, ms | Publish Rate, msg/s
mgs/s

100 3800 55100 20015
300 4100 49800 1893
100000 9055 4400 980

VII. BUILT-IN ANALYTICS FEATURES

As specified in section II flow chart visualization based
on a process discovery algorithm is a built-in feature of the
platform. One of the oldest and most well-known process
discovery technique is the alpha algorithm [6]. It takes event
data and produces a Petri net. However, the alpha algorithm
is not the best choice for real-life processes with a lot of
transitions especially if the results are for business domain
experts who are not process mining professionals. The Fuzzy
Miner algorithm [13] is more suitable for such cases. The
efficiency of this algorithm has been proved by experience of
well-known process mining software like Disco [14] and
Celonis [15]. Additionally, comparison of the Fuzzy Miner
with some other process discovery algorithms is done in
[16]. Considering the facts above the offline process
discovery implemented within the scope of the platform is
based on the Fuzzy Miner algorithm. In turn, the online
process discovery implementation follows the ideas outlined
in [17]. The built-in prediction analytics is used to forecast
completion time of a process instance. The feature is
developed upon a combined time series forecasting
information technology based on fuzzy experts’ evaluation
[18] and analysis of dynamic processes [19]. The suggestions
feature recommends an optimal process flows and suits the
human behavior (which is important if people are involved
into monitored processes). Another requirement to this



feature is the ability of incremental learning from the event
data stream. To meet these requirements an implementation
of a neuro-fuzzy model [20, 21] is integrated.

VIII. OVERVIEW OF EXISTING PROCESS MINING SOFTWARE

Process mining is a relatively new academic discipline
and its software implementations began to gain popularity in
the market not so long ago. The oldest process mining tool is
ProM [12] which is an open source Java-based framework.
Scientists are the target audience of this application. Disco
[14] is a commercial process mining tool. It includes the
most useful algorithms. This product is used by experts from
business domains who are not process mining professionals.
Another process mining product is Celonis [15]. It is a fast-
growing German startup. Target consumers’ audience of
Celonis is medium and big enterprises. This product supports
offline and online process mining and has connectors to other
software, for example SAP [22]. The main difference
between the software system developed by the authors and
Celoins is that Celonis is a product with a set of features
delivered to all its customers whilst the represented platform
is a ground for custom development with predefined
architecture and initial set of built-in features.

IX. CONCLUSIONS

The implemented platform has been integrated with an
energy efficiency management system [23] as an extension
with the purpose to monitor real-life processes on the
operator control level. The visualization feature has provided
visibility on the processes executed within the energy
management system and generated alerts once a process
instance breaks the predefined restriction rules. From
practice standpoint it is necessary to include the following
algorithms to the set of built-in features: (a) conformance
checking [6] and (b) handling process concept drifts [5].
Another way of the platform’s evolution is to design and
implement a version with the purpose to support Big Data.
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Abstract— Deep Leaning of the Neural Networks has
become one of the most demanded areas of Information
Technology and it has been successfully applied to solving
many issues of Artificial Intelligence, for example, speech
recognition, computer vision, natural language processing,
data visualization. This paper describes the developing the
deep neural network model for image recognition and a
corresponding experimental research on an example of the
MNIST data set. Some practical details for creating the Deep
Neural Network and image recognition in the Caffe
Framework are given as well.

Keywords— Deep Neural Network, Information Technology,
Image Recognition, Artificial Intelligence, Caffe Framework

I. INTRODUCTION

In order to proceed efficiently with large amounts of data
at the acceptable time, special information technologies are
needed. Nowadays such information technologies can be
represented by Deep Neural Networks [1-8], which have the
greater efficiency of the non-linear transformation and data
representation in comparison with traditional neural
networks. A Deep Neural Network performs a deep
hierarchical transformation of images in the input space.
Moreover the Deep Neural Networks, thanks to the multi-
layer architecture, enable to process and analyze the large
amount of data, as well as modeling the cognitive processes
in various fields. Currently, most high-tech companies in the
US (Microsoft, Google, Facebook, Baidu, etc.) use deep
neural networks to design the various intelligent systems.
According to the scientists of the Massachusetts Institute of
Technology, deep neural networks are on the list of the 10
most promising high technologies capable in the near future
to largely transform the everyday life of most people on our
planet and solve many problems of artificial intelligence, for
example, speech recognition, computer vision, natural
language processing, data visualization, etc. [9-13, 26].

II. RELATED WORKS

In 2006, Hinton proposed a greedy layer-wise
algorithm [1], which became an effective tool for teaching
deep neural networks. It was shown that a deep neural
network has a greater efficiency of the non-linear
transformation and data representation in comparison with a
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traditional perceptron. This network performs a deep
hierarchical transformation of the input space. As a result,
the first hidden layer separates the low-level space of
attributes of the input data, the second layer detects the space
for attributes for a higher level of abstraction, etc. [14].
Currently there are many works devoted to the recognition of
images by means of deep neural networks [15-19]. Authors
[15] present the Maxout network in Network architecture.
Their approach is based on the convolutional layer and a two
layer maxout MLP and it's used to convolve the input and
average pooling in all pooling layers. In [16], the architecture
of the deep neural network is applied in biology domain. The
small receptive fields of convolutional winner-take-all
neurons yield large network depth are resulting in roughly as
many sparsely connected neural layers. Ikuro Sato in [17]
offers an optimal decision rule for a given data sample using
classifiers that are trained on extended data. A paper [18]
reports to introducing the DropConnect, a generalization of
Hinton's Dropout for regularizing large fully-connected
layers within neural networks. As a result authors derive a
bound on the generalization performance of both Dropout
and DropConnect. A simple and effective stochastic pooling
strategy is developed [19] to secure over-fitting during the
training deep convolutional networks. According to the
MNIST [21, 22] the best generalized recognition accuracy
was 99.79% [18]. So, we propose below how to improve this
value.

III. STRUCTURE OF DEEP NEURAL NETWORK

For the implementation of the above-mentioned
architecture, we used Caffe deep learning library [20]. The
main advantage of Caffe is the speed of operation. The
framework supports CUDA and, if necessary, can switch the
processing flow between the processor and the graphics card.
The process of training the Deep Neural Network in
framework Caffe has been lasted 30 epochs and finished
with achieving the given accuracy of learning (Fig. 1). The
deep neural network consists of the following layers (Fig. 2):
1% layer — Convolution (out filters: 24, size: 5x5, stride: 1x1);
2" Jayer — Convolution (out filters: 12, size: 5x5, stride:
1x1); 3" layer — Pooling (size: 2x2, stride: 2x2); 4™ layer —
Convolution (out filters: 8, size: 5x5, stride: 1x1); 5™ layer —
Convolution (out filters: 4, size: 5x5, stride: 1x1); 6™ layer —
Pooling (size: 2x2, stride: 2x2); 7" layer — InnerProduct (out:



500, filter: xavier); 8" layer — InnerProduct (out: 0, filter:
xavier); 9" layer — Softmax (out: 10, activation: softmax).
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Fig. 1. The process of learning the deep neural network
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Fig. 2. The structure of the deep neural network

IV. EXPERIMENTAL RESULTS

The image from the test sample of the MNIST data set
[21, 22] was used for case study. The MNIST data set
consists of 28x28 pixel handwritten digital images organized
in 10 classes (0 to 9) with both 60,000 training and 10,000
test samples. Testing on this data set has performed without
increasing the data. Results, of the image recognition for the
number 0 to 9 from the test sample are show in Fig. 3, the
generalized recognition accuracy was 99.93%. The
visualization of the image, which is applied to the input of
the Deep Neural Network is illustrated by Fig. 4. Fig. 5
shows the visualization of the image processing on the first
convolution layer, 24x24x24 (24 functional maps with the
element 24x24).
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Fig. 3. Results of image recognition from the test sample
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Std deviation: 0.696489 The visualization of the image processing on the third

convolution layer, 8x6x6 (8 functional maps with the 6x6
element) is illustrated by Fig. 8. Fig. 9 shows the image
processing of the image on the fourth convolution layer,
4x2x2 (4 functional maps with the element 2x2).
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In Fig. 10 the visualization of image processing on the
second layer of spatial association is illustrated.
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The visualization of image processing on the first, second
and Softmax full layer is illustrated be Fig. 11, 12 and 13
correspondingly.
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As it comes from Fig. 3 above the reached generalized
recognition accuracy is equal 99.93%, that is in 0,14% better
in comparison with a work [18].

V. CONCLUSION AND FUTURE WORK

Authors proposer a model of the Deep Neural Network
for the recognizing the images of handwritten digits, using
the structure of the neural network in the Caffe Framework.
Experimental results have been carried out on an example of
the MNIST data set and the generalized recognition accuracy
was 99.93%.

Employing the deep neural network in Big Data
processing is one of perspective direction for a future
research. Moreover, it is planned to conduct experimental
research on the following data sets CIFAR-10/100 [23],
SVHN [24], and ImageNet [25].

ACKNOWLEDGMENT

This work is carried out within the framework of the
project of the Ministry of Education and Science of Ukraine
«Methods of intellectual processing and analysis of big data
based on deep neural networks», 2018-2019 years.

REFERENCES

G. E. Hinton, S. Osindero, and Y. Teh, “A fast learning algorithm for
deep belief nets,” Neural Computation, vol. 18, pp. 1527-1554, 2006.

G. E. Hinton, A practical guide to training restricted Boltzmann
machines, Department of Computer Science, University of Toronto,
2010.

Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol.
521 (7553), pp. 436-444,2015.

Y. Bengio, “Learning deep architectures for AL” Foundations and
Trends in Machine Learning, vol. 2(1), pp. 1-127, 2009.

X. Glorot, A.Bordes, and Y.Bengio, “Deep sparse rectifier
networks,” In Proc. of the 14th Int. Conf. on Artificial Intelligence
and Statistics (AISTATS), vol. 15, pp. 315-323, 2011.

V. Golovko, A.Kroshchanka, U.Rubanau, and S. Jankowski, “A
Learning Technique for Deep Belief Neural Networks,”
Communication in Computer and Information Science, vol. 440, pp.
136-146, 2014.

V. Golovko, A. Kroshchanka, V. Turchenko, S. Jankowski, and D.
Treadwell, “A New Technique for Restricted Boltzmann Machine
Learning,” 8th IEEE International Conference on Intelligent Data
Acquisition and Advanced Computing Systems: Technology and
Applications (IDAACS’2015), Warsaw, Poland, pp. 182-186, 24-26
September, 2015.

V. Golovko, A. Kroshchanka, and D. Treadwell, “The Nature of
Unsupervised Learning in Deep Neural Networks: A New

(1]
(2]

(3]
(4]
(3]

(6]

(8]



[10]

[11]

[12]

[13]

[14]

[13]

[16]

Understanding and Novel Approach,” Optical Memory and Neural
Networks, vol. 25(3), pp. 127-141, 2016.

S. Jankowski, Z. Szymanski, U. Dziomin, V. Golovko, and A. Barcz,
“Deep learning classifier based on NPCA and orthogonal feature
selection,” International Conference on Photonics Applications in
Astronomy, Communications, Industry, and High-Energy Physics
Experiments, Wilga, Poland, pp. 5-9, May 29, 2016.

G. Hinton, at al., “Deep neural network for acoustic modeling in

speech recognition,” IEEE Signal Processing Magazine, vol. 29,
pp. 82-97,2012.

T. Mikolov, A. Deoras, D. Povey, L. Burget, and J. Cernocky,
“Strategies for training large scale neural network language models,”
in Automatic Speech Recognition and Understanding, pp. 195-201,
2011.

A. Krizhevsky, L. Sutskever, and G. Hinton, “ImageNet classification
with deep convolutional neural networks,” in Advances in Neural
information Processing Systems, vol. 25, pp. 1090-1098, 2012.

V. Golovko, S. Bezobrazov, A. Kroshchanka, A. Sachenko, M.
Komar, and A. Karachka, “Convolutional Neural Network Based
Solar Photovoltaic Panel Detection in Satellite Photos,” 9th IEEE
International Conference on Intelligent Data Acquisition and
Advanced Computing Systems: Technology and Applications
(IDAACS’2017), Bucharest, Romania, pp. 14-19, September 21-
23,2017.

G. Hinton, and R. Salakhutdinov, “Reducing the dimensionality of
data with neural networks,” Science, vol. 313 (5786), pp. 504-507,
2006.

Jia-Ren Chang, and Yong-Sheng Chen, “Batch-normalized Maxout
Network in Network,” arXiv:1511.02583, 2015.

D. Ciresan, U. Meier, and J. Schmidhuber, “Multi-column deep
neural networks for image classification,” 25th IEEE conference on

106

[17]

[18]

[19]
[20]
(21]

[22]

(23]

[24]

[25]

[26]

computer vision and pattern recognition (CVPR), New York, pp.
3642-3649, 2012. DOIL: 10.1109/CVPR.2012.6248110, 2012.

1. Sato, H. Nishimura, and K Yokoi, “APAC: Augmented PAttern
Classification with Neural Networks,” arXiv:1505.03229v1, 2015.

L. Wan, M. Zeiler, S. Zhang, Y. Le Cun, and R. Fergus,
“Regularization of Neural Networks using DropConnect,”
Proceedings of the 30th International Conference on Machine
Learning, PMLR, vol. 28(3), pp. 1058-1066, 2013.

M. D. Zeiler and R. Fergus. “Stochastic pooling for regularization of
deep convolutional neural networks,” ArXiv:1301.3557, 2013.

Caffe Deep Learning Framework, http://caffe.berkeleyvision.org, last
accessed 15.03.2018.

The MNIST database,
accessed 15.03.2018.

Y. Le Cun, L. Bottou, Y. Bengio, and P. Haffner. “Gradientbased
learning applied to document recognition,” Proceedings of the IEEE,
vol. 86(11), pp. 2278-2324, 1998.

A. Krizhevsky, and G. Hinton, Learning multiple layers of features
from tiny images. Technical report, University of Toronto, 1 (4), 7,
2009. https://www.cs.toronto.edu/~kriz/learning-features-2009-
TR.pdf, last accessed 15.03.2018.

Y. Netzer, T. Wang, A. Coates, A. Bissacco, B. Wu, and A. Y. Ng,
“Reading digits in natural images with unsupervised feature
learning,” In NIPS workshop on deep learning and unsupervised
feature learning, Granada, Spain, vol. 2011, pp. 5. 2011.

J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. FeiFei,
“Imagenet: A large-scale hierarchical image database,” In CVPRO09,
pp. 248-255,2009.

D. T. V. Dharmajee Rao, and K. V. Ramana, “Winograd’s Inequality:
Effectiveness for Efficient Training of Deep Neural Networks,”
Intelligent Systems and Applications, vol. 6, pp.49-58, 2018..

http://yann.lecun.com/exdb/mnist,  last



IEEE Second International Conference on Data Stream Mining & Processing

August 21-25, 2018, Lviv, Ukraine

A Framework for Semantic Video Content Indexing
Using Textual Information

Sadek Mansouri
LATICE Laboratory
Higher institute of computer science
Mednine, Tunisia
mansouri sadek @hotmail.fr

Mbarek Charhad
Al Madina Al Mounawra, (KSA) 41411
Kingdom of Saudi Arabia.
Taiba university
mbarek.charhad @ gmail.com

Ali Rekik
Higher institute of computer science
Gabes Unversity

Mednine, Tunisia
alirekik1 @yahoo.com

Mounir Zrigui
LATICE Laboratory FSM of
Monastir
Monastir, Tunisia
mounir.zrigui @fsm.rnu.tn.

Abstract—In these last years, many works have been published
in the video indexing and retrieval field. H owever, e xcept some
specific c ases such as s port video w here i ts p ossible t o0 estimate
the set of important events and concepts in the document, this
research is generally limited to analyzing low level content. In
this paper, we introduce an approach for semantic video indexing
that combines two levels of descriptions. First, we extract
automatically textuel information from video frames.The second
part of our approach consists to exploit linguistic techniques and
semantic network in order to extract semantic concepts such as
person identity, location name, event type etc .These informations
are then used for semantic description of video content .Our
proposed approach was tested on video collection of Arabic TV
news and experimental results have been satisfying.

Index Terms—Arabic news video,semantic indexing,text detec-
tion, conceptual network.

I. INTRODUCTION

The quantity of audiovisual information has increased dra-
matically with the emergence of the high-speed Internet and
TV channels. In addition, the technological advances in recent
years in the field o fi nformatics ( storage a reas m ore and
more considerable, digitization of data, etc.) have helped
to simplify the use of data videos in various areas by the
public. The complexity of video data at the level structure
and heterogeneity has been the source of various research
work. The major challenge of the latter is the establishment of
systems to allow the user, even casual, to access and interpret
easily the video data. In this context, the description of the
content of a document video through the indexing process is
a decisive step. In effect, the indexing is present upstream
of any treatment approach of video data. The indexing is
the operation that is to extract a digital signature or text,
which describes the content accurately and concisely. The
success of this step depends, as well, the success of any
process of access to video data. Text embedded especially
the artificial t exti n v ideo f rames i s o ne o f t he important
semantic features of the video content analysis. This type of
text is artificially added to the video at the time of editing and

978-1-5386-2874-4/18/$31.00 2018 IEEE

provides highlevel information of video content that seems to
be a useful clue in the multimedia indexing system. Usually, it
provides information about when, where and who elements of
the news video events. However, text detection and localization
in the video frame is still a challenging problem due to the
numerous difficulties resulting from the variety of text features
(size, color, and style),the presence of complex background
and conditions of video acquisition. The second problem
concerns the extraction of knowledge from textual data in
order to provide relevant and accurate information. This poses
a challenge to the scientific community that must be able to
propose effective systems for the extraction of information
in particular with the diversity of fields applications and the
peculiarity of the studied language .

To treat these various problems, we propose in this article
an approach of video indexing using the semantic contents of
document. This approach is based on a conceptual description
of the contents. Each video document is described by list
of concepts (person, localities, etc.). This description makes
possible to abstract the semantic content resulting from various
sub-media (image, audio, text). . The main challenge is how
extract semantic information from text signal in order to
provide a high description of video content .

The rest of this paper is organized as follows: In Section
2,we presented state-of-the-art of semantic video indexing
systems . Section 3 presents an overview of video indexings
levels. In section 4 details the experimentation of proposed
approach , followed by conclusions in Section 5.

II. STATE OF THE ART

In this part, we present a categorization of approaches and
methods proposed in the literature for video modeling and
retrieval. There are two basic classes.

The first class focuses on low-level features extraction
[1] [2] from audiovisual information such as color, shape,
texture or motion that characterize visual low level content.
The major disadvantage of these approaches is the lack of
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semantic description. However, users can’t express their query
to retrieve video segment using semantic description. These
kinds of systems dont efficiently resolve the problem of video
parsing that exploits semantic content.

Second, the semantic information that makes physical in-
formation comprehensible by user. This second level makes
possible to support the “interface” between the user and the
machine and to exploit thus the video contents more easily. To
make possible the complementarity between the two points of
views, it will be necessary to design an approach that exploits
in the same time the semantic and the signal content [3].

In [6], the authors propose a multilingual information ex-
traction (IE) system for annotating sports videos in English,
German, and Dutch using ASR (Automatic speech recogni-
tion) tools. The IE components of this system include tools
for tokenizing, part-of-speech tagging, knowledge extraction,
and coreference resolution. [7], the systems aim is to perform
automatic knowledge extraction from Italian TV news. This
system also utilizes an ASR tool to obtain the video texts and
IE techniques (named entities recognition). Another semantic
video annotation application called Rich News has been de-
scribed in [8], where the authors make use of the resources
on the web to enhance the indexing process. The overall
system contains the following modules: automatic speech
recognition, key-phrase extraction from the speech transcripts
and searching the video using key phrases. Moreover, the
proposed system allows also manual annotation to ameliorate
segmentation results. [9]a system has been implemented to
annotate Turkish news video using video text as a source
of information and IE techniques including named entity
recognition, person entity extraction, co-reference resolution,
and semantic event interpretation. For better knowledge, our
work presents the first attempt for semantic Arabic news video
indexing based on text analysis and information extraction (IE)
techniques that subsume low and conceptual features of video
content.

III. PROPOSED SYSTEM

In this part, we present an overview of our semantic video
indexing system. Fig.1 illustrates the framework of the pro-
posed system, which are based on three levels . The first level
puts a focus on low-level processing such as video segmenta-
tion, text detection and recognition. The second level seeks for
extracting the semantic concepts including named entity such
as a name of person, organization, location and event. In the
final step, our work is based on the construction and a semantic
network that addresses the taxonomic and contextual relations
between concepts. This step aims to enhance the semantic
content in terms of indexes generated by the second step. We
detail the different stages of our proposed system and their
goals in the following sub-paragraphs.

A. Level 1:Low-level processing

Key-frames extraction: In this work, we have applied a
temporal segmentation based on the following assumption the
text in the image requires at least two seconds to be readable
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Fig. 1. Proposed system of Arabic news video indexing.

by the user, to generate shots. Then for each video shot, the
middle image will be selected as a key-frame.

Text detection and localization : After key-frame extrac-
tion, text information is detected and extracted from each
key-frame. Our text detection method relies on two neces-
sary steps: text detection and text validation. The first step
detects connected components (CC) using a hybrid method
which combines MSER and edge information. These CC are
then grouped by mathematical morphology operators to form
candidate text regions. The second stage aims to remove non-
text region using geometric constraints and specific signature
of Arabic script called baseline (see Fig.2 ).

Text recognition: After text detection in the video frame,
the next step target is to segment and binarize text region
in order to separate it from the rest of the frame using
Otsus global thresholding method. An optimal threshold is
calculated on the tributions of text pixels and non-text pixels.
The method abasis of the grey level histogram by assuming
Gaussian disims to maximize the interclass variance. In the
last stage, commercial OCR engine ABBYY FineReader has
been applied for the recognition of text news. More details are
shown in our papers [10] [11].

B. Level 2:Conceptual level

A person who is watching a video summarizes it in general
by using concepts (identity of person, name of place, etc.), the
subject (politic, sport, business, etc.) and sometimes actions
to specify these descriptions. This constitutes a way to video
content representation. The target of such representation is
mainly to get for video document a list of marked points
that facilitate access and re-use of content. Considering the
heterogeneity of the content from a point of view data (image,
audio, and text) and semantic. Indeed, for each video segment,
we can associate multiple possibilities of interpretation that
can be assorted by specific / generic relationship. We consider
that when we have a description issued from a specific media,
it consists a way for categorizing the content. For example,
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Fig. 2. Text detection :(a) original image ,(b) MSER extraction in image(a) ,(c)
Image mask integrating MSERs and canny edges (d) open result ,(e)candidate
text regions ,(f) final result.

when we use the action speak or speaking about we suppose
that the description is related to audio content. This makes
easier the distinction between the multiple possibilities of
interpreting the content of the same video segment. In our
work, concepts such as person name, location, organization,
etc are extracted automatically using NLP techniques such as
Morphological Analysis and linguistic rules.

1) Morphological Analysis : Firstly, we segment text in
words based on spaces delimiter. Then, we proceed to a In
the second step, we parse transcriptions files to extract named
entities by comparing each item to the three concepts classes
(person identity, the name of a city and organization ). This
procedure is based on the projection of each news text on the
list of keywords called gazetteers. Gazetteers are of a varied
nature: lists of first names for the recognition of person names,
cities names for the detection of location, etc. Each list is
associated with a semantic label which shall be the type of
annotation

2) Elaboration of rules : Due to Arabic language com-
plexity and specific characteristics, we also exploit a set of
Lexical triggers to extract the name of the person, location
and organization not covered by the gazetteer resources (see
Tablel). To do this, we have used three kinds of rules to
improve concepts detections process. This task is object of

this publication [12].

TABLE I
A SAMPLE SET OF LEXICAL TRIGGER

| Named entity | lexical triggers |

AU, e, 9, S, agadl, S6,
T, 8l Lalr s Ldo s 0, Lobaia

Person
Organisation

Location

glad, Sl ey, , e, &3, dilaie

The extracted semantic information such as name of person,
location, organization and event class is used to annotate the
video text and to improve the searching using metadata. The
original description are attached to the news video as xml file.

C. Level 3:Semantic enrichment

The semantic enrichment process aims to enrich the se-
mantic interpretation and further enhance the performance of
semantic indexing and multimedia retrieval content systems.
This task consists of two steps:

1) Construction of conceptual network:: This network con-
sists of set concepts which refers to the politic domain and
linked by arcs. The latter denote semantic and contextual
relations between concepts nodes.

2) Refinement process: Given an initial set of indexes C=
cl, . . . ,cn, the refinement process consists in selecting the
most related concepts among the conceptual network(CN) . In
the remainder of this work, we will try to propose a measure
which we use for the calculation of the relatedness between a
candidates concepts in CN and a given set of indexes C.

IV. EXPERIMENTATION AND RESULT EVALUATION
A. corpus

In order to evaluate the performance of our proposed system
in terms of robustness and effectiveness, we used a set of 20
video news (10,000 images) that have been collected from
different Arabic TV channels: Aljazeera, Alarabiya, Wataniya
1, Elmayadeen, RT-arabe over the period of September 15
,2017 until the Sth of December, 2017 and they have a
total duration of about two hours. The videos have been
automatically transcribed leading to a transcription text of
9704 words. Besides, the named entities extraction phase
is done with Farassa 'platform using Gazetteers and lexical
triggers as linguistic resources.

B. Results

1) text detection: .A comparative study with previous sys-
tems is performed using precision, recall as the evaluation
measures. We applied the evaluation method that has been pro-
posed for the AcTiV-DB Test set, together with evaluation re-
sults reported in [13]especially many-to-one matches method.
Table II shows that the proposed system achieves excellent
results for Aljazeera channel and it is able to outperform the
other methods .We can notice the excellent precision rate of

Thttp://qatsdemo.cloudapp.net/farasa/
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TABLE II
RESULTS OF THE TEXT DETECTION METHOD

Channel Method Precision | Recall
Chen [14] 0.67 0.56

HD(Aljazeera) | Zayene [4] 0.85 0.83
our system 0.90 0.87

Chen [14] 0.45 0.52

SD(france 24) | Zayene [4] 0.75 0.73
our system 0.71 0.70

Chen [14] 0.63 0.52

SD(RTArabic) | Zayene [4] 0.73 0.73
our system 0.75 0.74

our method. This is due to the good rejection ability of false
alarms using baseline descriptor. However, this higher score
has been decreased For SD channels. This is explained by the
fact that the text in these channels is not clearer and the poor
quality of graphic text as shown in Fig.3.

]
T o i o e [

Fig. 3. Some detection results from three different SD channels

2) Concepts Extraction: As shown in table III, the results
may be satisfactory achieving 80.52% as overall of F-measure.
The main reason for these results is the use of grammars
rules, which permit the detection of Named entities more
precisely. For event extraction , the conceptual feature improve
the classification results compared to other approach which
based only on textual feature .

TABLE III
EXPERIMENTAL RESULTS OF THE CONCEPTS EXTRACTION
METHOD
Concept Precision | Recall | F-measure

Person 83.02% | 79.56% 81.25%

Location 80.23% | 77.62% 78.90%

Organisation 82.5% 80.35% 81.41%

Overall 80.52%

Event 85 % 80.3% 82.78%

V. CONCLUSIONS

In this paper, we have introduced a semantic approach
for Arabic videos news based on text analysis process and
concepts extraction techniques. The experimentation and the
evaluation results are promising.

In future work, we will try to improve our concept extraction
tool by implementing other rules that cover all structure of
Arabic text. In addition, we plan also to use other visual
features to enhance detection task especially for video frames
with low resolutions.
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Abstract— In this paper the autoencoder based on the
generalized neo-fuzzy neurons is proposed. Also its fast
learning algorithm based on quadratic criterion was proposed.
Such system can be used as part of deep learning systems. The
proposed autoencoder is characterized by high learning speed
and less number of tuned parameters in comparison with well-
known autoencoders of “bottle neck” type. The efficiency of
proposed approach has been justified based on different
benchmarks and real data sets.

Keywords—autoencoder, deep learning network, neo-fuzzy
neuron, fast learning algorithm, data compression.

I. INTRODUCTION

Nowadays the deep neural networks (DNN) [1-4] are
becoming more widespread for solving the many type Data
Mining tasks, first of all, due to the significantly higher
quality of information processing in comparison with
conventional shallow neural networks (SNN). But such
higher quality is achieved at the cost of very slow learning
speed. This fact doesn’t allow to use existed DNN in the
Data Stream Mining tasks when the information is fed
sequentially in online mode. In the connection with that, the
reducing the learning time is a very actual problem.

The important part of any DNN is the subsystem of input
information compression, which is named an autoencoder
that provides the dimensionality reduction of the input
vectors-patterns without significant loss of an information.
Such reduction process allows avoiding the undesirable
effects, which are provided by «curse of dimensionality».
One of most well-known autoencoders is the autoassociative
multilayer perceptron “bottle-neck”, which provides the
optimal information compression, but also needs more
learning time.

To overcome the difficulty, which is connected with low
learning speed, we can use the hybrid systems of
computational intelligence instead of the classical neural
networks that are constructed based on the elementary
perceptron of F. Rosenblatt. The neo-fuzzy neuron (NFN),
which was proposed by T. Yamakawa and co-authors in [5-
7] can be used as the structural block of such systems. The
NFN is defined by high approximation properties and
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simplicity of learning process. It should be noticed, the
learning process of the NFN can be optimized by speed [8]
because the output signals of the NFNs are linearly
dependent on the tuned synaptic weights.

The neuro-fuzzy Kolmogorov's network using the NFNs
was introduced by authors in [9-13]. Such network has the
two layers for information processing and is characterized by
the universal approximation properties according to A.
Kolmogorov - V. Arnold theorem. Using these networks, the
authors in [14] have proposed the neuro-fuzzy model for the
dimensionality reduction, which is learned using error
backpropagation algorithm with gradient methods. In [15-17]
the optimized learning algorithms for two-layer autoencoders
based on the neo-fuzzy neurons were proposed, which allow
significantly reducing the learning time.

In the same time the hybrid systems of computational
intelligence with many inputs and many outputs, which are
constructed based on neo-fuzzy neurons, have an abundant
number of membership functions. It is possible significantly
to reduce the number of these functions, using the so-called
generalized neo-fuzzy neuron (GNFN) [18]. GNFN is the
extension of NFN for a multidimension case and contains
less number of membership functions.

Therefore, in the paper, the architecture of two-layer
autoencoder based on GNFN and its optimized learning
algorithms are proposed. Such approach allows reducing the
time of information preprocessing in DNN.

II. THE ARCHITECTURE OF AUTOENCODER BASED ON GNFN

The proposed autoencoder has the architecture, which is
shown on Fig. 1. Such architecture consists of two
sequentially connected layers, which are presented by the
generalized neo-fuzzy neurons GNFN! and GNFN[?!. The

input signals x(k)= (x1 k),....x,(k),....x, (k))T ER"
k=12,...,N,... are fed to the GNFNI!!, which consists of
n  multidimensional MNS"M |
i=1,2,...,n. Each of them has the one input, m outputs, 4

nonlinear  synapses

membership functions ) (x,(k)), [ =1,2,....,h and mh



tuned synaptic weights wh!, j=1,2,...,m . The architecture
of GNFNU!"!is shown on Fig. 2.

x(k)o—>  MNS!"
Y(k)o—>  MNSY!
x,(ko—>  MNS!
\ 4

\ 4

> MNS® % (k)
> MNSP £, (k)
> MNS? % (k)

(k) yy (k) v, (k)

Fig. 1. Autoencoder based on GNFNs

The output of the first autoencoder layer is the
compressed vector of signals

V() = (1 (K)seesy, (K),ees v, () €R", m<n, which at

the same time is the output of system in whole. This signal is
fed to the inputs of GNFNP, which differs from GNFNI!
only in that it has m inputs, m multidimensional nonlinear

synapses ]\/[NSJ[.ZJ , each of them has one input, n outputs, /4

membership functions 147 (y;(k)), [=1,2,...,h and nh

tuned synaptic weights w,[,jz.]

contains 2nmh tuned synaptic weights and (n+m)h

membership functions that is significantly less than in the
systems, which were described in [14-17].

. In total, the autoencoder

The output of GNFN is the recovered vector of input
signals fc(k):(fcl(k),...,fcl.(k),...,)%n(k))r, at that the less
mismatch between x(k) and x(k), the higher the quality of
the information compression by the autoencoder.

Therefore the autoencoder under consideration is the
autoassociative hybrid neo-fuzzy system like «bottle-neck»
system.

In general, the proposed system implements the mapping
of “input-output” in the form

500 =D e, () =t [Z A, (k))],

Vi=12,...n
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where ll(s) , ¢!*1(s) are the nonlinear transformations,

which are implemented by the multivariate nonlinear
synapses of the autoencoder layers.
These transformations can be written in the form

n h

v k=3

i=l I=1

wh)

Jli

,[L/[,-l](x’.(k))’ v‘/ :1,2,...,m ,

h

W (v, (k)), Yi=1,2,...n

=1

m

)%L(k) = Z

or finally

h

n h
LAUH DD

i=l =1

Ms

%, (k) whinl (x (k)| (1)

j=11=1

It should be noted the multidimensional nonlinear
synapses in general case describe the Takagi-Sugeno-Kang
(zero order) neuro-fuzzy system (Wang-Mendel system), i.e.
has high approximation properties, and the transformation
(1) describes the autoassociative variation of the neuro-fuzzy
Kolmogorov's network, i.e. is the universal approximator.

In the simplest case as the membership function
conventional triangular functions can be used, which have
been used by the authors of the neo-fuzzy neuron [5-7] and
can be written in the form
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Fig. 2. Multidimensional nonlinear synapce of first layer
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where X}, y, , [=12,...,h are the centers of the

activation functions, in 51mplest case they are equidistributed
along the axes x, , y,.

The membership functions (2), (3) fulfil Ruspini
conditions:

i )+ () = L if x €130, 50,
o () + () =L if x €L 301
Wi, )+ ) =10y, €00,
W)+, ) =Ly, €01
This fact significantly reduces the learning process,
because in each instant of time £ only two nearest-neighbor

membership functions are fired and accordingly that not all
synaptic weights are adjusted, but only 4nm ones of them.

III. THE LEARNING OF THE GNFN AUTOENCODER

As a rule, the supervised learning process of the hybrid
systems of machine learning is reduced to tuning the synaptic
weights set with the goal of minimizing the accepted (usually
quadratic) learning criterion.

Introducing into consideration the vector of membership
functions

P ) = () 6, (). 1 3 (R ) 3, (R, o) o, (),

e G R, e 0 e, ) 12 () = (12 (0 (),
T S () RN T G (9) BT G (3) SRR G (5)
ugfn](ym(k))) with  dimensions (hnx1) , (hmXx1)

respectively and synaptic weights matrices

Wi Wi W,

Wil — M/gll]l W[zlz]l Zﬁén ,
2im

WEH wii]zl Wi

Wi Wal ot Wi,
oW wE e
P T ey,

Wil W W

of dimensions (mx hn), (nxhm) respectively. Then the

mapping, which realized by GNFN[!, can be written in the
form

y(ky =W (x(k))

and GNFN!Z

(k) =W (y(k)) -

In general, the autoencoder realizes a mapping in the
form

(k) =W U (x(k))) “



which is the generalization of the expression (1). During
the learning process the matrix W™, W have to be obtain,
which provide an optimal compression of the initial data set.

For tuning synaptic weights of GNFN we can introduce
into consideration the error of the recovering i — th element

of input signal x,(k) in the form
e (k)=x(k)—x (k)=
= x;(k)— ZZ i (k=D (v, (k) =

= x, (k) —w (k =D (k)

(here w*(k—1) is the i —th row of the weights matrix

(1) and standard learning criterion for i — th output

E(k)=Y" (k)= (%K) —w (k ~ D (y(k))) -

The gradient procedure for minimization of the criterion
E,(k) can be written in the general form

W (k) = W (k —1) = 1 (KW, (K) =

= w2k =) =0 0OV 6 (k) =

= w2 = 1)+ 1 (R)e, (k)" (y(k)) = ©)
= w2k —1)+

+0 R)x, (k) — i (k =Dy ()™ (v(k)),

where 1'*/(k) is a learning rate coefficient of the output
layer.

To increase learning process speed based on algorithm in
the form (5) we can use either the standard recurrent least
square method in the form

¢, ()" (y (k)P (k1)
1 1B () PR (k= Dl (v ()

w2 (k) = Wi (k — 1)+

(2] (k) — P[ZJ(k _ 1) _

- P[z] (k _ 1),[1,[2] (y(k))M[z]T (y(k))Pm (k _
L i () P (k= D™ (y(k — 1))

)

>

or one-step optimal algorithm in the form [19]:

w2 (k) = W (k—1)+ e, ()™ (y(k)) (6)

-2

(here 1™ (y(k)) = ™" (W) [P (k)| ) o the

algorithm, which has both tracking and smoothing properties
[20]:
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W (k) = W (k= 1)+ (2 (6) e ()™ (k).
21 (k) = ar® (k= 1)+ [ o)

where 0 < «a <1 - forgetting factor.

It can be seen that if =0,
coincides with expression (6).

then the algorithm (7)

The tuning of synaptic weights matrix is performed based
on the error backpropagation procedure [21]. At that, we can
write similarly to (5)

Wy (k)=
_ W[/_l] (k—1)—n" )V el (k)

Wk —1)— )V, E, (k) =

or element-wise

whi (k) = whl (k —1) =" (k) ae;(;) =

9%, (k) 9y, (k) au}” B

J

=il

Jli

(k=D +n" (ke (k) (x, (k))z i (k)

In the case, if the membership functions’ centers in the
output layer are uniformly distributed in the line of X-axis
we can write

(yl[z‘]fyl[zu lf)’,(k)e[?,[zl,ay,,]
W00 | S
ay =i yl+1,j) S if y,(k)e[yzj ﬂyl+1/]7
! 0 otherwise

or introducing the notations

O =30, =4y,

—[2]

(y/j

—[2

yl+1,)_1 = 7Ay >

we can obtain the compacted expression
AV, if v (€T30,
=1=Ay, if v, (k) ey v

J ’yl+1 J
0 otherwise.

Opy (v, (k)

dy J

J

Further, introducing the new notations



\ Ay, if v, (k) e[,
1=

ZM/,[;](k) 7Aya lf yj (k) € [;I[fj]a.)_/l[i]l,j]a = ﬂ/,[f](k) s
! 0 otherwise

we can write the procedure for adjusting the synaptic
weights of the first layer

Wi

T () = whl (k=) " (e, () v, ()l ()
Choice of the learning rate parameter can be provided
like (7), at that

") = (R ) = art =)+ )|

In distinction from autoencoders, which are described in
[14-17] the proposed system contains less number of the
membership functions (it reduces its computational
implementation) and has a high speed of learning algorithm
due to the optimized choice of learning rate parameters.

IV. EXPERIMENTS

The effectiveness of proposed approach has been
performed using data sets from UCI Repository of machine
learning databases [20]. We take three data set: Iris,
Parkinsons,Wine. Iris data set consists of 150 observations
with 4 attributes and 3 classes, Wine data set consists of 178
observations with 13 attributes and 3 classes, Parkinsons data
set consists of 197 observations with 23 attributes and 3
classes. The obtained results based on proposed autoencoder
have been compared with the results based on
autoassociative autoencoder ‘“Bottle Neck” The data
dimension after compression was 3 components for
simplicity of visualization. The results were averaged after
20 times simulation with a different start condition for
learning algorithm.

TABLE L. RESULTS OF SIMULATION BASED ON PROPOSED
AUTOENCODER
Data Sets Learning time, sec.
Autoencoders Error
Min Max
Iris 0.19 2.31 391
Proposed autoencoder | Wine 0.51 2.60 4.12
Parkinsons | 0.83 6.45 7.32
Autoassociative Iris 0.486 4.12 6.22
autoencoder “Bottle Wine 0.903 6.44 8.26
Neck” Parkinsons | 0.593 9.21 10.98

It should be noticed, data, which are compressed based
on proposed autoencoder, are more compact clusters than
data, which are compressed using the autoassociative
autoencoder “Bottle Neck”.

V.

In this paper, the autoencoder based on the generalized
neo-fuzzy neuron and its learning algorithm are proposed.
Such system can be used as part of deep learning systems or
as separated autoencoder for solving compression tasks in
the machine learning problems. The proposed autoencoder is
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co-called autoassociative  “bottle-neck”  system  of
computational intelligence but is characterized by high
learning speed and less number of tuned parameters in
comparison with well-known autoencoders, that allow using
such system in Data Stream Mining. The efficiency of
proposed approach has been justified based on different
benchmark and real data set, obtained results have confirmed
the advantages of the proposed autoencoder based on
generalized neo-fuzzy neuron.

2nd comp. -20 -400 1st comp.

2nd comp. 1

b)

Fig. 3. Results of compression based on Wine data set using
autoassociative autoencoder “Bottle Neck” (a) and proposed autoencoder

(b)
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Abstract— Poincaré plots (PPs) are a known way of study
for complex time series. Such are the majority of medical
signals. This method is in use here for the study of verified
electromyograms (EMGs). EMGs are records of electrical
action of muscular and nervous systems. The shapes of PPs for
EMGs as well as its standard descriptors are sensitive to the
diagnosis. These last describe the variability of the signals. We
have studied the changes in the shapes of the PPs during the
taping of EMGs. The changes of the standard descriptors were
studied too. Three EMGs were considered for diverse
diagnoses. They have varied duration but the same sampling
rates. We have found the common shape of the PPs stabilizes
itself during about the first third of each record. These shapes
can change even further, but already remaining self-similar
like the fractals. Standard descriptors are changing within the
data acquisition. Still, these changes are smoother and less
weighty in the last two thirds of each record.

Keywords— data acquisition dynamics; Poincaré Plots;
variability; electromyograms; medical signals

I. INTRODUCTION

Electromyograms (EMGs) are records of electric action
of muscles. This test is ensuring the high level of diagnosis
of the nerves and muscles [1, 2]. It has arisen from the late
1970s by the efforts of American Academy of General
Practice. Well-computerized processing is an inherent part in
the modern electromyography (EMG) [3]. The database [4]
has collected good examples of real EMGs.

Poincaré Plots (PPs) are a kind of return maps. Each
result of measurement is plotted as a function of a next one.
This simple and effective concept is in use to visualize many
complex medical signals now [5]. Long records tapes
become visible on a single chart. The longer the record, the
more points appear on the chart. One main cloud (or a spot)
of points arises as a rule. A shape of the cloud describes the
evolution of the system. It allows visualizing the variability
of a time series too [6].

There are standard numeric descriptors of PPs shapes,
SD1, SD2 and R=SD1/SD2, which have been suggested
in [7]. They describe two kinds of the variability of a time
series and its randomness. The software [8] presents an
example of modern data mining with PPs in cardiology. The
mining of EMG data is only starting. Thus, there are now
less cutting-edge positions.

The aim of this paper is the study of PPs shapes
evolutions in the data record dynamics. We are going to trace
the formation of these shapes within the EMGs record. This
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will to touch standard descriptors as well. Thus, we are
paying attention to the evolution of PPs during the EMG
record and planning to link it with the real diagnosis.

II.  DATA AND METHODS

The data was borrowed from PhysioNet portal [4]. These
EMGs were in use earlier in [3, 5] but there were working
with truncated datasets. Here we have used the full datasets.
The frequency of the discretization was 4 kHz for all records.
Hence, the sampling time interval was equal to 0.00025 s and
the same for all records. The sizes of the signals were in mV.

Maple 18 was in use in computer handling of all datasets
as well as for graphs plotting [9]. The import of the binary
files from PhysioNet to Maple has been described in [10].

The standard descriptors were computed like in [11]:

SD1=J§~SD[%];

sD2=+/2.5p| bt |, (1)

(n=2,3,.,N)

Where SD(s) denoted the operator of the standard
deviation for the time series {S,, }nzl“ N

First of them (SD1) defines the short-time variability of
the time series. The second one (SD2 ) describes the long-

time variability. Its ratio estimates the random impact in the
data [5-7, 11].

Each of the datasets has been segmented on the 100
sections of equal duration (so called percentiles). Yet, these
percentiles are varied length for different datasets. Besides,
the duration of each percentile was much larger than the time
sampling interval.

For instance, the shortest of the percentiles for the
healthy patient had the duration 0.121715 s that means above
500 samples. It gives over 500 points in the common
Poincaré Plot. The percentiles for patients with myopathy
and neuropathy were larger about twice, or even threefold.
Thus, one or several consequent percentiles may be reckoned
as dynamic parts of the signal.



TABLE L. SORT INFORMATION ABOUT PATIENTS [4]

Sex Age Short diagnoses I::zz:-i:]): (s)f
male 44 A healthy patient 12.71500
male 57 Myopathy due to long 27.56425

history of polymyositis
male 62 Chronic low back pain and 36.96450
neuropathy

III. RESULTS AND DISCUSSION

A. Healthy Patient

The full record consists of N =50860 samples. Fig. 1
shows the dynamic of the shapes for PPs with varied
numbers of points. The typical “comet shape” is observed.
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Fig. 1. The changes of Poincaré Plot shape in the process of data
acquisition for healthy patient. The number of points is equal to:

a) 0.1XN:b) 0.35xN;¢c) 0.5xN;d) N

One can see the self-similarity of PPs, especially for three
last images. Note the numbers of points on these images vary
more than twice. The self-similarity was gone only for the
PPs with small enough numbers of points (roughly less than
0.15x N, see Fig. 1a).

Fig. 2 presents the dynamics of the standard descriptors
for healthy patient.
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Fig. 2. The dynamics of the standard descriptors for healthy patient PPs

B.  Patient with Myopathy

The record consists of N =110337 samples. The self-
similarity of the PPs was even clearer expressed, like to the
above case, although the shape of PPs was definitely another.
That is why we give here only the complete Poincaré Plot
and the dynamics of the standard descriptors on the Fig. 3.
The location of curves is alike to the Fig. 2.

C. Patient with Neuropathy

This record consists of N =147858 samples. The self-
similarity of PPs is inherent in this case too. However, the
dynamics of the standard descriptors looks not as smooth as
in above sections. The reader can see also specific shape of
complete Poincar¢ Plot in this case (Fig. 4). The location of
curves is alike to the Fig. 2 and Fig. 3.
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Fig. 3. The results for patient with myopathy: a) the shape of complete
Poincaré plot; b) the dynamics of the standard descriptors.
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Fig. 4. The results for patient with neuropathy: a) the shape of complete
Poincaré plot; b) the dynamics of the standard descriptors
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D. Discussion and Comparisons

First, we point out that the shapes of PPs are most likely
linked with the diagnosis (see Figures 1, 2 and 3). These
specific shapes are very difficult to confuse. This idea needs
further testing, yet, it may be useful for diagnosis and clinical
decision-making.

We should to point out the similar dynamics of these
shapes in the process of data acquisition (see Fig. 1). The
shapes of PPs have stabilized after the gathering of about the
third of data capacity. It looks as general rule, despite of the
difference of shapes and the big difference in the numbers of
samples for each data set.

The shape of the each PPs remains self-similar if data is
collected further. This suggests the fractal nature of the PPs.
Thus, a large enough part of the Poincaré Plot, let us say a
half, or one third, is statistically equal to the complete
Poincaré Plot [12, 13]. Here we say ‘a half, or one third’
keeping in the mind the number of points in a cloud.

This property permits the digital filtering of PPs with
Haar wavelet filters for instance. Filtered PPs will be equal to
unfiltered due to the own fractal nature. Haar filters can
divide the data set on the two almost independent halves.
One of them is the high frequency part of signal while the
second one presents the low frequency part. Their scatter plot
may be even more informative and convenient as the classic
Poincaré Plot.

The behavior of the standard descriptors (se Fig. 2, 3 and
4), in general, confirms that above said. The more or less
smooth dependences are inherent in the latter two third of
signals. Still, the sizes of the descriptors and the smoothness
of their changes with the data capacity are quite dependent
on diagnoses.

Let us compare also the randomness of the datasets by
the statistical box-plot (Fig. 5). Note that the random effects
for the EMG of a healthy patient are clearly not as great as in

pathological cases.

°

0.457

0.407

0.257

Heallthy Myoi)athy Nclu'c;patlly

Fig. 5. Statistics box-plot for the ratios R = SD1/SD2 . These ratios
estimate the randomness of each signal.

IV. CONCLUSIONS

Let summarize the results of this study in several points:



e Shapes of PPs for EMGs become steady after the first
third of a data set. The diagnosis and the number of
samples in the data did not have much weight for this

rule.

PPs have demonstrated self-similarity, behaved like
typical fractals, in the process of further data
gathering. Similar results have been reported earlier
for the PPs of instantaneous heart rhythm [14].

The dependences of standard descriptors of PPs on
the number of samples have confirmed the above
conclusions.
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Abstract—TIn this article, the stochastic game model for data
stream clustering is offered. Players represent numerical
values of the clustering data. The essence of the game is that
players perform a self-learning random move from one cluster
to another in order to minimize the differences between the
data of the same cluster. To solve the game, an adaptive
recursive method has been developed. Computer modeling
confirms the convergence of the game method with certain
limitations of its parameters.

Keywords—data stream clustering; stochastic game model;
adaptive game method.

I. INTRODUCTION

The clustering is a partition of the set of objects into
subsets depending on their similarity. The separated subsets
are called as clusters. Elements of one cluster have the
general properties. Elements of different clusters
considerably differ among themselves.

The clustering is used for problem-solving of the
intellectual analysis and visualization of the data, grouping,
and recognition of images, extraction of new knowledge and
for information search. The clustering purpose consists in the
finding of groups of similar objects in the set [1].

The clustering of objects also is used in chemistry,
biology, medicine, sociology, pedagogics, psychology,
philology, marketing, signal processing, pattern recognition,
scientific discipline of documentation, computer science,
scientific work and other areas of human activity for data
structure in a cluster form for the purpose of their ordering
and the group analysis.

The general clustering scheme is such: extraction of
characteristics of objects; definition of the metric affinity of
objects; partition of a set of objects on clusters; interpretation
of clustering results.

Let each object xe X from a set of objects
X =(x,x,,...,x;) is described by a vector of properties
x = (x[1],x[2],...,x[k]) , which can be quantitative or
qualitative characteristics of the object.

In problems of data stream clustering vectors of
properties change in time: x=(x, [t =1,2,..) [2, 3]. As a
rule, the law of change of object properties is unknown a
priori.

The similarity of two objects x, also x; is defined by the
metrics of their affinity §(xl.,xj) in space of characteristics.

As the metrics, the Euclidean distance, the Tchebyshev
distance, the Manhatten distance, the percentage of

978-1-5386-2874-4/18/$31.00 ©2018 IEEE

inconsistency, the Pierce correlation factor and others are
used.

Generally, the clustering of objects it is possible to
consider as a problem of optimum distribution of objects on
groups. The minimization of a root-mean-square error of
clusters setting can be the criterion of optimization:

a

5:

Y . 2
"x,.(”—xj" — min,
—i 4

where x{”’ is the point belonging to j -th cluster; X, is the
center of the j -th cluster; C; is a number of elements of the
j -th cluster.

Substantial interpretation of the generated clusters for a
finding of factors or the reasons of a grouping of objects in
clusters is the final stage of clustering. For estimation of the
quality of clustering, involve experts from corresponding
subject domains.

The data intended for clustering, as a rule, contains
uncertainty elements in practical applications. It can be
indistinctly specified characteristics of the objects, missed
attributes of objects in databases, noisy signals etc. In the
uncertainty conditions apply fuzzy -clustering, adaptive
clustering, genetic algorithms, neural networks without the
teacher learning.

The data clustering is formulated as a competitive or
cooperative problem of assigning an object to one or another
cluster. Problems of a competition and cooperation of objects
are studied by the theory of games [4], and in uncertainty
conditions, they are studied by the theory of stochastic games
[5]. Therefore actual from the scientific, informative and
practical points of view there are applications of methods of
stochastic games for the data clustering in the conditions of
uncertainty.

Construction of a game model of the data clustering with
uncertainty elements is the goal of this paper. For purpose
achievement it is necessary to solve such problems: to carry
out a formulation of a problem game of the data clustering, to
develop an adaptive game method and algorithm for solving
the problem, to develop computer program model, to analyze
and interpretation of the received results.

II.  GAME PROBLEM STATEMENT
Let X ={x,,x,,...,x, } is the set by coordinates of points

xe R" in k -dimensional parametrical space. Coordinates
of points define the normalized characteristic vector intended



for objects clustering. In this set, it is necessary to separate
N clusters

U Y =X,

n=L.N "

Y.n= .
Y’Q/YJ =V, j)e {l.N}

n

1.N
by criteria

Cizuxi—xj"%min , n=1.N Y]

n xel,

where C, =Y, | is a quantity of elements which enter into a

cluster Y ; ||*| € R' is the Euclidean distance of a vector.

Let parameters of objects are vector random variables
with stationary normal distribution:

x ~ Normal(m,,d )€ R*,

where m_ is an expectation value; d_ is a dispersion.

The separation of clusters ¥ (n=1..N) in the set X
will be done using the stochastic game method described by
the tuple (I,4',Z'|ie I), where I is a set of players;
L=|TI]| is a quantity of players; 4’ ={a'[l],..,a'[N]} is a
set of pure strategies of the 7 -th player which define a choice
of one of clusters; N is a quantity of strategies of the i -th
player (N<L); 2 :4 —R' is a lose function of the i -th

=i
—

player; A= x A’ is a set of the combined strategies.

The game essence consists in the random moving of
players from one cluster to another. For this purpose during
time moments f =1,2,..., each player on the basis of the
generator of random events independently of others chooses
a pure strategy a' € A4’ which defines its accessory to the
corresponding cluster. According to (1), after the realization
of the combined varianta € A , players receive random losses

&' (a) with a priori unknown stochastic characteristics:

& =g 2 ala=a) s -x| viel,

t Jel

@)

where C 22 ;((a,i =atj) is a current quantity of
jel

elements of a cluster which contains the i -th player;

()€ {0,1} is an indicator of the event.

The efficiency of a game course is defined by functions
of average losses:

)
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The game purpose consists in minimization of the system
of functions of average losses (3) in time:

Viel. @)

limE; — min
t—o0
So, on the basis of a supervision of current losses {£'}

each player ie I should learn to choose pure strategy {a,'}
so that with time course ¢=1,2,...
performance of criteria system (4).

to provide the

The game problem solutions will satisfy one of the
conditions of collective balance, for example, on Nash or
Pareto, depending on a method of formation of a sequence of

strategies {a, }Vie I .

1.

Stochastic game solving we will execute by means of

adaptive recurrent transformation of vectors p! Vie I of the
mixed strategies.

METHOD OF PROBLEM SOLVING

Construction of a method of stochastic game solving we
will carry out on the basis of stochastic approximation of a
complementary slackness condition of a determined game,
correct for the mixed strategies in a balance point on Nash

[5].

For this purpose, we will define a polylinear function of
average losses for the determined game:

Viip=> v ] p'@a).,

ac4 jela'ea

where v(a)=M{£ (a)}.

Then the vector of a complementary slackness condition
(CS) will be of the form:

CSi:Vp,Vf(p)—eNVf(p)zo Viel,

where Vp, V'(p) is a gradient of the polylinear function of

average losses; e" =(1,]j=1.N) is a vector whose all
components are equal to 1; pe S" is the combined mixed
strategy of players set on a convex unit simplex S
(M =N").

To take account of the solutions in vertices of the unit
simplex we will execute weighing of a CS’ -vector by
elements of a vector p’' of the mixed strategies:

diag(p'(CS') =0 Viel, (5)

where diag(p') it is the square diagonal matrix of an order

N constructed of elements of a vector p’.

Considering that



diag(pi)[Vp, Vi—e"vil=
= E{&Te(a))-p1| pi = p'}

on the basis of a method of stochastic approximation [6] we
will receive recurrent expression:

z) Api-ré&ie(a))-p)} Viel, (6
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where E is an expectation symbol; 7[2/ , Is a projector on
N -dimensional &, -simplex S;’VH [51; 7,>0, and € >0 are
monotonously descending sequences of positive values;
e(a,') is the unit vector specifying in a choice of pure

strategy a' =a'e A'.

Parameters ¥, and &, can be calculated as follows:

7/1 = 7t7a ) 8[ =€t7’6 ) (7)

where y>0; a>0; £€>0; f>0.

Convergence of strategies (6) to optimum values with
probability 1 and in the root-mean-square is defined by the
ratio of parameters ¥, and & which should satisfy

fundamental conditions of stochastic approximation [6].

Projection on expanded an &, -simplex § ;V , provides the

performance of the condition p![j]12¢,,j=1..N necessary

for completeness of the statistical information on chosen pure
strategies, and the parameter £, — 0 is used as an additional

element for controlling the convergence of the recurrent
method.

The choice of pure strategy a,/[k] Vie I is carried out
by players on the basis of dynamic random distributions (6):

k:arg[gllir}]ipf(a["(j)) > a)]e {1.N}, (8

where we [0,1] it is the real random number with the
uniform distribution law.

The stochastic game begins from not learned vectors of
the mixed strategies with a value of elements p,(j)=1/N,
where j=1..N . During following moments of time the
dynamics of vectors of the mixed strategies are defined by a
Markovian recurrent method (6) — (8).

So, at the moment of time ¢ each player on the basis of
the mixed strategy p' chooses a pure strategy @' and until
the moment of time #+1 receives current loss & then
calculates the mixed strategy p;,, according to (6).

Thanks to the dynamic reorganization of the mixed
strategies based on the processing of current losses, the

method (6) — (8) provide an adaptive choice of pure
strategies in time.
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Quality of game of the data clustering is estimated by:

1) the average loss function:

L

2

i=1

[1]
o]

©)

i
t

=

=

where L =| /| is a cardinality of a set of players;

2) the function of the average norm of mixed player
strategies:

x
i

A, = Zt:im . (10)

7=l i

The algorithm of Stochastic Game Solving

1. To set initial values of parameters: =0 is an initial
moment of time; N is a quantity of pure strategies of players
(otherwise it is a number of clusters ¥, n=1.N); L=|1|

is a quantity of players; X = {x,x,,...,x,} is a set of objects
intended for clustering; k& is a quantity of characteristic
factors of objects xe R*; m, = (m_[1],m [2],...,m [k]) is an
expectation value of parameters of object xe X ;

b

d_=(d[1],d [2],....d [k]) is a dispersion of parameters of
object xe X ; A'={a'[1],a'[2], ...a'[N]}, a'(j)=]j,
i=1..L, j=1..N is a vectors of pure strategies of players;
py =(1/N,..,1/N), i=1.L is an initial mixed strategies of
players; ¥ >0 is a parameter of a step of learning; e (0,1]

is an order of a step of learning; & is an & -simplex
parameter; >0 is an order of an & -simplex expansion

rate; ¢ is a maximum quantity of steps of a method.

X

2. To choice variants of actions a'e€ 4’ of players
i=1..L according to (8).

3. Get current property values of objects as random
variables with the normal distribution law:

s+ 30,6
j=1

where @;,€[0,1] it is the real random number with the

uniform distribution law.

4. To calculate the value of current losses &', i=1..L
according to (2).

5. To calculate the value of parameters ¥, and ¢, ,
according to (7).

6. To calculate elements of vectors of the mixed
strategies p,, i =1..L according to (6).

7. To calculate quality characteristics Z, (9) and A, (10)

of the data clustering.

8. To set the following moment of time ¢ :=7¢+1.



9.1f <t , then go to astep 2, else to stop.

IV. RESULTS OF COMPUTER MODELLING
We will solve a stochastic game by means of a recurrent
method (6) — (8) for test parameters: k=2 , N=2 ,
A={,2} , y=1, €=0999/N , =03, =2,
t.. =10", d=0.01.

Let in the base set X ={¥,,Y,} two non-empty subsets
Y, nY, =@ are visualized such that intracluster distances are
less than intercluster distances. Elements of these subsets are
received as the random points generated on a plane on the

normal distribution law for different mathematical
expectations.

On Fig. 1 graphs of functions =, of average losses of

t
players and average norm A, of the mixed strategies which

characterize the convergence of stochastic game of data
clustering are represented in logarithmic scale.

0 1 2 3 4 ]

Ig ()

[1]

lg(7)

Fig. 1. Characteristics of solving the stochastic game in pure strategies

The game method (6) — (8) provides minimization of the
function A, of average losses in time. The function of the
average norm of mixed strategies reaches the logarithmic
zero, which illustrates the obtaining of the game’s solving in
pure strategies.

Dependence of average quantity of game learning steps
¢t on the parameter ¢ is shown on Fig. 2. Value 7 is
averaged on realizations of random processes.

The moment of a game stop is defined by a condition of
the approach of the average norm of mixed strategies to 1
(A, 20.99) and correct assignment of elements of the set X
to one of the clusters ¥, or Y, (how these clusters are
visualized in the set X ).

7

2000

00— —— ——

1000 +———————— —— — —— — — — —

500 - ————————— — — —— ——

0 T T T T T T T T T
0 01 02 03 04 05 06 07 08 09 1 @

Fig. 2. Influence of the parameter ¢ on the game convergence

For a solved problem, the growth of parameter & from 0
to 0.7 does not lead to considerable deterioration of

stochastic game convergence. Considerable growth of the
average quantity of game steps occurs at o > 0.7.

The order of convergence rate of a game method is
defined by a parity of parameters o and # . For the

convergence of the offered method, it is necessary that these
parameters satisfy the conditions of stochastic approximation
[6]. Dependence of average quantity of steps 7 of clustering
game from a dispersion d_ of parameters of objects xe X it

is representing by the diagram on Fig. 3.

Value of a dispersion d, € [0;50] does not a material
effect on the quantity of the steps necessary for the data
clustering by means of a game method (6) — (8). For values
d_>50 of a dispersion, considerable growth of the average
quantity of game steps necessary for correct adding of
elements of the set X to one of the clusters Y, or Y, at the

level A, 20.99 of game learning is observed.

i
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Fig. 3. Influence of the dispersion on the game convergence

The boundary elements of the subsets can be assigned to
both cluster ¥, and cluster Y, , that is, clusters can intersect.

Let in the general set X there are the points ye Y
placed on equally spaced from subsets Y, —-Y and, ¥, -Y
that is, |s(y,Y, -Y)-s(»,Y,-Y)|ke ,
s(y,Z):rgiZn”y—z". Then the method (6) — (8) provides

where

solving the game in mixed strategies as shown on Fig. 4.

1] 1 2 3 4 5

g(t)

[1]

oy

le(F)

Fig. 4. Characteristics of solving the stochastic game in mixed strategies

On Fig. 4 it is visible that the function A, of the average

norm does not reach the logarithmic zero indicating that the
game is solved in mixed strategies.

The growth of cardinality of a set X and corresponding
growth of the number of players leads to a reduction of
convergence rate of the stochastic game, which appears in
the growth of the quantity of the steps necessary for the data
clustering.



On Fig. 5 the graph of the dependence of average
quantity of steps of stochastic game learning on the number
of clustering objects is represented. The data intended for
clustering is received randomly by means of the normal
distribution law of coordinates of points on a plane. It is
generated two concentrations of points with parameters of
the normal distribution. The moment 7 of the game

termination is defined by a condition A, =0.99 . The
obtained results are averaged on k., =100 experiments.

By results of experiments, it is visible that with an
increase in the quantity of clustering objects the quantity of
the steps necessary for stochastic game learning increases.

14
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Fig. 5. Dependence of the average quantity of game steps on the number
of clustering points

Achievement of the characteristics of the stochastic game
convergence, which is acceptable in practice, is determined
by fine-tuning of the parameters of the game method within
the framework of the basic relations given by the theory of
stochastic approximation.

V.

In this paper, the new game model for data stream
clustering is proposed. An adaptive recursive method was

CONCLUSIONS
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constructed to solve the game. Random moving of points on
a plane simulates data streams.

Convergence of a game method depends on the
dimension of the stochastic game, the intensity of the noise
and the parity of parameters of the game method.

The efficiency of the game of data clustering decreases at
an increase of the number of players and noise intensity.

Simulation veracity proves repeatability of values of
average characteristics of the stochastic game obtained for
various realizations of random variables.

The offered game method of the data clustering belongs
to a class of methods, which are based on the processing of
reactions of the environment. This method has a relatively
small (power-law) order of convergence rate due to the a
priori uncertainty of the system.

This limitation can be overcome by the high performance
of modern computer and possibility a game problem
parallelization.
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Abstract—The usage of linguometry and stylometry
technologies for author’s style detection is discussed. The
statistical linguistic analysis of author’s text uses the
advantages of content monitoring based on NLP methods for
stop words definition. They are used in stylometry for
definition of attribution degree of analyzed text to the specific
author. The formal approach for Ukrainian language text
author’s style definition is proposed.

Keywords—plagiarism, plagiarism detection, author’s style,
statystic linguistic analysis, quantitative linguistics, authorship
attribution.

1. INTRODUCTION

The strategic task of scientific and educational
organizations is the formation of scientific elite, able to
contribute to economic growth by introducing innovative
products in industry, agriculture, medical services and
information technologies. They would be able to support the
sustainable and continuous growth of Ukrainian economy.
The effectiveness of education and science is a constant
concern for government and public organizations. Plagiarism
negatively affects the quality of education and science [1].
Academic integrity is a rather broad term. It is understood as
a set of ethical principles and rules defined by laws which
should be followed by all participants of educational process
in study, scientific research with the ultimate purpose of
creating trust in objectivity of educational or scientific
accomplishments. Attaining academic integrity requires a
systemic approach combining the implementation of various
organizational, educational, and technical measures. Among
important technical solutions in this area is the creation of
repository of academic texts of organization and National
repository of academic texts (NRAT); and using information
system (IS) for plagiarism detection in scientific articles
which detects similarities based on data from NRAT and
Internet. In article [2] plagiarism is subdivided in four kinds,
each of them having the distinct purpose. Depending of
activity type and application area, plagiarism can be:

e professional (acquisition of intellectual, creative and
professional achievements of other people with a
professional purpose;
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e educational and scientific  (appropriation of
intellectual property uniquely in process of attaining a
scientific degree, or qualification certification, or
confirming existing degree);

e social (similar to professional, but not occurring in
professional environment);

e normative (appropriation of results of methodical,
scientific work, laws and bills developed by other
people, also practical solutions).

Depending on form, we establish following types of
plagiarism:

e Full or partial copying of author’s work using
linguistic, lexical and technological interpretation
(implemented by most of existing plagiarism
detectors).

e Appropriation of the main idea (hard to detect,
because there are no methods in existing systems
allowing to extract and analyze meaning of
document).

e Plagiarism implying the use of references, while
citing other works, referencing non-existing or non-
relevant sources, presenting facts from other research
without referencing it (partially implemented in some
plagiarism detecting systems);

e When plagiarized work is not created by putative
author himself, but bought from certain organization
or person producing such works commercially and
attributed to buyer. The detection of such type of
plagiarism requires the definition of original writer’s
style using as a sample his other works. This
important problem is addressed in this article.

II. BACKGROUND ANALYSIS

For automatic detection of language formatted excerpts
of text are analyzed: letters are ordered in diminishing order
according to frequencies of their appearance in excerpt
(frequencies are shown), capitals and small letters are not
distinguished. We can analyze the data and detect the



language of text using one of three methods presented in [3-
9]:

Frequencies of vowels and consonants in text,

Frequencies of voiced, voiceless, nasal and other
types of letters and their combinations,

e Frequencies of letter’s usage.

In order to research peculiarities of author’s style various
individualized lexical metrics were defined. Among them are
continuity, lexical variety, syntactic complexity, indices of
concentration and uniqueness for fragments from author’s
text and other text. Next, using those metrics, internal
dynamics of text is analyzed and finally, the degree of
appropriation of analyzed text to a specific author is defined
[10]. In order to define the degree of plagiarism a summary
grouping table is built. In this table are placed, calculated
previously for sets of texts with similar content, the average
group values of continuity, lexical wvariety, syntactic
complexity, indices of concentration and uniqueness [11].

The area of standard deviations is defined and thus the
lexical similarity of analyzed fragments is compared to
benchmark [12]. The author of text is defined based on
analysis of his formatted text [13]. Words are placed in
falling order according to their usage frequency in text
fragment. The type of speech (direct or indirect) is noted.
Common names are removed from text fragment. Author of
text fragment or of a whole text is defined when possible
using frequency dictionaries [14]. The analysis of authorship
is based of definition of differences between individual
author styles [15]. The uniqueness of style make author’s
language dynamic, memorable, easier to understand.
However it is important to differentiate between individual
style characteristics and characteristics common to authors
[16]. The degree of authorship attribution of particular work
includes credibility, authenticity of such work characteristics
as author, time and place of creation. This degree is defined
based on analysis of stylistic and technical distinctions [17].

III. STATEMENT OF PROBLEM

Our work aims to detect plagiarism in scientific articles
by analysis of author style on a deeper level. We are treating
this task as a text classification problem (fig. 1), where every
document belongs only to a specific category/class/author.
As initial dataset we use one-author articles of 100 Ukrainian
scientists, 10 articles from each.

Thus, we analyze the collection of 1000 texts. For each
category benchmarks which correspond to the style are
defined. For each of researched text the coefficient of
attribution to specific categories is calculated. For author’s
style definition the methods of machine learning were used
(Bayesian classificator and reference vector method). Using
our dataset we also obtained such quantitative characteristics
of author’s style as coefficient of text variability, degree of
syntactic complexity, continuity, and uniqueness and
concentration indices [3-5].

The stage of text preprocessing is rather time consuming
and consists of primary processing of linguistic data
(building of distribution sequences, calculating statistics and
other  linguometric  characteristics),  lexicographical
processing of textual data (creating frequential and
alphabetically frequential dictionaries for texts of specific
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author, dictionaries of concordances, referential words, and
author’s style keywords) and applying methods of stylometry
for authorship attribution [18-24].

The stage of
characteristics
elucidation (TF-IDF)

Model training
and evaluation

Results
analysis

The general scheme of authorhip attribution workflow

The definition of
text diversity
coefficients

Incoming data

Fig. 1.

It is practically impossible to do this without preceding
analysis of author’s works represented in form of benchmark.
The linguistic analysis and interpretation of stylistic
properties and regularities of author’s style is done using
methods of content analysis and has following steps: the
correct selection of texts; lemmatization of text units;
removing heterogeneity of text units; building dictionaries
and based on them creating statistical distributions within
corresponding frequential linguistic dictionary scales; search
of parameters which adequately represent the structure of
frequential ~ dictionary;  reviewing  parameters  for
effectiveness; mathematical modeling and analysis of lexical
and statistical distributions; creating statistical classifications;
results interpretation and definition of benchmarked
coefficients of text diversity for the specific author. An
important part of this process is the definition of correct
keyword dictionaries of author’s style.

We developed a system allowing to select language(s)
used in text. The access to the process of keywords definition
based of thematic words stems is provided by Victana
(victana.lviv.ua) resource [25]. When building such
dictionaries from Ukrainian texts the word stems should be
taken without inflections.

IV. THE METHOD OF AUTHOR’S STYLE DEFINITION FOR
TEXTUAL CONTENT

The linguistic and statistical basis for research of text
attribution is based on works [3, 18-23]:

1) primary processing of linguistic data (building
distribution sequences, calculating statistics, statistical
metrics and other linguometric parameters),

2) lexicographic processing of textual data (creation of
frequential and alphabetically frequential dictionaries,
dictionaries of concordances, referential words, and author’s
style keywords).

The wusage of linguometric methods for statistical
description of text supports research in the domain of
authorship [24]. The method of linguistic analysis and
interpretation of stylistic features and regularities of writer’s
style (or style of specific historical period) uses algorithm 1.

Algorithm 1. The linguistic analysis and interpretation of
stylistic features and regularities of specific author’s style.

Stage 1. Texts selection. It is important how texts are
selected and the size of selection: for reliable definition of
characteristics the required selection size is at least 18
thousand words [26-31].



Stage 2. The lemmatization of textual units. Unification
of different words according to lemmas of language [5].

Stage 3. Removing disparity of textual units. Resolving
the problem of text units’ disparity, such as the usage of
direct and indirect speeches.

Stage 4.Building a system of frequential dictionaries and,
based on it, creation of the statistical distributions within
corresponding frequency scales. Frequential dictionary is a
type of dictionary where the usage frequency of specific
language object is noted (word composition, word form,
collocations, idioms, phrases) in different texts of specific
size. Usually the absolute and relative frequency of language
units usage is shown, in fall down order [3].

Stage 5. Search for parameters which adequately reflect
the structure of frequential dictionary. The number of
parameters is different. For example, for description of
French texts from XVII century 51 parameters were
proposed [26-31]. The common parameters found in [27-30]
allow to formulate several linguo-statistical methods for text
research:

— the method of supporting words (calculation of usage
frequency and percent of auxiliary words [18-22]: such as
pronouns, prepositions, conjunctions and determiners;

— the method of punctuation marks (only calculate the
number of internal and external punctuation marks);

— the method of words (only calculate the number of
words of specified length);

— the method of sentences (only calculate the number of
sentences of specific length);

— the syntactic method (calculate the number of
punctuation marks, words and sentences of specified length);

— the combined method (the combination of supporting
words method and syntactic method).

Stage 6. Checking the effectiveness of parameters.
Applying known methods for selected parameters
effectiveness verification.

Stage 7. Mathematical modeling of lexico-statystical
distributions. Applying known methods of mathematical
modeling of lexico-statystical distribution.

Stage 8. Building of statistical classifications (author’s
benchmarks) reflecting the stylistic regularities within works
of specified author or specific literary epoch (or the sequence
of literary epochs).

Stage 9. The interpretation of obtained results from the
perspective of historical and linguistic knowledge, general
and historical stylistics.

Using algorithm 1 we perform the task of authorship
attribution which can be described as follows. Suppose, that
there is a benchmark statistically reflecting all author’s
works. We should evaluate the belonging of specific texts to
benchmark using corresponding methods. Let’s consider as
example the works of Author 1 and her publications from
[32-40]. Assume that author’s benchmark is already built,
that tasks of selecting texts, lemmatization and non-
uniformness problems are already resolved and frequential
dictionary is created [3, 41-48]. We will use the method of
supporting words for attribution and will represent results as
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correlation coefficients and also graphically. Separately, we
will also note the evolution of relevance of one of text’s
parameters — auxiliary words- for authorship attribution:
pronouns, conjunctions, prepositions [49-64].

For individual writer’s style definition the auxiliary
words are significant because they are not influenced by
book theme or content [3]. We will assume that this
parameter is effective for authorship attribution and will use
a list of 71 auxiliary stop-words [41-48, 55-69].

V. THE RESULTS OF EXPERIMENTS

Let’s take four arbitrary fragments from [3-5, 25],
formatted depending on attribution method: from each
fragment only prepositions, conjunctions and pronouns are
used. The overall number of word usages is calculated and
common names are excluded. For each of fragments we
define the absolute frequency (AF) and relative frequency
(RF) of auxiliary word appearance and also the relative
frequency of this word appearance in benchmark. Figure 2
shows the graphical representation of relative frequency of
stop words appearance in Fragment 1 and in benchmark. The
coefficient of correlation for auxiliary words in this case is
Re-1=0,6076.
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Fig. 2. Relative frequency of auxiliary words appearance in fragment 1
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Fig. 5. Relative frequency of auxiliary words appearance in fragment 4
and benchmark

The graphical representation of relative frequency of
auxiliary words appearance in fragment 2 and benchmark is
shown on fig. 3. The coefficient of correlation in this case is
R.»=0,7066. The graphical representation of relative
frequency of auxiliary words appearance in fragment 3 and in
benchmark is shown on fig. 4. The coefficient of correlation
in this case is R..y3=0,2810. The relative frequencies of
auxiliary words in fragment 4 and benchmark are presented
in fig.5. The coefficient of correlation is R..y4=0,7326. The
correlation coefficients for each auxiliary word for fragments
1-4 are summarized in Table I. After the analysis of
correlation coefficients for auxiliary words we conclude that
probability of relatedness of fragments to benchmark is
largest for fragment 4, the next is fragment 2 and then
fragments 1 and 3. Let’s note, that for all four fragments
there are high correlations for prepositions. This could be
interpreted as prepositions not influencing the author’s style.
Additionally, for selected text fragments, we analyzed the
frequency of only pronouns and only conjunctions
appearance and calculated corresponding correlation
coefficients. The comparison of results is shown in Table II.

TABLE L CORRELATION COEFFECIENTS FOR AUXILIARY WORDS
Fragment Pronoun Conjunction Preposition
1 Rey1770,72 Reyv15=0,79 Reyic=l
2 Re-v27=0,4928 Re-v25=0,5714 Re-v2=0,9580
3 Re.y37=0,1517 Re.y35=0,1624 Re-y3=0,8800
4 R.-v47=0,5639 Re-y45=0,9544 Re-v4c=0,9594
TABLE II. CORRELATION COEFICIENTS FOR EVERY FRAGMENT
Coefficient | Fragment 1 | Fragment2 | Fragment3 | Fragment 4
Ry 0,6076 0,7066 0,2810 0,7326
Ry 0,6900 0,4913 0,2254 0,6905

Fragment 4 is still has the biggest probability of being
related to benchmark, after it with a small gap go fragments
1, 2, 3. The order is the same as was in previous experiment.
For confirmation of results we refer to [25], which provided
fragments for experiment. Thus, the usage of supporting
words method lead to following results: among researched
fragments the greatest probability of relatedness to
benchmark is obtained for the fragment which in fact belongs
to it [25]. Other results also confirm the applicability of
supporting words method for texts authorship attribution.
Accordingly, in first experiment the second greater
probability of being related to benchmark is assigned to
fragment of another text by the same author. Fragment 1
which also belongs to benchmark, lost to fragment 4 only
one tenth in correlation coefficient value. Also adequate is
the result for fragment 3, which is represents a text nearly

one hundred years distant in its creation time from
benchmark. The hypothesis made in [25] that prepositions as
method parameters have no influence on author’s style
definition lead to reduction of correlation coefficients, but
put the probability of relatedness to benchmark in right order.
Most of all, the difference between correlation coefficients
for fragments 1 and 4 was considerably reduced and had
value of 0,0005. However, for confirmation or refutation of
claim that prepositions are not an important factor in
authorship definition additional research should be done.

VI. CONCLUSION

In this work the importance of textual works analysis for
plagiarism was shown, types of plagiarism were reviewed
and approach to detect author’s style was described. The
authors researched machine learning methods and linguistic
metrics for definition of author’s style based on corpus of
Ukrainian academic articles. The publications authored by
several people present a separate problem. The definition of
style in this case is more complex because styles of different
authors are superimposing. In this case it is difficult to detect
whether the academic work was created by commercial
writer.
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I. INTRODUCTION

Efficiency of protection of underground steel gas main-
pipelines (USGP) against corrosion depends on a state and
quality of pipes. The pipes are protected by coatings and the
cathodic protection equipment (CPE). The surface of the
pipes becomes covered with defects during operation, in
particular, the corrosive ones. Coefficient of corrosion
inhibition depends on the defects.

Defects of the pipelines (USGP) can be divided into two
classes [1]:

1 — defects of continuity (defects of a material) featuring
with local discontinuity of the material (steel);

2 — shape defects revealing as local changes of the
pipeline elements during production process or operation.

We will restrict ourselves to consideration of the defect
system of a pipeline (USGP) and processes of the corrosion-
mechanical fracture, in particular, stress corrosion cracking
(SCC), which are appropriate to analyze on the base of a
software and hardware complex.

The problem is to evaluate efficiency and quality of the
software and hardware complex (SHC) to ensure conditions
of the pipeline operation with accounting for the CPE, the
SCC processes, and application of data and knowledge bases.

II. AN ANALYSIS OF RECENT PUBLICATIONS
ON THE PROBLEM

We have addressed a perspective of application of the
functioning method of intelligent SHC to monitor and ensure
safety of the pipeline operation by means of databases [2].
Such database comprises the following: data of continuous
monitoring of the pipeline actual state, technical
documentation data, results of internal pipe diagnostics, data
of electrometric measurements, data of visual and
dimensional control, data of periodic non-destructive
measurements, corrosive and mechanical characteristics of a
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metal, criteria of limit states of pipeline systems with
damages [3].

The information presented deals with a technique of
control of complex interacting processes allowing
development of an intelligent system based on knowledge
about peculiarities of the interaction of process participants
in a specific subject field [3]. The technique is developed on
the base of models, methods and algorithms of the
ontological analysis and data processing. The novelty of
corresponding mathematical model underlying the intelligent
system consists in a combination of various mechanisms of
logical conclusion, when making a decision in a problem
situation, based on all available information about the subject
area [3].

Diagnostic weight and value of attributes proposed to use
for the process optimization have been formulated [4].

A new approach is proposed which solves the problem of
automated intelligent diagnostic using machine learning
techniques [5].

III. FORMULATION OF THE RESEARCH GOALS

The purpose of the study is to develop methodological
and theoretical foundations of diagnostics of states of a
complex technical system such as the system of defects of a
pipeline (SDP), and corresponding technological processes
based on analysis and processing of knowledge under
conditions of uncertainty as well as development of new
intelligent methods and tools of multi-criterial diagnostics of
the object’s states (SDP).

The diagnostics relates to the pipeline critical situation.
The critical situation (state) emerging during the process of
the pipeline operation reveal itself as a destruction of the pipe
metal due to the stress corrosion cracking (SCC). Main
informational parameters of the pipeline are pipe diameter,
wall thickness, internal pressure, yield and strength limits of
material (steel), and energy characteristics of the surface
layers.

IV. INFORMATION ON COMBINATION OF CURRENT AND
POTENTIAL MEASUREMENTS

Recognition of the object’s parameters of state (SDP) is
performed by methods of solution finding on the base of
logical rules and precedents of solutions of the diagnostics
problems.



A problem of the value of information obtained during
diagnosis of underground gas pipelines by means of
contactless current measurements (CCM) is raised [6].

The implementation of the CCM method in the device for
measuring polarization potential (MPP) provides an
opportunity to use the MPP in detection of the USGP
damaged insulation both at alternating current (Pearson’s
method) and by the potential difference (gradient method) on
the surface of the soil [6].

To determine places of damage of the pipe protective
cover, two electrodes are placed on the soil surface above the
pipeline and alternative voltage Vg, (Pearson’s method) as
well as dc voltage U, (method of transversal gradient of
potential) are measured [6]. Combination of these
measurements allows determining polarization potential Up
by the formula [6]:

-7, (1)

Up =U g =Viug XU g Vg -

mg

Here, Uug, Vuc — correspondingly the constant potential
difference between metal (pipe) and comparison electrode
placed in corrosive environment.

To implement the CCM method, a hardware with
electronic memory to measure constant and variable
electrical voltages as well as polarization potential (PP) [6]
was designed. The MPP method can be used to control
pipelines and other metal constructions by parameters
indicated in (1). In the version of equipment in [6], a GPS
module was installed allowing additionally to fix place and
time of control. This facilitates considerably processing and
documenting the data arrays, in particular, combination of
measurements of potential with measurements of current
during their processing and determination of the USGP
parameters.

In formula (1), second term is an ohmic component of the
potential characterizing state of the protective coating. Ratio
of the ac voltage to the dc one, Vgg /Ugg =k, is the measured
harmonic factor showing ratio of loss of the measured ac
component to the dc one [6]. It is used to assess losses of the
dc component of the CPE on the pipe sections and to
determine distribution of the current density of cathodic
protection.

The use of GPS modulus in the developed device
provides automatic fixation of geographical coordinates and
time of the current measurement as well as the USGP depth,
which greatly facilitates processing and documentation of the
inspection results [6]. It is necessary for computing the
current density, its losses, and transition resistance “pipe—
ground” in different parts of the USGP. The CMC together
with MPP allow determining distributions of the current
density of cathodic protection, resistivity of soil surrounding
the pipe, and resistivity of the protective insulation on
different sections of the USGP [6].

V. PRINCIPLES OF DIAGNOSTING THE PIPELINE DEFECTS
SYSTEM

Under conditions of operation and monitoring, conditions
of functioning of objects of the USGP system and CPE
change. Let us consider project of the USGP monitoring
which main element is the SDP monitoring.
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Underground pipelines are in soil environment.
Anticorrosion coating of pipelines can be metal and film-
type. Between metal of the pipeline and coating, defects of
the cavern type are formed. Water from the soil environment
penetrates into the defects that is the aqueous electrolyte
solution is created. Electrochemical reactions and adsorption
processes are characteristic for such type of defects [7].

There are presented mathematical relationships and
methods of evaluation of physical and electrochemical
characteristics of the interphase layer at the metal-solution
boundary of the electrolyte together with corresponding
algorithms and software supplemented by the base of
numerical data [7]. These data are information means that is
a base of information technology of selection and processing
data concerning assessment of energy characteristics of
interphase layers and overstrain characterizing the boundary
metal-environment and conditions of metal plastic
deformation near the cavern tip [7]. The database of such
kind allows particularly to describe state of the interphase
metal layer with adsorbed impurities in corrosive
environment of the soil electrolyte type.

Number of parameters and volume of information
required for ordering and evaluation in order to take a
decision in critical situation are growing. For this purpose,
both the database and knowledge base are used.

The knowledge base is part of the decision support
system (DSS). The DSS has to contain information, which is
partially analogous to the [2] and characterizing the
following:

. and

conditions of implementation of physical
chemical processes;

probable results of physical and chemical processes;
conditions of the CPE functioning;
time periods related to the USGP reliability control;

degree of formalization of the decision making
process  with  accounting  for  normative
documentation;

probable critical situations, associated with the risk of
the USGMP and CPE system, with a note of the
reasons and conditions of their occurrence, and
measures to correct deviations from the operating
modes.

The most important for information selection and
processing is the last sixth paragraph, associated with making
decisions for the models of knowledge representation and
their following usage in the knowledge base.

To implement procedures of monitoring the USGP
system and CPE with accounting for a feedback, the
diagnostic weight of an attribute is introduced. If in the result
of the study it is revealed that the attribute k; has for the
given object a value of kj, then this value is called the
realization of the attribute k; [8]. Then information about
specific state (diagnosis) D; (i=1, 2, ..., n — total number of
states under consideration), which possesses a state of the
attribute kj, can be defined by the formula in the information
theory [8]:

Zpilk ;)= lP(D, 1k, ) P(D,)), 2)



where P(Di/kjs) — probability of the state D; provided that the
attribute k; obtained value of k;;

P(D;) — a priori probability of state.

For specific calculations, the diagnostic weight of
presence of the attribute k; within the interval s can be written
in an equivalent form relatively to (2) analogously to [8, 9]:

Zpi (ij): ln(P(ij /D, )/P(kjs )) )

Equivalency of relationships (2) and (3) follows from
identity [8, 9] based on the probability theory:

P(kjs)'P(Di/kjs):P(Dt)'P(kjs /Di):P(kjsDi)' (4)
From the point of view of information theory [8, 9], the
value Zsikjs) characterizes information about the D; state,
which has attributes kj. In expression (4), the P(k;/D;) value
is the probability of occurrence of interval s of the attribute &;
for an element of the system in the D; state, and P(k;) is the
probability of simultaneous occurrence of corresponding
interval of each attribute in every state considered.

The P(kjs) value is determined according to [8, 9]:
i=1

With accounting for the relationship (5), we will obtain
resulting expression:

Zplky)= ln[P(k 1D )/(Zn:P(Di )- Pl / D, )]] (6)

Let us introduce important concept of the information
theory — information or diagnostic value of the Zp(kj) study
for the USGP system and CPE. The Zpi(kj) diagnostic value
by the attribute &; for the state D; is a volume of information
introduced by all variants of realizations of this attribute in
establishing a corresponding state [9]. Expression Zpi(k;) for
the m-bit attribute is proposed to write in form of [9]:

ZDi(kj):iP(k._/Di)log . Ples /D) )

p > P(D,)- Pl 1D;)

i=1

Diagnostic value of the process of diagnosing Zp(k;) for
the USGP system and CPE considers all possible realizations
of the attribute, which corresponds to a specific state
(diagnosis) and is certain mean expected value, more
precisely, it is mathematical expectation of the information
value introduced by separate realizations of the attribute in
this state [8]. Because the Zg(k;j) is attributed to a single
specific state, it is commonly referred to as the partial
diagnostic value by the attribute &; [4, 9].

A technique to predict situations of the USGP system and
CPE is proposed, consisting in accounting for main

informative parameters by means of artificial neural
networks, as well as were defined directions of application of
the “data mining” methodology to control limit states of
pipes on the base of the strength and yield criteria.

The neural network with direct signal distribution to
assess defects on the gas pipe surface is proposed. A mean
square error averaged by the number of the neural network
output variables and calculated on the base of predicted and
real values of the test sample by formula [10] was used to
determine efficiency of the neural network being studied:

FES ) ®)
CNxKk &\ Vi)

Here, y; — value of the i-¢h output variable of neural

network for j-#h training or test example;

y 5’ — predicted value of the i-#4 output variable of neural
network for j-th training or test example;

N — number of examples in the training or test sample;

K — number of output variables of the neural network.

Activation functions are selected by an exhaustive search
over the given set [11] including:

e threshold;

e symmetric threshold;

e sigmoid;

e stepwise sigmoid;

e symmetric sigmoid,

e stepwise symmetric sigmoid;
e Gaussian;

e symmetric Gaussian;

e stepwise Gaussian;

¢ Elliot function;

e symmetric Elliot function;
e linear function;

e symmetric linear function;
e symmetric sine;

e symmetric cosine;

® sine;

e cosine.

To optimize information flows and improve the project
configuration, let us use the quality functional J(Pr,FB(Px))
with accounting for sensitivity coefficient Sz and a feed-back
[12]:

J(P,,FB(P)) = j S5, Br)dt = opt » ©)

fy



where J_; — vector of specific impacts upon the OP (y,(f) —

vector components (key parameters for the USGP system
and CPE),j=1,2, ..., n);

u — control vector of information flows;

s — vector of indeterminate perturbations;
Py — information flows (k= 1, 2, ..., m);

m — total number of information flows Pj considered in
the given project;

[0, t] — time interval, in which the process is considered
(formation of optimal values of parameters corresponding
to Py,

f (;,;,S_,ﬂR) — function reflecting quality index of the
project;

B r — sensitivity coefficient;

FB(Py) — function characterizing feed-back between
flows P, and project’s environment with accounting for
sensitivity coefficient Sz and expert opinions, of experts;

opt — optimization symbol;
¢ — time.

To implement above processes, it is proposed to use the
intelligent predictive control system of technological
processes (IPCS TP) pooled into unified information
complex analogously to [13]. Here, we recommend to
combine the information complex, equipment for
measurements of constant and alternating voltages and
determination of polarization potential [6] into unified
information space.

This allows the following:

e to expand considerably spectrum of tasks associated

with control system;

provide personnel with information on state of
hardware and software;

decrease risks and improve reliability of the
measuring hardware complex;

to increase considerably general informativity of
components of corresponding information space;

to automate procedure of formation of normative-
technical documentation;

to attract information on strength criteria of elements
of metal constructions with consideration of energy
characteristics of surface layers [14].

During the process of monitoring the USGP system and
CPE, values of physical and chemical parameters are
recorded through set time intervals and form a system of
interrelated time series. The possibility of free access to
information saved in databases is an important perspective,
because in the future only small part of the general volume of
information can be necessary.

For the time being, prediction of parameters
characterizing the state of a technical object is made as a rule
on the base of classical models of auto-regression —
integrated moving average [15]. Existing approaches to
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information processing in control systems as a rule do not
provide required accuracy of prediction, leading to increase
of probability of making erroneous decision in the object
control [15]. Therefore, the prediction algorithms need to be
improved. Let us formulate the problem of a variable values
in a general case for a discreet time analogously to [13]:

Vigr = FZ(Yk—m’¢(Yk’Vk’yjsk)) . (10)

Here, Y;+:— vector of prediction for anticipation interval;
7, k — actual time interval (clock time);

Yi+: — vector of parameter values (e.g. one of the
parameters y;(f)) with memory depth m;

Yr — vector of values of prehistory of corresponding
parameter; V; — white (Gauss) noise;

Fz(-) — generalized transformation function (method,
algorithm);

o) linear independent
properties of the time series.

functions

characterizing

Prediction of critical state of the system studied can be
done by a criterion of the prediction error minimum:

(11)

€=Yy; —Yipro = min When =7,

where Yi+n — actual values of technological variable;
7, — set value of anticipation interval.

The solution of the problem of prediction for the USGP
system and CPE (i.e. finding generalized function F; and
parameters y;(¢)) is formed by means of interpolation of a
temporary series and extrapolation of values of predicted
series by its initial values by means of functions ¢(-) in order
to ensure criteria (8) and (9).

Results of prediction of the technical state allow not only
foresee places of failure of the structural elements and outage
of gas transportation system but also to determine the
optimal periodicity of running diagnostics procedure and
repairs.

Application of algorithms for predicting technical
condition of a pipeline allows considerably improve the
efficiency of the technical diagnostic system, which in turn
leads to improvement of the operation of monitoring
equipment described in [6]. In this case, risks of occurrence
of the main crack will be reduced, and such situation will
assist to provide the desired level of security of gas
transportation.

When running procedure of predicting technical state of
the USGP system and CPE, not only data obtained in the
actual time are used. Results of previous measurements are
considered too. Knowledge of previous results of the object
diagnosing indicates the need to use databases with the large
volume of memory. That said, saving all information about
the state of the USGP system and CPE for the whole period
of operation in databases is not worthwhile because of many
reasons.

In particular, results of measurements of currents and
potentials prior to a pipeline repair and afterwards may not
correlate between themselves. The reason can be that after



repair some elements of structures can be replaced, for
example pipes in some sections. As a consequence, data
processing can produce incorrect results of the prediction,
and thus a certainty of the results of diagnostic procedure of
the USGP system and CPE will be minimal. Another reason
can be excessively large volume of data.

To improve the efficiency of the intelligent information
system (IIS), it is practical to include an inductive
component (IC) into the IIC structure, which allows
automatically complete the database [16]. This, in turn, set
forth a problem of unification of deductive and inductive
formalisms into a single system that leads to the necessity to
develop structural and functional models of the IIC with the
inductive component (IIC IC), as well as algorithms of
efficient search of a solution as a base for development of the
quality IIC independently of their complexity and character
[16]. We propose to use the basic intelligent component in
the process of neural network spectral analysis, which is able
to adapt to requirements of a specific sensor [17]. An
artificial neural network does not give possibility to create
new, unique architecture, but only allows to bring in an
ordinary software and hardware for calculations. Such
component features with high reliability, ability to adapt to a
specific application, and usage of design principles ensuring
the possibility of a simple expansion of the intelligent
component potential by means of completion with new
algorithmic solutions [17].

A large amount of experimental data is provided in
article [6]. Processing the results of experiment [6] allows to
determine distributions of cathodic protection current
densities, specific resistances of surrounding the pipe soil
and protective isolation on the different sections of the
USGP. Corresponding information will allow to predict the
resource of separate areas of gas pipeline and determine the
terms of repair.

VI. CONCLUSIONS

A method of functioning of intelligent software and
hardware complex for the monitoring system of an
underground steel gas pipelines (USGP) and cathodic
protection equipment (CPE) using data and knowledge bases
is proposed. The data and knowledge bases for monitoring
the USGP system and CPE comprise the following:

e data of continuous monitoring of information about

actual state of the system of corrosion defects,

data of normative-technical documentation, data of
diagnosing underground gas pipelines by means of
contactless current measurements,

data on critical risk-related cases for the USGP
system and CPE with indication of reasons and
conditions of their occurrence, and also procedures
concerning correction of deviations from a pipeline
operating modes,

data on the control measurements of currents and
potentials,

data of nondestructive control with accounting for the
stress corrosion cracking (SCC),

corrosion-mechanical characteristics of a metal,

strength and yield criteria for a pipe material.
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Abstract—Negative factors in shaping the content
complicate the process of finding the necessary data when
scanning various sources. Increase in volume and change of
relevance or dynamics of the content streams (systematic and
irregular updates) leads to duplication, information pollution
and redundant results in content search. Comprehension and
generalization of large dynamic content streams which are
continuously generated by Internet resources requires new
methods/approaches to search such as content monitoring.
Input information for content monitoring is a text in any
natural language presented as a sequence of symbols, whilst
output information is provided as tables of sections, sentences
and lexemes of the analyzed text.

Keywords—analysis of information resources, content-

analysis, rating evaluation, content management system.

1. INTRODUCTION

Nowadays the evolution of Internet-resources, which
presently displace television, newspapers and magazines, is
taking place [1-3]. This is why the need to create an
information product targeted to user's needs and satisfaction
increases. There are many information resources providing
information about world and local news, but many of them
are not adaptive or easy to use [4-7]. Foreign resources are
much more informative and easier to use than the Ukrainian
ones, which are cluttered with excessive content and
advertisements. Currently there are not many Ukrainian
resources and their development and improvement is
important for users. Most of them do not have adaptive
layout, which greatly reduces the number of users, as
nowadays not only personal computers have Internet access,
but also electronic media with different screen resolutions,
such as mobile phones, smartphones, tablets, ectc are
equipped with one. Fewer and fewer new systems and
software products are being ordered, as there are many
different and similar systems or programs on the market.
Therefore, ready system models or their templates enter mass
market. However, questions related to the area of expertise of
an enterprise or a person and the field of science or industry
almost always arise [8-10]. This creates demand for
improving existing systems and programs. In order to
improve information systems for Formation of Psychological
State of Human (ISFPSH) mathematical linguistics and
content analysis of text data sets are used. The problem is
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the lack of common standardized approach to architecture
design and the development of ISFPSH as well as the data
processing within system [11-12]. The absence of a general
classification leads to issues with defining and forming
unified methods for processing data, which in turn causes the
problem of creating appropriate software [13-20]. This
justifies the purpose, topicality, expediency and direction of
research. The peculiarities of the use of ISFPSH are as
follows: openness - access for all companies as well as users;
globalism - access from anywhere in the world; absence of
time restrictions - access at any time; directness - low
barriers for entering market; direct user interaction -
reduction of distribution channels and the elimination of
intermediaries; automatic processing of requests. The
urgency of implementing ISFPSH is due to the following
factors: globalization leads to business information needs and
quick access to this information for a successful business;
time savings in obtaining the necessary content, e-commerce
content personalization, integration of ISFPSH. The
importance and urgency of building an ISFPSH require the
theoretical foundations investigation and practical summaries
and proposals development. The aim is to develop an
information resource with automatic filling content according
to user requirements, the need to set the following tasks:
automatic generation of commercial content; Automatic
collection and content creation; automatic formatting of
content; key words and concepts identification;
categorization of content; duplicate content identification;
digest content formation; selective dissemination of content.
It is necessary to develop a general structure of analysis
system of social networks users’ profiles and their activities
to form a cut of individual’s psychological state on the basis
of “Big Five” model [11]. To complete this, it is advisable to
use methods and means of information resources processing
on the Internet environment. [12].

II. A FORMAL MODEL OF THE SYSTEM OF FORMATION
OF THE STATUS OF PSYCHOLOGICAL STATE OF A PERSON

We will present the system model S of the status
development of psychological state of a person based on the
content analysis of the text data sets of this individual (for
example, comments in social networks) by the tuple [12, 21-
25]



S =< X,lIdent,C,ContProc,Q,Const,
PrCont, PersPref , AutAd,Contintegr,Y >

(M

where X is the incoming data from personalities of social
networks, the psychological state of whom 1is analyzed
(history, profile, posts, comments, likes, community, etc.),
Ident is the process of identification of the system users and
personalization of personalities, C is the content of the
system, ContProc is the process of initial processing of the
content (content and spam filtering, spam identification,
analysis, saving, elimination of duplication, content blocking,
etc.), QO are the requests from users, Const is the process of
provision of consistency of the content, PrCont is the
provision of analysis of private content, PersPref is the
analysis of personal preferences and personal data of the
user, AutAd is the provision of analysis of automatic settings
and user profile updates, Contlntegr is the provision of
integration of data from other systems, including those from
other social networks, Y are the results of the users' queries

concerning the status of psychological state of a
human/person/individual.

1. Algorithm 1. Cut Formation of Psychological
State for Person.

2. User authorization/authentication. = Program
completion in case of authentication error.

3. New research start.

4. Search for user. If the user is not found, it is
necessary to carry out re-search or to complete
process.

5. Search for information. If the access is closed, it
is necessary to carry out re-search of another
user or to complete process.

6. Information gathering.

7. Analysis of the psychological state of a person
simultaneously in six categories.

8. Results representation on the screen.

9. Obtaining findings and recommendations.

10. Work completion.

The process of generating answer for the user S in the
form of the status of psychological state of the analyzed
human/person/individual by the main characteristics of the
big five is described by superposition of the main functions
(input data of one function are the original data of another
one) from (1) as follows

Y = ContProc o PersPref o Const o
o AutAd o Contlntegr o Ident,

2

in this case, the main process is ContProc, which is described
by the formula

Y =ContProc(X,Q,C) = ContAnal o ContSav o
oContBlock o ContDupl o ContSpFilt o Spldent,

3)

where ContAnal is the content analysis, input data/requests,
ContSav is the saving of content/results, ContBlock is the
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content blocking, ContDup! is the elimination of duplication,
ContSpFilt is the filtration of content/spam, Spldent is the
identification of content/spam. We suggest using the
algorithms of analysis of the syntax of the Ukrainian and
English-language text for processing and content analysis
(algorithm 2) of large arrays of text data for finding and
analyzing the marked words [21-25].

We will focus on the features of this particular social
network as the source of data for analysis and determination
of personality dispositions. With this purpose we will present
the main processes of the S system as PersPref, AutAd, Ident
and will detail them by superposition

C* = PersPref o Const o AutAd o ContIntegr o Ident, (4)

where C* is the content as a result of statistical data of the
activity of a personality.

The process PersPref of the analysis of personal
preferences and personal data of the user will be represented
by superposition

C’ = PersPref (X,0,C",C"”,C¥,C”,C™,C") =
= MatchPred o GamPred o ProfProc o
oSitChan o GamModer o SitAdm,

)

where C*" < C1is the set of marked words in the content of

analyzed personality, ProfProc stands for processing the user
profile and the profiles of participants of the experiment,
SitChan is the editing of dictionaries, GamModer is the
moderation of the rules of content monitoring of text data
arrays of a specific individual, content analysis to find the
marked words, analysis of the text's syntax and semantics, as
well as the rules of formation of the status of psychological
state of a personality, SitAdm is the system administration,
GamPred is the obtaining of result of formation of the status
of psychological state of a personality based on the
associative rules, MatchPred is the formation of the status of
psychological state of a personality based on associative
rules [11-12].

The component of the rules of content-monitoring
GamModer is the content search and content analysis of the
text. The content analysis is aimed at searching for the
content in the data set by universal linguistic units. The unit
of account is a quantitative measure of the unit of analysis,
which allows registering the frequency (regularity) of
occurrence of indicator of the category of analysis in the text.
Then the text is analyzed for the presence of certain marked
words and the results are categorized according to
psychological ~ metrics  (consciousness,  friendliness,
extraversion, emotionality and openness to experience) [12],
namely

C° = MatchPred(X,0,C,P,D,B) =
= OpnoCns o Ext o Agr o Nrt o Filt,

(6)

where Filt is the process of filtration of the original text, P is
the glossary of rules, D are the dictionaries for classification
of the text by psychological dispositions of a personality, B is
the dictionary of blocked words, C° is the result of analysis



of text arrays data and construction of the "Big Five" model
[11], i.e. the hierarchical model of a personality by the five
features. In particular, such features are the openness to
experience Co"=Q0pn(CF", U°", P, D) through parameters
U (y or is the frequency of occurrence of words associated
with benevolence/malevolence, ud”" is the frequency of
occurrence of words associated with trust/mistrust, ;%" is

the frequency of occurrence of words associated with
warmth/hostility, " is the frequency of occurrence of

words associated with sincerity/selfishness); integrity
Co=Cns(C™™",U“,P,D) through parameters U (;, is the

the
mindedness, ul™ is the distinction/mediocrity,

spontaneity/deliberation, u™ is creativity/narrow—
uf"s iS the
CExt:
is the

liberality/ parochialism); extraversion
Ext(CF" UB P.D) through parameters U™ Cul™

Login / Password
Password Recovery

i exwﬁd»
<<I|1c}u§le>><<e><temd>> /

Rules
User

Analyzed human
Project Administrator

Fig. 1. Use case diagram

There are generalization relationships between project
administrator and user. There are association relationships
between user and use cases, as well as between investigated
person and use cases (i.e. authorization, search, and analysis
of individual and results representation). There are
generalization relationships between use cases. Inclusion
relationships are presented between authorization, password
recovery and registration; between person and specific
analysis. On the Fig. 2, there is an example of annotated
UML-diagram of packets with dependency relationship,
which reflects a typical architecture of WEB-based software
system to work with the database and decision-making
system logic.

The package contains
software components
. User that implement in the
interface browser a graphical
T user interface with
| HTML / JavaScript
| tools
|
v Software package
System logic |—— Package that
implements system
logic, Java /C #

Software components

* that provide Java / C #
Access to access to MySQL
database management
data data

Fig. 2. Package diagram
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sociability/unsociability, uzxz is the assertiveness/
tranquility, " is the activity/passivity); amiability
C'&=Arg(C"™",U"¢,P,D) through parameters U"# (y, ¢ is the
the

orderliness/negligence, ;"¢ is thoroughness/

carelessness, uf " s the unreliability/ reliability) and

neurot1c1sm CN'=Nrt(CF" UM P,D) through parameters UM’
( u is the relaxation/ nervousness, u” is the

poise/depression, 3, is the resistance/irritability) [12].

The use cases diagram (Fig. 1) uses two basic types of
entities: use cases and actors, among which are the following
types of relationships: association — between actor and use
case; generalization between actors; synthesis between use
cases; inclusion between use cases.

Extraversion
analysis
Integrity
<<indlude>> Analysis
/ <<|nclude>>
Eemotlonal
, 9<mc|ude>>
/// J _ <<inehm&>> openness
:‘«-mclude>w
analysis
Results
On sequence diagram (Fig. 3), there is a description of

psychological analysis of personality, which is triggered by a
particular user of the system [26-37].

‘ User ‘ ‘ System ‘ ‘Social Networks‘ ‘System Database
‘ Enter :
password Audit
——_Confirm |
“bassword |
Request _ |
for user Search
search
User
! " identification L
Collecting :
information
<« Formation
of the result
—
analysis
Formation ><
_ Getting of the result Recording data
the result >

Fig. 3. Sequence diagram

He/she passes authorization and submits a request to
search a necessary person in the database. The system finds
this person, works out his/her data, and returns the desired
result [38-44]. Before shutting, the system makes a record of
the given session to the database.



The following diagram needed is activity diagram (Fig.
4) with the following sequence of actions [45-64]:

1. User authorization/authentication. Program
completion in case of authentication error.

2. New research start.

3. Search for user. If the user is not found, it is

necessary to carry out re-search or complete
process.

Request for

4. Search for information. If the access is closed, it
is necessary to carry out re-search of another
user or complete process.

5. Information gathering.

6. Analysis of the psychological state of a person
simultaneously in six categories.

7. Results representation on the screen.

8. Obtaining findings and recommendations.

9. Work completion.

Authorization /
Authentication

Beginning
research

Authentication error

The user has completed the session

repetition Search
of Human /

The person is absent

Error accessing information

Human Search
Information search

Collecting
information

|

L L

)

Analysis of Extraversion . . Analysis of Compliance
- " ) Integrity Analysis .
emotional stability analysis openness analysis

Fig. 4. Activity diagram

This IS is focused on the use of the Internet. Hence, when
choosing instruments and means of implementation attention
was paid to those technologies that will allow necessary
software implementation. During the development of IS, one
can face some problems, since for a long time there was no
single and a recognized standard for all the Internet
technologies. Sure, with the advent of HTMLS and CSS3, as
well as MS Edge browser release by Microsoft situation has
changed. However, the problem of backward compatibility
of sites still remains. When selecting architectural solutions,
it is necessary to use two parts: server and client. Server side

Displaying results
on screen

142

Recording of the
session to the
database

is a computer or server that contains a database which stores
the necessary information and software components that will
implement certain features of the system.

Client side is the environment (browser) that allows
displaying the requested information. In this case, it allows
displaying website, its pages, content, etc. Both parts are
closely related to each other and function as one.

In this case, server hardware will constitute a remote
server. In this case, there is no need to create separate server
for the project, as there are no data in the program working



process, which could be handled on the server side. Just in
future, its implementation is necessary. The client side will
be included in the user’s device (PC, laptop, tablet, or other
device) and will appear in the browser. When developing this
service, it is necessary to consider how it will behave on
different devices with different screen size and different
browsers. Recently, tablets and smartphones have gained
special popularity as the most mobile devices. This led to the
fact that for viewing content on the site one had to use the
zoom, which does not often reflect the content correctly.
Therefore, to solve these problems, they apply so-called
cross-platform and cross-browser compatibility.

Cross-platform ability allowed to adapt the website to the
small screens with diagonals and concentrated at the most
desired content only. This reduces the load time of web
pages, which became one of the key points. Cross-platform
ability may be achieved through using media queries and use
of “rubber” layouts.

Cross-browser compatibility is designed to make it
possible for site to appear the same on all popular browsers,
since each browser had its own certain functions
implementation technologies. Therefore, there are different
individual scripts and queries in order to make site look the
same in any browser.

III. CONCLUSIONS

The actual task of research and development of methods
and means for processing data in intellectual information
systems forming content with the use of the classification,
mathematical and software means and a generalized system
architecture. The necessity for development of methods and
means of processing data in intelligent information systems
forming content by improving system architecture in order to
automate processes of formation, management and marketing
of content has been justified. Terminology has been analyzed
and a classification of intelligent information systems
forming content has been created for determining
characteristic patterns, trends, processes of system design and
modeling as well as to determine the shortcomings of
existing methods and tools for content management. A
formal model of an intelligent information system for
forming content has been developed, allowing us to develop
content lifecycle, generalized typical system architecture and
standardized methods for processing information resources.
General architecture of an intelligent information system for
forming content has been improved when compared to
existing ones by adding modules for processing of
information resources. A complex method of forming content
has been developed as well as an operational method for
content management and a complex method for content
marketing in order to achieve a working effect at the level of
a system developer. General recommendations for the design
of system architecture have been developed differing from
the existing ones with more details of stages and presence of
modules for processing information resources. This allows an
easy implementation of effective information resources
processing at the level of a system developer. The
architecture of system modules has been developed to
implement the content lifecycle. Applied software means for
formation, management and marketing of content has been
developed and implemented in order to achieve effect from
working at the level of an owner and user of an intellectual
information system for forming content.
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