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Multiservice corporate networks are an essential component of modern enterprise
communication infrastructures, enabling the delivery of voice, video, data, and other
services over a single network infrastructure.

In this article, the challenges and opportunities associated with optimizing mul-
tiservice corporate networks are explored. The authors review the latest research and
optimization techniques for multiservice networks and discuss the benefits of adopting
an optimized multiservice network for modern enterprises. In addition, common pitfalls
and challenges are examined, associated with multiservice network optimization and
recommendations for overcoming these challenges are provided.

Key topics covered include an overview of multiservice corporate networks, the
challenges of designing and optimizing these networks, approaches to optimizing multi-
service networks, best practices for network design and management, and the benefits of
an optimized multiservice network.

Keywords: multi-service corporate networks, optimization, design, virtualization,
protection.

Introduction. In today’s interconnected world, multiservice corporate networks
have become an integral part of the enterprise. With an increasing demand for bandwidth
capabilities such as video conferencing, cloud services [ 1], and data analytics, the need for
effective network optimization [2] has become even greater. A well-optimized network
provides faster data transfer, lower latency, and improved application performance,
resulting in better performance and better customer satisfaction [3].

The article is aimed at researching and optimizing multiservice corporate networks
for enterprises. Let’s start by defining multiservice corporate networks. The network
consists of what components and services the multi-service network provides to the
business [4].

Also, looking at the challenges businesses face in optimizing their multi-service
enterprise networks and the impact these challenges have on network performance [5].

Next, look at what optimization processes are available in multiservice corporate
networks, which include the processes and methods used in network optimization. Let
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one describe such methods of network optimization as QoS and network virtualization
function [6]. Let’s check the software capabilities of OVS and OVS-DPDK [7]. How
they can improve the bandwidth of information packets? Advantages of the Data Plane
library when installed on OVS to optimize corporate networks [8]. And also how it can
differ, and how the size of the information packet affects the bandwidth and factory
resistance in multiservice corporate networks [9].

Formulation of the problem. The Problem of Optimization of Multiservice Cor-
porate Networks. While multiservice corporate networks provide numerous benefits to
enterprises, their optimization can be challenging due to the complexity of the network
architecture and the variety of services they offer. The following are some of the key
challenges and problems associated with the optimization of multiservice corporate net-
works:

Congestion: As the number of devices and services on a multiservice network
increases, the network’s bandwidth can become congested, leading to decreased per-
formance, slow data transfer speeds, and dropped connections. This can result in lost
productivity and frustration among employees, customers, and partners.

Security: Multiservice networks are vulnerable to various security threats, including
malware, viruses, and unauthorized access. Enterprises must take measures to secure their
networks and protect sensitive data from cyberattacks, which can be time-consuming
and costly.

Scalability: As the enterprise grows and expands, the multiservice network must be
able to scale accordingly. Adding new devices, services, and locations to the network can
be challenging and may require significant investment in new infrastructure.

Integration: Multiservice networks often comprise various components and services
from different vendors, making integration and management complex. Ensuring that all
components work together seamlessly and efficiently can be difficult, leading to perfor-
mance issues and increased maintenance costs.

Monitoring and management: Monitoring the performance of a multiservice network
can be challenging due to the variety of services and components. Enterprises must have
the proper tools and techniques to monitor and analyze network performance to identify
issues and optimize resource allocation.

These challenges can impact the success of the enterprise and may require significant
investment in time, resources, and expertise to overcome. However, by addressing these
challenges, enterprises can optimize their multiservice networks and gain the numerous
benefits associated with them, including increased collaboration, improved productivity,
and enhanced customer satisfaction.

Analysis of the relevance of the work. Multi-service corporate networks are
complex systems that provide various communication services to enterprises. These net-
works allow companies to share data, voice and video in different places and allow
employees to access critical applications and resources from anywhere in the world.

In this article, the main object of research is the OVS virtual network switch (Open
vSwitch), with the addition of the DPDK (Data Plane Development Kit) library. With
the help of the DPDK library, adding it to OVS can increase the bandwidth by 4 or
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more times to transmit packets of information over corporate networks and maintain
the received network bandwidth. Also, depending on the number of processor cores, the
throughput of information packets may vary. This article checks throughput on 2 core
processors.

Multiservice corporate networks can be composed of several components, including
routers, switches, servers, firewalls, and other networking equipment which is shown in
Fig. 1. These components work together to facilitate communication and data transfer
between different devices, enabling seamless collaboration between employees, custo-
mers, and partners.
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=
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Laptop

Computer

Fig. 1. Corporate network

The range of services provided by multiservice corporate networks can fluctuate
based on the specific requirements of the enterprise. Some common services include:

Voice over IP (VoIP) — enables voice communication over the internet instead of
traditional phone lines, providing cost savings and increased flexibility for businesses.

Video conferencing — allows for face-to-face communication between individuals
or groups from different locations, improving collaboration and reducing travel costs.

Virtual private network (VPN) — provides secure remote access to enterprise
resources, allowing employees to work from home or other remote locations.

Cloud services —allow businesses to store and access data and applications remotely,
reducing the need for on-premises infrastructure and increasing scalability.

However, as multiservice corporate networks become more complex, they also
become more challenging to manage and optimize. Poor network performance can lead
to lost productivity, increased costs, and decreased customer satisfaction, which can
ultimately impact the success of the enterprise.

To effectively manage and optimize a multiservice corporate network, it is crucial
to have a deep understanding of its components, services, and performance metrics.
This understanding allows businesses to identify issues and make informed decisions
regarding network optimization and resource allocation.
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Additionally, it is essential to have the proper tools and techniques for monitoring and
analyzing network performance. Network analyzers, performance monitoring software,
and other tools can provide valuable insights into network behaviour and help identify
bottlenecks, security threats, and other issues that may affect network performance.

In conclusion, understanding multiservice corporate networks is a critical component of
effective network management and optimization. By comprehending the components, ser-
vices, and performance metrics of these networks, enterprises can make informed decisions
regarding network optimization, resource allocation, and investment in new technologies.

Optimization of multiservice corporate networks. Optimization of multiservice cor-
porate networks is a complex and ongoing process that requires careful planning, mo-
nitoring, and adjustment. As businesses increasingly rely on their networks to support a
wide range of applications and services, it is essential to optimize the network to ensure
that it can meet the needs of the organization, support growth and innovation, and deliver
value to customers and stakeholders.

A. Process of optimizing

The process of optimizing multiservice corporate networks is shown in Fig. 2, and
provide involves several key steps. These include:

Assessment: The first step in optimizing a multiservice corporate network is to
assess the current state of the network. This assessment should include an analysis of
network performance, capacity, and reliability. This may involve collecting data on
network traffic, utilization, and performance metrics, as well as a review of network
architecture and configuration.

Identification of Areas of Improvement: Once the current state of the network
has been assessed, the next step is to identify areas of improvement. This could entail
pinpointing bottlenecks or other performance issues, along with identifying opportunities
to enhance network capacity, reliability, or security.
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Fig. 2. Process of optimizing network
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Implementation of Optimization Measures: Once areas of improvement have
been identified, the next step is to implement optimization measures. This may involve
changes to network configuration, the deployment of additional hardware or software,
or the implementation of new policies or procedures. It is important to carefully monitor
the impact of these changes on network performance and to adjust as needed.

Monitoring and Adjustment: The final step in optimizing a multiservice corporate
network is to continuously monitor network performance and adjust optimization
measures as needed. This may involve the collection of data on network traffic, utili-
zation, and performance metrics, as well as ongoing reviews of network architecture and
configuration.

B. Optimization methods used in network

Several optimization methods can be used to improve the performance of multi-
service enterprise networks. These include load balancing, packet filtering, protocol
optimization, network segmentation, and others. But in the article, we will pay attention
to QoS and NFV.

QoS manages network resources by setting multiple data transmission needs and
prioritizing the transmission of specific data types.

In particular, QoS is necessary to ensure the high performance of critical and non-
elastic applications, such applications are VoIP and video conferencing. They have
maximum bandwidth requirements and minimum delay limits and are very sensitive to
tremors and packet loss.

Quality of Service (QoS) is a network-based mechanism that helps one to control
and prioritize traffic, transmit more critical traffic, and send it to the network. This feature
helps ensure performance for critical network traffic.

QoS can be measured in quantitative terms with parameters such as packet loss, data
transfer rate, transmission delay, trembling, throughput, availability, etc.

Without QoS, network data can become disorganized, filling networks, where
performance is reduced, or in some cases, the network is completely shut down. This is
indicated in Fig. 3.
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Fig. 3. Control without QoS or with QoS
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Quality of service is important, as enterprises should provide stable services for
employees and clients. Quality of service determines the quality of experience (QoE).
If the services provided by the organization are unreliable, the relationship between
customers and employees may be in danger.

Network virtualization is also an equally important factor in network optimization,
along with QoS, it can optimize the network, for example, when transferring a large
number of files.

Network virtualization is a technique illustrated in Fig. 4, enabling the creation of
multiple virtual networks on a single physical network infrastructure. This can be very
useful in optimizing the multiservice corporate network of an enterprise as it allows the
network to be partitioned into different segments, each with its own set of policies and

characteristics.
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Fig. 4. Network Virtualization or Physical Infrastructure

By implementing network virtualization, an enterprise can create separate virtual
networks for different services such as voice, video, and data, and can allocate resources
accordingly. This enables the enterprise to prioritize critical services and ensure that they
receive the necessary bandwidth and quality of service (QoS) to operate efficiently.

In terms of optimization, network virtualization can help reduce costs by allowing
multiple virtual networks to share the same physical infrastructure. This can reduce the
need for additional hardware and can also simplify network management.

Overall, network virtualization is a powerful tool for optimizing the multiservice
corporate network of an enterprise. By creating separate virtual networks, an enterprise
can prioritize critical services, improve network security, and reduce costs.

NFV stands for Network Function Virtualization. It is a technology that enables the
implementation of network functions in software, instead of hardware. This means that
network functions, such as firewalls, routers, load balancers, and other network services,
can be virtualized and run on standard servers or in the cloud, instead of using dedicated
hardware appliances.
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In a network architecture that is implemented according to traditional criteria, in-
dividual hardware devices: gateways, routers, load balancers, firewalls, switches, and
intrusion detection systems are configured to perform various network tasks.

When using a virtualized network, individual hardware is replaced by virtual soft-
ware applications running on virtual machines.

The NFV architecture consists of three parts components of which are displayed in
Fig. 5.

Virtualized Network Functions
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Fig. 5. NFV architecture

Centralized virtual network infrastructure: The NFV infrastructure can rely on ei-
ther a container management platform or a hypervisor, both of which abstract compu-
ting, storage, and of network resources.

Software applications: The software replaces the hardware components of the tradi-
tional network architecture to provide different types of network functions (virtualized).

Framework: A framework (MANO - management, automation, and network orches-
tration) is required to manage infrastructure and provide network functions.

Advantages of NFV:

Unlike network platforms, which are built on special hardware, NFV supports a
software infrastructure that does not depend on hardware. Commercial off-the-shelf x86
server hardware (COTS) acts as a common computing platform for virtual machines
(VMs) that provide network functions. Server computing, memory, and storage resources
can be dynamically utilized by multiple virtual machines concurrently, allowing for
adaptable performance and scalability tailored to each service while optimizing costs. In
contrast to specialized hardware platforms that cater to a single service and are amortized
over time, NFV facilitates scalability and responsiveness to service demands, hosting
multiple services on a single physical server to achieve cost-effectiveness.

Following the ETSI NFV reference architecture, hardware resources such as com-
putation, storage, and network undergo abstraction through a virtualization layer re-
ferred to as a hypervisor. This hypervisor is responsible for creating and managing
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virtual machines that share underlying hardware resources. The implementation of
Virtual Network Functions (VNFs) is carried out using one or more of these virtual
machines. The management and orchestration of NFV, known as MANO, are overseen
by top-level applications dedicated to NFV Infrastructure Lifecycle Automation (NFVI)
and VNF services. Combining virtual machines and services into a network corresponds
to a software-defined network controller (SDN) that automates subnet membership and
policy enforcement [7, 9].

C. Importance of continuous optimization

Continuous optimization of multiservice corporate networks is critical for ensuring
network performance and enterprise success. As network traffic patterns change, new
applications are deployed, and business needs evolve, it is essential to continuously
optimize the network to ensure that it can meet the needs of the organization. Here are
some reasons why continuous optimization is important:

Improved Network Performance: Continuous optimization can help to improve
network performance by identifying and addressing issues before they become significant
problems. By monitoring network traffic, utilization, and performance metrics, network
administrators can identify bottlenecks or other performance issues and take steps to
address them proactively.

Software and practical application

A. Virtualization tools

Open vSwitch (OVS) is a multi-layer virtual switch that is shown in Fig. 6 designed
to enable network automation, flexibility, and scalability in virtualized environments. It
was initially developed by Nicira Networks and is now maintained by the open-source
community.

Web server Web server

Linux Linux

-

Hypervisor

Server

Fig. 6. Deploying Open vSwitch as a server-to-server virtual network switch

OVS is built as a software-based switch that can run on top of existing hypervisors,
such as KVM and Xen, as well as on physical switches. It offers features such as VLAN
tagging, virtual port mirroring, access control lists, and network overlays. OVS can also
integrate with OpenFlow controllers to enable software-defined networking (SDN) in
virtualized environments.
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OVS is designed to provide a flexible and extensible platform for network vir-
tualization, allowing network administrators to create and manage virtual networks in a
way that is similar to traditional physical networks. It is also highly scalable, allowing
administrators to add or remove virtual switches as needed, without disrupting network
traffic.

OVS-DPDK (Open vSwitch with Data Plane Development Kit) is a version of Open
vSwitch which is shown in Fig. 7 and uses the Data Plane Development Kit (DPDK)
to accelerate packet processing on commodity hardware. DPDK is a set of libraries
and drivers that allows network applications to run in user space, bypassing the kernel
networking stack and achieving high packet processing rates with low latency.

OVS-DPDK is designed to handle large amounts of traffic at a line rate while
maintaining low latency and high throughput. It achieves this by using DPDK to offload
packet processing to multiple CPU cores while maintaining the control plane of Open
vSwitch in the kernel. This enables OVS-DPDK to handle a large number of virtual
machines (VMs) and network functions, such as load balancing, firewalls, and intrusion
detection systems.

OVS with DPDK

User space

OVS user space forwarding plane

E= PMD EEE PMD

Driver Driver

Kernel Space

Fig. 7. OVS with DPDK

OVS-DPDK also supports features such as network overlays, virtual port mirroring,
access control lists, and Quality of Service (QoS) policies. It can integrate with
OpenStack and other cloud orchestration platforms to provide network automation and
virtual network management.

B. Practical application ovs andovs-dpdk

In comparison, we use OVS and OVS-DPDK and check how OVS-DPDK is
effective compared to OVS. And what impact does a set of data plane libraries and net-
work card drivers have on fast packet processing?
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Fig. 8. Open vSwitch or Open vSwitch Data Plane Development Kit and advantage at times

OVS bandwidth, bandwidth is (0.15 Gbps), (1.10 Gbps) and (1.72 Gbps), when the
packet sizes are 64, 512 and 1024, respectively. As for OVS-DPDK, it is (1.4 Gbps),
(6.0 Gbps) and (8.1 Gbps) when the packet sizes are 64, 512 and 1024, respectively. As
one can see from Fig. 8 and Table 1, the advantage of the Data Plane Development Kit
is tangible and promising at packet processing speed.

The difference in the benefits of OVS-DPDK ranges from 4.7 to 9.3 times compared
to OVS.

Table 1
Open vSwitch or Open vSwitch Data Plane Development Kit and advantage at
times
2 core ovs OVS-DPDK Advantage
64 0,15 1,40 9,30
128 0,38 2,10 5,52
256 0,64 3,90 6,10
512 1,10 6,00 5,45
1024 1,72 8,10 4,70

Conclusions. Research and optimization of networks of multiservice enterprises
are crucial for modern enterprises to increase their productivity, efficiency and compe-
titiveness.

The article discusses the parts of optimizing multiservice corporate networks. Among
the optimization methods, Quality of Service is considered, which allows one to select
critical or priority tasks when transferring data in the corporate network. That allows one
to optimize resources and not lose bandwidth. Network virtualization is also considered,
which allows balancing the load on the corporate network and improving network
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bandwidth, their methods and software implementations in network virtualization. The
efficacy results of OVS-DPDK compared to OVS are analysed. So that when adding a
DPDK library, the bandwidth of this data increases and varies from 4.7 to 9.3 times when
checking packets from 64 to 1024 bytes.
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Mynomucepgicui KopnopamueHi Mepedici € aiCIUSUM KOMNOHEHMOM CYYACHUX KOD-
NOPAMUBHUX KOMYHIKAYIUHUX THPPpAcCmpyKmyp, wo 3abe3neuye nepeoauy 2010cy, 6ioeo,
OaHUX MA THWUX NOCTYE Yepe3 EOUHY Mepedcesy iHppacmpykmypy.
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Hocnioocenns ma onmumizayis mepexc MynbmucepgicHUX NIONPUEMCME MAamb
BUPIULAIbHE 3HAYEHHS O/ CYUACHUX NIONPUEMCME OJist RIOBUWYEHHSL IX NPOOYKMUBHOCHI,
ehexmusHocmi ma KOHKYPEHmMOCNPOMOACHOCHI. Xoua My1bmucepsicHi KOpnopamueHi
Mepedci Hadawme NIONPUEMCINBAM YUCTEHHI nepesazu, iXHs Onmumizayis moodice Oymu
CKIIAOHOI0 4epe3 CKAAOHICIb Mepedice8ol apXimekmypu ma pisHOMAHIMHICMb NOCIye,
sKi 60HU npononyioms. OCHOGHI GUKAUKY | NpoOIeMU, NO8 SA3aHT 3 ONMUMIZAYIEI0 MYilb-
MUCEPBICHUX KOPNOPAMUBHUX MEPEN’C MONMCHA 36eCT 00 HACIMYNHUX CKIA008UX: nepe-
BAHMADICEHHS, SIKe MOdice NpuU3gecmu 00 8mpamu npoOOyYKMUGHOCMI, Oe3nexd, HecaHx-
YIOHOBAHULL OOCHYN, 6MPAMA OAHUX, THQIKYBAHHI, MACWMADOBAHICIb, MONCIUBICHIb
000a8aHHS HOBUX NPUCTIPOI8, CIYAHCO | MICYb Y Mepedcy, IHme2payis, MONCIUGICIb Nio-
KJIFOUEHHs PI3HUX KOMAOHEHN Ma CYHCO 8i0 PISHUX NOCTNAYATbHUKIE, MOHIMOPUHS I Ke-
PY6anHs, 015 WBUOKO20 GUAGUMU NPOOIEM Ma ONMUMI3ayii po3nooiny pecypcis.

Li suxnuxu mModicymov 6nAUHYMU HA YCNIX NIONPUEMCMEA MA GUMASANU 3HAYHUX
ineecmuyiu y uaci, pecypcax i 00cgioi ons nooonauus. Oonax, supiwyiodu yi npodiemu,
RIONPUEMCINGA MONCYMb ONMUMIZYEAMU C80I MYILIMUCEPBICHI Mepedici ma Ompumamu
YUCIeHHT nepesazi, N08 A3aHi 3 HUMU, BKIAYAIOYU POUUPEHHS CRIBNPpAyYi, Ni08ULLYeHHs
NPOOYKMUBHOCMI MA NIOBUWEHHS PI6HS 3A00801eHOCTI KIIEHMIS.

Y yiti ecmammi mu 0ocnioscyemo npoonemu ma MOICIAUBOCMI, NOG SA3AHT 3 ONMU-
MI3aYier MyTbMUCEePEICHUX KOPRopamugHux mepeic. Mu poszensadaemo ocmanmui 00cui-
O2iCeH s A Memoou ONMUMI3ayii MyTbmMucepgicHux mepedic i 002080pEMo nepesazu
BNPOBAONCEHHSI ONMUMIZ08AHOT MYTLIMUCEPGICHOT Mepedici Ol CYYACHUX NIONPUEMCME.
Mu maxkooic docnioxncyemo munosi ni080OHI Kameri ma npoobiemu, noe A3ami 3 Onmu-
MI3aYi€r0 MyTbmuUcepeicHoi Mepexci, i HA0AeEMO PeKOMeHOayii o000 NOOONAHHS YUX
npoobnem.

OcnosHi memu, wo po3ensioaiomsbCsy Cmammi, 6KI0YaA0my 027150 MYJIbIMUCEPEICHUX
KOPNOpAamueHux mepesic, npoonemu npoeKmysanis ma onmumizayii yux mepesxic, nioxoou
00 onmumizayii MyTbMUCepeicHUX Mepedic, HAUKpawi NPaKmukiu npoeKmy8aHHs ma
YNPABAIHHA MEPEdICer, a MaKolC nepesazy ONMUMI308aHOI MYIbMUCEPBICHOT MepediCi.

Y emammi pozenadaromuvca cxnadogi onmumizayii mMynemucepgicHux Kopnopa-
mueHux mepedxc. Ceped memoodie onmumizayii 6yno poszenanymo Quality of Service, ujo
00360715€ GUOLIUMU Kpumu4Hi abo npiopumemui 3a60aHHs Npu nepeoayi OaHuUx y Kop-
nopamugHiu mepeoici. Lle 0038onae onmumizyéamu pecypcu i He mpavamu nponycK-
Hy 30amuicms. Taxooic Oyna posensHyma ipmyanizayis mepedxci, sKka 003601s€ 30a-
JAHCYBAMU HABAHMANCEHHA HA KOPNOPAMUBHY MEpedcy ma NOKpawjumu nponyCcKHy
30amHiCmb MepexCi. Ix memoou ma npoepamui peanizayii y mepeoicesitl 8ipmyanizayii.
Ipoananizosano pesynomamu egpexmusnocmi OVS-DPDK nopiensano 3 OVS. Lo npu
0doodasanti bioniomexu DPDK nponyckra 30amuicme yux OaHux 30i1buyemscs i 6apito-
embcs 610 4,7 0o 9,3 pasie npu nepegipyi nakemis 6i0 64 0o 1024 doavim.

Knrouosi cnoea: mynvmucepsicni KOpnopamueHi Mepedici, Onmumizayis, npoexmy-
BAHHA, BIpMYANI3ayis, 3aXUCI.

Cmamms naoitiuwna 0o pedaxyii 15.05.2023.
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