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Featured Application: Modern robotic approaches to the evaluation of sensitivity to hydrogen
embrittlement and the degradation of steel and alloys by wear products.

Abstract: This paper briefly describes the conceptual direction of the application of computer vision
(CV) methods that involve controlling the morphology of hydrogenated wear particles (WPs). During
long-term operation, in the surface and subsurface layers of the materials of parts in the tribo-joint,
changes in the micromechanisms of fracture occur, which change the morphology of WPs. It has
been shown that the developed computer program (CP) can be used to monitor the fractography
of the surface of wear particles, and, accordingly, it is possible to control changes in the surface
morphology. Therefore, it is possible to predict the operational stability and durability of the tribo-
joint. A conceptual scheme for determining the performance of a tribotechnical assembly depending
on the determined parameters of WPs is presented. The modes marked on it, including normal
operation, transient, run-in, and catastrophic failure, can be evaluated by robotics approaches.

Keywords: computer vision; wear particles; hydrogen; fracture

1. Introduction

Under friction conditions, WPs are separated. If the friction mode is normal, the
separation of the particles has a fatigue failure mechanism. However, if the friction mode
occurs in a “catastrophic mode”, the fracture mechanism changes. Wear particles can
act as indicators of the change in fracture mechanisms at friction [1–3]. During long-
term operation, some parts of tribotechnical assemblies come into contact with hydrogen-
containing working media, resulting in the accumulation of hydrogen in their surface
and subsurface layers. This affects the micromechanisms of fracture and is manifested in
fractographic features, which, due to the development of computer vision methods, can be
used to ensure the reliability, durability, and safety of machines and mechanisms [4–7].

Consequently, there is a need to develop and apply modern conceptual mechatronic
and robotic systems to create computer-integrated manufacturing using computer-aided de-
sign and other related fields [8–12]. One of these industries may be computer vision [13–23],
which can develop in the Industry 4.0 and Industry 5.0 development paradigms [24–34].
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The purpose of this work is to present the data on the application of developments
concerning the use of CV methods in the example of non-hydrogenated and hydrogen-
saturated WPs.

2. Literature Review and Some Theoretical Approaches

The operation of machines and mechanisms, for example, in power engineering,
is accompanied by frictional contact of machine parts and mechanisms with hydrogen-
containing process media, which significantly affects a number of alloy properties. The
effect of H can be of a different nature. For example, at its low concentration, the alloy
matrix material is ductile and has a predominantly viscous fracture character [35–42], and
with an increase in its content and an increase in concentration in certain volumes, it
can contribute to the “hydrogen embrittlement” of the matrix, i.e., the development and
propagation of cracks [38,42–55], which can lead to catastrophic consequences during the
operation of machine and mechanism components [46,56–63].

For the classical view of the behavior of a part under friction, we provide a diagram
(Figure 1), which is supplemented with another diagram in the upper central part of the
figure. According to this diagram, the following concept arises: as the concentration of
hydrogen in the alloy increases, the influence of H on the probability of fracture of the part
material increases.
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Figure 1. Conceptual diagram (scheme) (I—wear intensity; C—hydrogen concentration; t—time) of
the effect of H (depending on its concentration in the alloy) on the wear resistance of a part under
friction and long-term operation. Mode I—run-in; II—normal operation; III—catastrophic failure.

Thus, at a low H concentration in mode I, the effect of hydrogen is not significant; under
normal operating conditions (mode II), it also has no significant effect on the destruction
processes; and for mode III, an increase in the hydrogen concentration leads to catastrophic
destruction of the part material and its failure. Each mode has its own morphology of wear
particles and friction surfaces. For different steels and alloys, as well as wear conditions,
the given ranges and shapes of the curves will be different.

A thorough study of the morphology of both the WPs and friction surfaces using CV
methods can be automated, which will allow you to control the wear of the axes in the
tribological connection and, therefore, prevent catastrophic destruction of the materials of
the parts.

The identification of the morphology of friction surfaces is described in the follow-
ing works [64–75], and some approaches and methods for identifying friction particles
are described in [76–81]. In [76], the authors partially investigated granular materials
(under some assumptions, steels can also be considered granular materials), which are
widely used in nature and industry, and the discrete element method (DEM) is effective for
their mechanical analysis. The determination of the friction coefficient remains a difficult
task in DEM, so experiments were conducted to establish it between timbers of different
shapes and boundaries. The results were approximated and integrated into DEM software
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(https://altair.com/edem, accessed on 17 October 2024), after which additional experi-
ments were performed. The analysis showed high consistency of the simulation results
with the experimental data, which confirmed the theoretical validity of the methods and
increased the accuracy of the DEM, and liding friction coefficients were determined by
simulation and compared with experimental data. In [77], the sliding contact of third-body
particles between rough rubber surfaces with waviness was experimentally investigated.
The experiment isolated direct contact, where frictional resistance arose from the interac-
tion of particles with rubber surfaces. In dry contact, the particles behaved like a clean
roller, and the friction resistance did not depend on their size but varied depending on the
position of the waviness. When lubricated, a particle would quickly roll down to the valley
of the waviness and stop, waiting for a significant force to move. Lubrication increased the
macroscopic friction resistance. An approximate solution for understanding the behavior
of friction in dry contact was proposed.

Iron (Fe), the main component of brake wear particles, has different effects depend-
ing on the chemical compounds. Study [78] evaluated the contribution of oxides and
hydroxides of iron to wear particles under real driving conditions with different friction
materials of brake pads. Significant differences in wear resistance and PM10 and PM2.5
emissions were found between organic (NAO) and European (ECE) brake pads. Iron was
the main particle component for both types of pads, but magnetite was less prevalent
in NAO. This was indicative of ternary oxidation reactions in NAO. Differences in the
phase transformations of iron and in the distribution of oxides and hydroxides between the
materials were found.

For road and rail projects, the choice of aggregates depends on the characteristics
of the local soil. In the design of geosynthetic-reinforced structures (GRSs), simple soil
properties are often used without taking into account reinforcement. To study the effect of
aggregates with different particle sizes on the friction between a geogrid and the soil, a large
machine [79] was used for push-out testing. The tests showed that a larger particle size
(gravel) provides more shear stress than smaller aggregates (sand, silt). Discrete element
method (DEM) analysis indicated a greater interlocking effect between the geogrid and the
soil for larger particles, resulting in a higher push-out force.

The authors of [80] noted that ships require oil for lubrication and energy transfer,
which contain WPs. The identification of WP materials and sizes helps to understand
wear. The existing online detection methods do not allow for simultaneous and continuous
identification of materials and particle sizes. The paper proposed a neural network-based
method for resolved tasks. The tree network model was trained step by step, and the
accuracy of material and size identification reached 98% and 95%, respectively. The method
showed high efficiency and robustness.

Paper [81] proposed a strategy for identifying the friction characteristic curve of a
train wheel set under slippage based on a dynamic projection filter WP. The method used a
multidimensional particle filter (MDIPF) for parameter correction, which integrated the
correlation between WPs for a more accurate state transition. Next, a particle refinement
method based on the dynamic projection domain (DPD) was applied, which dynamically
adjusted the projection domain. Finally, a multi-level estimation was proposed for friction
curve identification (FFCC). The strategy was proven to be effective, providing fast and
accurate FFCC identification.

The main trends related to the development and implementation of computer vision
include the following statements [82–92]:

- Deep Learning Applications;
- Event-based vision;
- Hybrid Image Retrieval Systems;
- Smart Cities and Industrial Applications;
- Medical Imaging and Extended Reality;
- Improved Learning Methods.

https://altair.com/edem
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These trends illustrate how computer vision is becoming increasingly versatile and
integrated into various fields, using advances in artificial intelligence and machine learning
to solve complex problems in real-world situations.

3. Materials and Investigation Methodology

A flowchart (Figure 2) is proposed that describes an algorithm that allows for the use
of computer vision methods for recognizing and analyzing WPs.
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Figure 2. Conceptual flowchart of CV method applications for automatic WP analysis.

Stage 1 involves analyzing the operating conditions. Stage 2—conducting screening
analyses—in this case, involves the selection of WPs. Stage 3 involves the analysis of WP
morphology using computer vision methods. Stage 4 involves the analysis of the obtained
results of use if there is already an existing database (classification of WPs according
to their morphological characteristics) or the creation of a new database to compare the
results obtained. Stage 5 involves drawing conclusions on the operational stability of the
tribotechnical unit.

The materials of this work were digital photographs of steel WPs obtained with the
help of microscopes. The system software was written in the Object Pascal programming
language in the Delphi visual programming environment.

In our previous studies [93], we developed and worked out a methodology for deter-
mining the shape of the WP surface after dry and hydrogen wear by the CV system.

The following algorithm was used to obtain the shape of the WP surface. In the
original image (Figure 3a), a region corresponding to the object under study (Figure 3b)
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was selected. The high reflectivity of WPs compared to the background and threshold
separation methods were used [94].
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(d) range map [7].

The photograph of the part shown in Figure 3a was taken using a Neophot 2 micro-
scope (Zeiss, Oberkochen, Germany) with a laptop and a Canon EOS 30D digital camera
connected to it. The part shown in 3a was taken using a Neophot 2 microscope with a
laptop and a Canon EOS 30D digital camera connected to it. This made it possible to
determine the size of wear particles and photograph them in different lighting modes.

Then, the needle diagram of the object was calculated (Figure 3c), from which the
range map was calculated (Figure 3d). The range map is presented in such a way that the
lighter the pixel of the image, the closer the object surface is to the observer in this place.
The range map contains information about the shape of the surface of the wear particle,
which in this system is the output.

Next, we describe some of the mathematical apparatuses that were implemented in
this methodology [7].

3.1. Range Map

Many different methods are used to describe the surface shape of recognized graphic
objects [95]. In this work, the function z(x, y) is used, given in the Cartesian rectangular
coordinate system. Plane x, y coincides with the image plane and the axis, and the axis z
is directed to the observer, as is customary in [96]. In a computer, the function z(x, y) is
presented in a discrete form. In this case, it is called a range map.

3.2. Needle Chart

When restoring the surface shape from a single halftone image, it is convenient to
use the so-called needle diagram—the projection of unit normals to the object’s surface
onto the image plane. The direction of each normal is determined by only two parameters,
p = ∂z/∂x and q = ∂z/∂y, since these vectors have unit lengths [96]. If the range map is
known z(x, y), then it can be used to restore the needle chart—by finding the first partial
derivatives p and q from this function. The inverse problem is unstable, but regularization
methods can cope with this problem.

3.3. Reflectivity Map

To unambiguously solve the problem of determining the shape of an object’s surface
from its single halftone image, you need to have knowledge of the reflective properties
of the surface and the position of the light source. This information is contained in the
reflectivity map of an object [96]. A reflectance map is a unit-normalized function R(p, q)
that relates the brightness of a pixel in an image to the orientation of an object’s elementary
area corresponding to that pixel.

In photometry, a distinction is made between diffuse and specular reflections of light
from different surfaces. Since wear particles are composed of metal, they reflect light in a
ze-ring fashion. However, because the surfaces of the particles are not smooth, this is the
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reflection of a huge number of “mirrors” whose orientations vary slightly. This reflection
is called glossy. To describe the reflectivity of WPs in this paper, the following scattering
indicator is used

R(β) = (cos β)n (1)

where β is the angle between the direction of “pure” specular reflection from the elementary
site of the object and the direction to the observer (axis z) and n is a positive integer. At
indicator n >> 1 (1), the curve is strongly extended forward, which is a characteristic
feature of glossy reflections. The parameter n is an indicator of this elongation.

Using the theorems of Euclidean geometry, we can obtain the formula

cos β = 2 cos α · cos θ − cos γ (2)

where α is the angle between the normal to the elementary site of the object and the
direction to the illumination source, θ is the angle between the normal to the elementary
site and the direction to the observer (axis z), and γ is the angle between the direction to
the illumination source and the direction to the observer. The angles on the right-hand side
of expression (2) can be expressed through the gradient of the function [96]:

cos α =
1 + ps p + qsq√

1 + p2 + q2
√

1 + p2
s + q2

s
cos θ =

1√
1 + p2 + q2

cos γ =
1√

1 + p2
s + q2

s

where is the α angle between the normal to the elementary area of the object and the
direction to the illumination source, θ is the angle between the normal to the elementary
area and the direction to the observer (axis z), and γ is the angle between the direction
to the illumination source and the direction to the observer. The angles in the right
part of expression (2) can be expressed through the function z(x, y) gradient using the
known formulas [96]: where ps and qs are parameters determining the direction to the
illumination source.

3.4. Building a Needle Diagram

Coordinates of normals to the object surface for some pixels can be unambiguously
reconstructed from the image. This applies to normals on the contour bounding the object,
on surface continuity discontinuities, and on “highlights”—the brightest points on the
object surface. On the contour and on continuity discontinuities, the normals lie in the plane
x, y and are directed orthogonally to the contour or discontinuity line. Bliki correspond to
bright spots on the image because here, the direction to the observer and the direction of
mirror reflection coincide. The normals in these points, in accordance with Alhazen’s law,
lie in the plane defined by the directions to the illumination source and to the observer, and
their position is symmetrical with respect to these directions.

The normals at the remaining points are determined using the numerical iterative
method proposed in [97]:

f n+1
kl = f

n
kl + λ[Ekl − Rs( f n

kl , gn
kl)] ∂Rs/∂ f , (3)

gn+1
kl = gn

kl + λ[Ekl − Rs( f n
kl , gn

kl)] ∂Rs/∂g , (4)

where f = 2p
1+
√

1+p2+q2
, g = 2q

1+
√

1+p2+q2
—coordinates of the stereographic projec-

tion [96], Ekl—brightness of the pixel with coordinates k, l in the image; Rs—reflectivity
map expressed in stereographic coordinates; n—iteration number, and f , g—local averages
f and g, determined by the formulas:

f kl = (1/5) · ( fk+1, l + fk, l+1 + fk−1, l + fk, l−1) + (1/20) · ( fk+1, l+1 + fk+1, l−1 + fk−1, l−1 + fk−1, l+1),

gkl = (1/5) · (gk+1, l + gk, l+1 + gk−1, l + gk, l−1) + (1/20) · (gk+1, l+1 + gk+1, l−1 + gk−1, l−1 + gk−1, l+1).
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3.5. Range Map Calculation

If we know the values of p and q, we can recover z(x, y) by integration along arbitrary
curves in the plane

z(x, y) = z(x0, y0) +

(x, y)∫
(x0, y0)

(pdx + qdy).

However, p and q are recovered from noisy data. Therefore, the integral may depend
on the choice of path. Since we have both, and p, and q, we have more information than
necessary. This allows us to use an optimization method to find the surface that best fits
non-ideal gradient estimates [96]. In this paper, the following iterative algorithm was used
for this purpose:

zn+1
kl = zn

kl − (1/2) · (pk+1, l − pk−1, l + qk, l+1 − qk, l−1), (5)

where zkl = (1/5) · (zk+1, l + zk, l+1 + zk−1, l + zk, l−1) + (1/20) · (zk+1, l+1 + zk+1, l−1+
zk−1, l−1 + zk−1, l+1).

Based on the above data, we have developed a computer program [98] that allows us
to conduct precedent-setting studies of destroyed surfaces.

The photographs of the particles shown in Figure 4 were taken on a modern Zeiss
EVO-40XVP electron microscope (Oberkochen, Germany) with INCA Energy and AZtec
HKL Advanced energy dispersive microanalysis and backscattered electron diffraction
systems based on a Nordlys Nano detector from Oxford Instruments.
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flooding (a) and after electrolytic flooding (b). The green color outlines the square whose area was
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4. Results and Discussions

The developed CP was used to study the wear particles of high-nitrogen steel before
and after flooding (Figure 4). High-nitrogen steels have a whole range of properties that
allow them to be used in various fields, including as tribotechnical materials [99–110].

Figures 5 and 6 show the results of our own research to determine the features of the
WP morphology in the form of print screens of dialog boxes with the CP.

Among the data calculated by the program, we highlight VERTEX, CAVITY, Nmax,
and ENTROPY [111].

We obtained several dozen high-quality photographs of wear particles taken under
various conditions, which can be used to expand the research horizons using computer
vision methods to obtain various correlations.

We can also expand the possibilities of wear particle research by writing additional
scripts, for example, in the Python language.
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Figure 7a,b show a photograph of the image that was prepared for further research.
Figure 7c,d show an image that was generated as a binary image.
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Appendix A provides the computer code that was used to carry out the following
studies with wear particles.

This code was used to perform the following:

1. Load two gray-scale images.
2. Binarize the image based on the average luminance value.
3. Mark regions in the image and calculate their properties.
4. Display the binarized image.
5. Convert the results into a table for easy viewing.

Particle shape analysis was performed on both images. For each particle, parameters
such as area, perimeter, eccentricity, and density were calculated. The data obtained from
the tabular form are presented in the form of graphs (Figures 8–11).

Here, we provide a description of each chart (Figures 8–11). First, we describe the
comparison of area (Figure 8).

This graph shows the area of each particle for two images. Area defines the number of
pixels that make up a particle. You can see how particle size varies between the two images,
including which particles are larger or smaller in area.

Next, we describe the perimeter comparison of the area (Figure 9).
The graph shows the length of the perimeter of each particle in both images. The

perimeter measures the number of pixels that form the outline of the particle. This helps
you understand how complex or irregular the particle shapes are.

Next, we describe the comparison of eccentricity (Figure 10).
The eccentricity reflects the degree to which a particle’s shape deviates from a perfect

circle. A value close to 0 indicates a particle that is more like a circle, and a value close to
1 indicates an elongated or linear particle. This graph helps to understand the shape of the
particles and their orientation.

Finally, we describe the comparison of solidity (Figure 11).
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Density is defined as the ratio of the area of a particle to the area of its convex hull. A
value closer to 1 indicates that the particle has a simple, compact shape, while a lower value
indicates a complex, branched shape. This graph illustrates how compact the particles in
each image are.
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Next, we describe some additional computer vision studies that can be performed
with the above wear particles.

Shape and distribution analysis:

- Classify particles by shape:

Use clustering (e.g., k-means) to group particles based on their characteristics (area, perime-
ter, eccentricity, density).

- Particle size distribution.

Create histograms to analyze the distribution of areas or perimeters.
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- Estimation of anisotropy.

Analyze the direction of elongation of particles to study the dominant orientation in
the material.

Detecting defects:

- Search for cracks or voids.

Use edge detectors (Sobel, Canny) to identify areas that indicate defects or microcracks.

- Estimation of defect density.

Count the number of defects per unit area or estimate their effect on the shape of the particle.

Texture analysis:

- Texture features (GLCM, LBP).

Use texture analysis techniques (e.g., gray-level correlation matrix, local binary patterns) to
determine the internal structure of particles.

- Texture classification.

Apply machine learning to classify particles based on texture features (e.g., smooth,
rough, cracked).

Three-dimensional modeling:

Reconstruction of 3D models.

- If image series are available, a 3D particle model can be reconstructed to analyze
volume, shape, and structure.

Damage simulation.

- Simulate the effect of cracks on particle shape in three dimensions.

Dynamic analysis:

- Tracking the movement of particles.

If a series of images are available over time, the movement of particles can be tracked to
analyze their interactions.

- Fragmentation studies.

Analyze how large particles are divided into smaller ones under load.

Comparison with samples:

- Comparison with reference data.

Use reference particles or samples to assess whether the particles being analyzed meet
certain standards (e.g., size, shape, defects).

- Estimate the level of wear.

Compare particles from different samples to estimate the degree of wear.

Semantic segmentation:

- Separation into regions of interest.

Use semantic segmentation techniques (e.g., U-Net neural networks) to separate particles
from the background or to highlight defects.

- Analysis of complex structures.

Segment areas of high and low material density.

Integration with machine learning:

- Automatic classification.
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Use machine learning algorithms to automatically classify particles according to their
characteristics (e.g., healthy/defective).

- Prediction of material properties.

Use particle shape data to predict physical and mechanical properties.

Modeling of interaction with hydrogen:

- Analysis of the impact of hydrogen.

Model which particles are more vulnerable to hydrogen exposure based on their area,
density, and shape.

- Visualization of hydrogen concentration.

Integrate fluorescence analysis data to create heat maps of hydrogen distribution on particles.
These studies can help to deepen the understanding of material characteristics and assess
how various factors affect particle properties.

Concept for the Construction and Implementation of a Scheme for Determining the Performance
and Technical Condition of a Tribotechnical Unit

To implement the above data in the “industry” on the basis of the above algorithm
(Figure 2), we propose the following scheme (Figure 12). To use it, it is first necessary to
select WPs (screening analysis) and to study WPs by CV methods with the identification
of the most typical ones that correspond to the four main operating modes (Figure 7).
We calculate two parameters: the index of performance modes and operational status
(IOPMAOS) scale size from 0 to 10 and the integral defect criterion based on screening
analyses (IDCBOSA) scale size from 0 to 12.

This technique can be used not only for WPs but also for chips, friction surfaces,
cutting surfaces, and technological surfaces of complex alloy steels and alloys containing
cracks, damage, and changes in the micro-rail during the entire life cycle of the part and
tribotechnical assembly [112–128].

Further development of CV methods and computer modeling [129–139] will expand
the horizons of the application of the above technologies.
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Deep learning and image segmentation are key areas in computer vision. One of
the most popular models for segmentation is U-Net and its variations Mask R-CNN and
YOLO [140–144].

Study [145] explored automated fracture identification in material testing using deep
learning convolutional neural networks (CNNs). Three experiments—uniaxial tensile,
punch, and shear—were analyzed. Transfer learning was employed with VGG, ResNet,
and Inception CNN architectures. Moderate-sized filters and deeper architectures yielded
validation accuracies exceeding 95%. Low-cost models optimized for minimal storage and
computing power also achieved high performance. Greedy network searches identified
architectures exceeding 99% validation accuracy, eliminating low-performing counterparts.
CNN-based “all-in-one” fracture models were developed for automated, computer vision-
driven characterization. Feature map analysis highlighted the networks’ capability for
salient feature detection. Automated crack localization and profiling were demonstrated us-
ing LIME and image subset creation. The findings established a foundation for automating
material testing with reliable deep learning methods. These techniques aim to streamline
labor-intensive engineering tasks and enhance analysis reliability.

Periodic fractographic analysis [146] improves the performance of mechanical compo-
nents and prevents economic and security issues, especially in industries like automotive.
Classifying fractures by failure modes is crucial to identifying their root causes. Experts
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rely on visual evidence, such as textures and surface marks, to classify metallic material
fractures. The cited study used two datasets: a real-scale fracture dataset and SEM images
at various scales. Fracture classification performance was evaluated using traditional con-
volutional neural networks for object and texture analysis. A deep learning architecture
incorporating adaptive wavelet transform for textural feature extraction was also intro-
duced. The experimental results confirmed the effectiveness of deep learning in extracting
textural features. These methods significantly enhanced mechanical failure classification.
The findings demonstrated the potential of advanced techniques for accurate fracture
analysis. This approach supports improved reliability in mechanical systems.

Fracture surface analysis [147] is crucial for ensuring the structural integrity of metal-
lic materials, especially additively manufactured ones. Despite advancements in testing
automation, fatigue fracture image analysis is often performed manually by experts. This
approach, while accurate, requires extensive expertise and has limitations. The cited study
presented an unsupervised tool to assist non-experts in identifying fracture origins. Devel-
oped using fatigue fracture image specimens, the tool focuses on detecting river marks. It
accommodates various recording parameters if preprocessing settings are adjusted. The
tool can analyze other materials with river-marked fracture surfaces. However, cases with
multiple origins or origins near the surface require further tool development. This method
reduces reliance on expert knowledge while improving analysis efficiency. It also highlights
the need for continued refinement to address complex fracture scenarios.

Also relevant is the work of [148], which utilized an automated system to classify
fatigue, abrasive, and adhesive wear particles. Fatigue particles were generated using an
FZG gear test rig, while a pin-on-disk tribometer produced abrasive and adhesive particles.
SEM images of wear particles were collected to form a database for analysis. Particles
were grouped into three classes, each representing a distinct wear mechanism. Visual
examination was conducted for each class, followed by the calculation of parameters like
area, perimeter, convexity, and elongation using image analysis software. Statistical analysis
was performed on these parameters. The automated system then classified particles based
on surface texture. The results were compared with visual assessments and numerical
parameter evaluations. The texture-based system proved more efficient and accurate than
size- and shape-based methods. This approach shows great potential for enhancing machine
condition monitoring. Its accuracy and efficiency make it a promising tool for distinguishing
wear mechanisms. The method can significantly improve industrial monitoring processes.

Study [149] proposed an algorithm that combines ResNet50 and the Separable Vision
Transformer (SepViT) to tackle challenges such as complex backgrounds, overlapping
features, and low accuracy in classifying small wear particles. Using ESRGAN for image
resolution enhancement, the SV-ERnet model integrates ResNet50 and SepViT via weighted
soft voting and applies transfer learning for intelligent particle identification. Grad-CAM
visualization reveals the model’s focus on different abrasive characteristics. Achieving
94.1% accuracy on the test set, it outperformed ResNet101, VGG16, MobileNetV2, AlexNet,
and EfficientV1 by margins of 1.8% to 6.8%. Optimal weighting factors were determined to
be 0.5 for both components.

An enhanced YOLOv8 algorithm [150] addresses challenges in detecting complex,
overlapping, and small wear particles in ferrographic images. Improvements include
integrating Deformable Convolutional Network v3 for better feature extraction, using
the Dysample method for clearer upsampling, and optimizing the detection head for
faster convergence and higher precision. This approach achieves a 5.6% increase in av-
erage precision without compromising detection speed (111.6 FPS), supporting online
monitoring applications.

The proposed EYBNet ferrography [151] detection network addresses false and missed
detection of small, dense, and overlapping wear particles in complex oil backgrounds. It
uses the MSRCR algorithm to enhance image contrast and reduce background interference,
improves YOLOv5s accuracy with DWConv and optimized loss functions, and adds ECAM
for better feature expression. The path aggregation network is replaced with a weighted
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BiFPN for efficient cross-scale connections. EYBNet achieves a 4.46% increase in accuracy
(91.3%) and a detection speed of 50.5 FPS, outperforming YOLOv5s.

The role of a person in the Industry 5.0 paradigm in the interaction with wear products
of hydrogen-saturated steels is that a person acts as an operator who corrects and analyzes
the data obtained with the help of microscopes. A person has scientific experience, as well
as a set of skills such as “observation”, which allows for preparing reliable and validated
data for robotic systems from the first human person. This has not yet been analyzed and
processed with the help of computer programs.

5. Conclusions

• A conceptual scheme is proposed to illustrate how the hydrogen concentration affects
the wear resistance of materials during friction and long-term operation. Three modes
are identified, including running-in, normal operation, and catastrophic failure, each
with distinct wear particle morphologies. Low hydrogen concentrations enhance
plasticity, while high levels cause embrittlement and catastrophic failure.

• Key trends in computer vision (CV) development are outlined, including deep learning,
event-based vision, hybrid retrieval systems, smart applications, medical imaging,
and improved learning techniques.

• A flowchart for CV-based wear particle analysis is presented. It includes steps such as
analyzing operating conditions, conducting screening, assessing particle morphology,
comparing results with a database, and determining operational stability.

• A CV system and mathematical methods are used to analyze wear particle shapes
after dry and wet wear. Techniques such as high reflectivity detection and threshold
separation are applied.

• An example study on high-nitrogen steel wear particles before and after flooding
demonstrates software capabilities, including calculations for VERTEX, CAVITY,
Nmax, and ENTROPY, describing surface morphology.

• We propose to continue scientific research on wear particles. The main paradigm is the
use of the Python programming language. As for further research, the following can
be distinguished: 1. Shape and distribution analysis. 2. Detecting defects. 3. Texture
analysis. 4. Three-dimensional modeling. 5. Dynamic analysis. 6. Comparison with
samples. 7. Semantic segmentation. 8. Integration with machine learning. 9. Modeling
of the interaction with hydrogen.

• A framework for evaluating tribotechnical unit performance is proposed, using wear
particle analysis and key metrics like the performance mode index and defect criteria.

• The CV methodology for analyzing wear particle surfaces is applicable to friction
surfaces, corrosion products, and chips from manufacturing and repair processes,
broadening its usability.
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Nomenclature and Abbreviations
CV computer vision
WPs wear particles
CP computer program
H hydrogen
GLCM Gray-Level Co-occurrence Matrix;
LBPs local binary patterns

Appendix A

from skimage import io, measure
import matplotlib.pyplot as plt
import pandas as pd

# Uploading images
image_path_1 = ‘/mnt/data/01.png’
image_path_2 = ‘/mnt/data/02.png’

image_1 = io.imread(image_path_1, as_gray=True)
image_2 = io.imread(image_path_2, as_gray=True)

# Image analysis function
def analyze_image(image, title):

# Image binarization (simple threshold)
binary_image = image > image.mean()

# Labeling binary images
labeled_image = measure.label(binary_image)

# Derivation of properties of markovaniye regions
properties = measure.regionprops_table(

labeled_image,
properties=(‘area’, ‘perimeter’, ‘eccentricity’, ‘solidity’)

)

# Displaying a binary image
plt.figure(figsize=(8, 6))
plt.imshow(binary_image, cmap=‘gray’)
plt.title(f’Binary Image: {title}’)
plt.axis(‘off’)
plt.show()

return properties

# Analyzing the first image
properties_1 = analyze_image(image_1, “Image 1”)
properties_2 = analyze_image(image_2, “Image 2”)

# Convert results to a DataFrame for visualization
df_1 = pd.DataFrame(properties_1)
df_2 = pd.DataFrame(properties_2)

# Displaying the results
import ace_tools as tools
tools.display_dataframe_to_user(name=“Analysis of Image 1”, dataframe=df_1)
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tools.display_dataframe_to_user(name=“Analysis of Image 2”, dataframe=df_2)
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